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A B S T R A C T   

We propose a quantitative model-based workflow for conformance verification of CO2 storage projects. Bayesian 
inference is applied to update an ensemble of simulation models that capture prior uncertainty based on mis-
matches with measured data. Conformance assessments are derived by comparison of updated model predictions 
with storage permit requirements and confidence criteria. Two examples, one conceptual and one based on a real 
candidate storage site, are provided in which the quantitative workflow is applied to the a priori assessment of 
candidate monitoring strategies. The examples illustrate the limitations of pressure monitoring in the presence of 
realistic subsurface uncertainties, and the potential for cost saving by informed design of geophysical monitoring 
surveys. Approximate methods are discussed that could make the workflow also applicable for (quasi) real-time 
conformance monitoring.   

1. Introduction 

The main storage-related challenges for deployment of large-scale 
Carbon Capture and Storage (CCS) are capacity, confidence and cost. 
There must be high certainty that the site has the capacity to perma-
nently hold the volumes that are planned to be injected, and that it can 
be operated safely and economically. These elements are normally 
addressed in plans that operators submit to the regulating authority 
before approval to operate a storage site is granted. In Europe, the basis 
for assessment of these plans is provided by the European Commission 
(EC) CCS Directive (EC, 2009). It states that a monitoring plan is 
required to enable comparison between actual and modelled behavior, 
detection of irregularities, detection of the migration of CO2, and the 
assessment of the effectiveness of corrective measures in case of leakages 
or significant irregularities. It furthermore states that reports need to be 
submitted, at a frequency determined by the competent authority, that 
contain all information relevant for assessment of compliance with 
storage permit conditions, and for ‘increasing the knowledge of CO2 
behavior in the storage site’. 

The specific requirements for safe storage operations are identified in 
a storage permit. A general requirement is that injected CO2 remains 
within the storage complex permanently. The storage permit will also 
specify maximum injection rates and pressures, as well as the maximum 

allowed reservoir pressure. Additional requirements may result from 
site-specific risks and could therefore differ from one project to another. 
Key concepts in the monitoring of these risks are captured by the notions 
of containment and conformance. Containment refers to the basic 
requirement that CO2 must remain permanently within the storage 
complex or within clearly identified boundaries inside that storage 
complex. According to the EU CCS Directive, conformance (or confor-
mity) refers to consistency of the actual behavior of the injected CO2 
with the modelled behavior. Conformance is a requirement for the 
transfer of responsibility after site closure, together with the absence of 
detectable leakage, and a demonstration that the site is evolving towards 
a situation of long-term stability. A slightly broader definition of 
conformance, that we will adopt here, also includes compliance with 
any additional requirements as specified in the storage permit. This 
definition is in agreement with that used by the government of Alberta, 
Canada, in its the regulatory framework for CCS, and combines the 
concepts of concordance (agreement between models and data) and 
performance (agreement with permit requirements) as discussed by 
Oldenburg (2018). We will define conformance verification to mean the 
activity aimed at establishing if a situation of conformance exists at any 
moment during operation of the site and will remain to exist in the 
future. Since a storage permit will not be granted if initial modelling 
suggests that conditions qualifying as non-conformance are likely to 
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develop, it may be assumed that initial models prepared by the operator 
will suggest that the site can be operated in accordance with storage 
permit requirements. 

The actual behavior of the CO2 after injection in the reservoir will be 
strongly controlled by conditions (fluid pressure, temperature and 
composition, stress field) and rock properties (porosity, permeability, 
connectivity, fault stability) inside the storage reservoir, which are site 
specific. While these properties may be approximately known at the 
locations of wells that have been drilled into the reservoir before the 
start of injection, they will generally be poorly known everywhere else. 
As a consequence, also the dynamic behavior of the CO2 will be uncer-
tain. This will also be the case to some extent for storage in depleted gas 
reservoirs for which information obtained from monitoring data is 
generally limited to storage volume dimensions and pressure. Some of 
the uncertainties can be associated with risks of non-conformance situ-
ations, such as poor injectivity (preventing injection of the planned 
volumes), leakage through old wellbores or through the overburden, or 
migration of CO2 outside of the licensed storage area (all leading to non- 
containment), and high seismicity (violating safe operation standards). 
Some of these risks may be more relevant in some sites than in others. 

Monitoring programs should facilitate the identification of irregu-
larities that could point at non-conformance situations and trigger 
mitigating actions. Information extracted from monitoring data will 
generally be uncertain due to measurement or interpretation errors and 
the sparsity or limited resolution of data, requiring the use of (also un-
certain) models to fill the gaps (Harp et al., 2019). Conformance veri-
fication activities involve the comparison between modelled behavior of 
the CO2 and its ‘actual’ behavior, which must be inferred from moni-
toring data, and they must therefore take this uncertainty into account. 

No clear guidelines or frameworks currently exist for identifying 
monitoring tasks and setting monitoring performance requirements in a 
conformance verification context (Bourne et al., 2014). However, 
experience with monitoring of industrial-scale CO2 storage operations 
has been gathered in a number of projects that include Sleipner (e.g. 
Arts et al., 2008; Furre et al., 2017), Snøvhit (Maldal and Tappel, 2004), 
In-Salah (Mathieson et al., 2011), Otway (Jenkins et al., 2015) and 
Quest (Bourne et al., 2014). Decisions about which monitoring tech-
nologies to adopt to address identified risks in these projects have 
generally been based on site-specific monitoring technology feasibility 
studies that employ qualitative or scenario-based approaches for risk 
assessment involving collective expert judgement (Bourne et al., 2014). 
A method often used in support of such approaches is the bowtie method 
which aims to map and rank threats, consequences, and safeguards. 
Safeguards include monitoring that can detect irregularities, and a de-
cision logic to interpret the monitoring data and suggest control mea-
sures. The possible monitoring technologies are ranked by experts, and 
an ultimate selection is made by balancing benefits against costs. Ap-
plications of such a risk-based framework for developing site-specific 
measurement, monitoring and verification plans were presented by 
Bourne et al. (2014) for Quest, by Dean and Tucker (2017) for the 
Peterhead CCS project (Spence et al., 2014) and by Metcalfe et al. (2017) 
for the White Rose project. This framework aims to produce a systematic 
risk assessment and to establish monitoring performance targets that 
will reduce storage risks to a desired level. As part of this approach 
extensive modelling based on variation of identified uncertain model 
aspects was performed to assess the risk of CO2 migration beyond spill 
points or storage site boundaries. Active seismic surveys were planned to 
establish a baseline for repeat surveys and detect lateral movement of 
the CO2, and to identify changes in the formations above the storage 
formation. Revision of the monitoring plans would be necessary in the 
case of unexpected plume shape or migration velocity, injection pres-
sures, or other deviations from the modelled behavior. Mismatches be-
tween dynamic models and monitoring data could then lead to model 
updates, additional monitoring or corrective measures. It may not al-
ways be clear a priori what the character of mismatches would need to 
be in order to trigger one or more of these actions. The current practice 

appears to be to conduct a qualitative assessment of such mismatches, 
leading to an expert-based judgement of required actions. 

Quantitative assessment of risks, and the design of monitoring stra-
tegies that address them, is often considered complex and computa-
tionally demanding since it requires extensive evaluation of 
mathematical models that capture the full range of possible behavior of 
the system, identification of the ranges of possible values of all param-
eters that influence system behavior, and a derivation of risk under 
uncertainty. However, there are important benefits to such an approach. 
Perhaps the most important are the possibility to properly account for all 
uncertainties and their interdependencies, both in models and data 
(without the need to rank them based on extensive sensitivity experi-
ments), and the possibility to assess the contribution of different moni-
toring technologies in quantitative terms. 

Several examples of quantitative workflows related to risk manage-
ment in CO2 storage operations can be found in the literature (see Sec-
tion 2). This includes applications of optimization approaches to above- 
zone monitoring well placement aimed at minimizing the time to leak 
detection (Sun et al., 2013; Cameron, 2013; Yonkofski et al., 2016, 2017; 
Jeong et al., 2018) and workflows for leakage location estimation and 
uncertainty reduction based on monitoring data (Sun and Nicot, 2012; 
Jung et al., 2013; Jung et al., 2015; Hu et al., 2015; Chen et al., 2018; 
Chen et al., 2020). Some of these methods were also applied to the 
FutureGen 2.0 candidate storage site (Vermeul et al., 2016; Bacon et al., 
2019) illustrating the feasibility of the application of quantitative 
life-cycle management workflows to realistic settings. 

Chadwick and Noy (2015) considered modeling-monitoring 
convergence as an indicator of the possibility to demonstrate confor-
mance. This is based on their observation that model predictions tend to 
become more reliable when models are in sufficient agreement with 
historic data. Following this idea, Harp et al. (2017) proposed an 
approach for identifying robust pressure management strategies based 
on decision gap theory. Rather than representing the uncertainty prob-
abilistically, the methodology aims to quantify the degree that one can 
be incorrect in the characterization of the system and still ensure that 
performance (conformance) criteria are met. This could be viewed as a 
metric for comparing alternative monitoring strategies. This approach 
was adopted by Harp et al. (2019) in a follow-up study that demon-
strated an application based on pressure monitoring at a single well 
where a conformance criterion was defined in terms of the pressure at 
the well. The workflow uses derivatives of observables with respect to 
uncertain model parameters which will not be generally available for 
more complex simulators and measurements or for conformance criteria 
that are not directly observable. The approach appears to require that a 
critical value for the conformance criterion is not exceeded in any of the 
model realizations, which seems quite restrictive. Also, it is not entirely 
clear how the approach should be extended to applications with multi-
ple conformance criteria and large numbers of uncertain parameters, 
such as heterogeneous permeability fields. 

As an alternative to the workflow of Harp et al. (2019), we develop 
and demonstrate a generic conformance analysis approach that can be 
applied to cases with arbitrary numbers and types of uncertainties and 
arbitrary combinations of monitoring techniques. The approach is 
inspired by ensemble-based workflows for quantitative evaluation of 
monitoring strategies for oil field management (e.g. Le and Reynolds, 
2013; 2014; He et al., 2020, Barros et al., 2016; Barros, 2018). These 
studies have suggested that such approaches are indeed capable of 
providing useful comparisons and rankings of alternative strategies 
under realistically complex uncertainty scenarios. Here we will there-
fore propose a quantitative ensemble-based workflow that can be 
applied to objectively assess the current and future conformance state of 
the storage system. The workflow can also be used on top of practical 
risk identification and mitigation frameworks as currently used, to 
produce objective assessments of the validity of simulation models, the 
effectiveness of measurement acquisition strategies, and ultimately 
support decisions about contingency monitoring or corrective measures. 
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We demonstrate an application of the workflow prior to the start of 
injection with the aim of evaluating possible monitoring strategies in 
terms of their capability to correctly assess the conformance of the site at 
any time in the future. 

The remainder of this paper is organized as follows. In the next 
section we review the literature on quantitative workflows for evalua-
tion of monitoring designs in subsurface applications. In Section 3 we 
define terminology related to conformance that will be used in this 
document. In Section 4 we introduce our proposed quantitative work-
flow for conformance assessment. Section 5 provides a relatively simple 
example application of the workflow to illustrate the main steps as well 
as an application to a complex case based on a real potential storage site. 
In Section 6 we discuss possible extensions and alternative applications 
of the workflow that could be useful in support of CO2 storage opera-
tions. Finally, the main conclusions are provided in Section 7. 

2. Quantitative evaluation of monitoring plans 

Early work on quantitative workflows for the assessment of moni-
toring strategies goes back to at least the mid-1970s, fueled by legisla-
tion in the US aimed at protecting groundwater resources from 
contamination originating from e.g. landfills or agricultural pesticide 
use. Later applications have included rainfall gauge placement 
throughout a watershed, river monitoring systems, water distribution 
networks, and sewer systems. Work in this domain includes studies on 
pollution source identification (Mahar and Datta, 1997; Datta et al., 
2009, 2013), plume characterization (e.g. Kim and Lee, 2007; Balbarini, 
2017) and operational plume containment strategies (Tiedeman and 
Gorelick, 1993). An early application of dynamical simulations for the 
purpose of optimizing monitoring network design was presented by 
Meyer and Brill (1988). Loaiciga (1989) presented a workflow consisting 
of 2 stages: parameter estimation and network optimization, similar to 
recently proposed Value Of Information workflows for hydrocarbon 
reservoir management applications (e.g. Barros et al., 2016). The use of 
ensemble methods for parameter estimation and uncertainty quantifi-
cation and multi-objective optimization was proposed by Kollat et al. 
(2011). The multiple objectives included monitoring costs and in-
dicators of monitoring performance, e.g. the number of failures to detect 
a tracer and the error in characterizing the plume. An ANOVA-based 
probabilistic collocation-based Kalman Filter was combined with 
sequential optimal design by Man et al. (2016; 2019). 

In the CO2 storage domain, Sun et al. (2013) used optimization to 
design a pressure-based monitoring system that minimizes the number 
of undetected leakage events and the leaked volume. Jeong et al. (2018) 
extended this optimization framework to more realistic cases, including 
more elaborate physics models, integrating regulatory constraints and 
accounting for geological uncertainty. One of the main drawbacks of 
these studies concerns the way that detection is determined from data 
without any statistical basis, which is important when models and 
measurements are not perfect. Cameron (2013) defined a practical 
workflow for the optimization of sensor placement, using history 
matching to reduce the geological uncertainty in a storage site, 
including uncertainty on leak location and leaked fractions. Similar 
concepts were pursued by e.g. Jung et al., (2013; 2015), He et al. (2018) 
and Chen et al. (2020) where the latter introduced the use of ensemble 
methods for reducing the joint uncertainty in model parameters and the 
respective model responses as represented by up to 100 model re-
alizations, but without explicitly relating the metrics of uncertainty to 
quantifiable notions of conformance. 

In groundwater applications, a number of studies have focused on so- 
called data-worth (related to Value Of Information) evaluations (or 
experimental design strategies), aimed at identifying observation stra-
tegies that reduce uncertainty (e.g. Tiedeman et al., 2003; Neuman 
et al., 2012; Leube et al., 2012; Xue et al., 2014). Siade et al. (2017) used 
D-optimality and minimax objectives to identify robust designs for 
computationally challenging large-scale applications. Wang et al. 

(2018) applied an EnKF framework to a real-world case study and 
considered various information measures for state estimation and 
parameter estimation respectively. An application of a different metric 
based on entropy theory to an urban drainage system was presented by 
Yazdi (2018). 

In oil and gas field management applications, Le and Reynolds 
(2013; 2014) considered the expected reduction in uncertainty as a 
metric to identify an optimal surveillance operation. Specifically, they 
proposed to use the concept of mutual information to provide a measure 
of the strength of the relationship between the observables and a 
quantity of interest, e.g. oil production. Surveillance operations that 
deliver a high mutual information are expected to lead to the smallest 
posterior uncertainty in the quantity of interest. He et al. (2016) sug-
gested the use of proxy models and rejection sampling to avoid the large 
computational cost that would be associated with performing explicit 
history matching for many full-complexity reservoir simulation models. 
In subsequent work He et al. (2018) proposed an ensemble variance 
analysis method to quantify uncertainty reduction and combined this 
with a decision-tree analysis of Value Of Information (VOI). 

Sato (2011) assessed the VOI in the context of the monitoring of CO2 
storage. His-examples focused on applications considering simple deci-
sion scenarios (e.g., “go”, “no-go”, or “gather more information”), sim-
ple uncertainties (i.e., one uncertain parameter) and arbitrarily 
pre-defined likelihood functions, without directly addressing confor-
mance aspects of the problem. Lüth et al. (2015) evaluated the agree-
ment between model predictions and time-lapse seismic data in terms of 
various measures associated with the geometry of the CO2 plume 
developed in a test storage site. However, these studies have not 
addressed the full quantitative conformance verification problem as 
defined here, which goes beyond establishing consistency between 
models and data. 

Barros et al. (2016), Barros (2018) developed a fully Bayesian VOI 
methodology to assess the value of future measurements in closed-loop 
reservoir management, i.e. under the assumption that the models and 
production strategies are updated every time that new measurements 
become available. The workflow considered the value of measurements 
in terms of the expected impact on the overall economics of the project, 
taking all uncertainties and nonlinear effects into account. One of the 
key features of this workflow is the use of an ensemble of model re-
alizations to generate multiple possible outcomes of the monitoring 
process, which enables quantification of the expected value of a moni-
toring strategy prior to its implementation in the field. In the workflow 
presented here we will adopt a similar approach as will be discussed in 
more detail in Section 4. 

3. Conformance assessment 

In this section we define the terms and concepts that will be used in 
the conformance verification workflow. A central concept in CO2 storage 
is containment, meaning the (permanent) retainment of all CO2 within 
safe boundaries after injection. These boundaries could be the bounding 
faults and storage seals of an entire storage complex, possibly consisting 
of multiple compartments or layers, or alternatively, internal bound-
aries, defined by internal faults or spill point contours. We define 
conformance to mean that the actual system behavior satisfies two con-
ditions: (1) consistency with modelled behavior (also referred to as 
concordance) and (2) compliance with regulations and requirements as 
defined in the storage permit (performance). Initial modelled (expected) 
behavior, i.e. before the start of injection, will presumably always sug-
gest the second condition, because otherwise the storage permit would 
not be granted. However, if the models, or the operational plan that was 
the basis for predictions made with the model(s), are updated based on 
data gathered during injection, this may no longer be the case. It is 
possible that, after such an update, revised model predictions will sug-
gest the possibility that the second condition is violated. In such a sit-
uation, consistency between actual and modelled behavior would no 
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longer be sufficient. A conformance indicator is a quantity of interest 
based on which statements about the behavior of the site can be derived. 
It refers to a specific physical quantity at a given location and time. It 
may apply to both properties (e.g., leak, rock strength, fault seal) or the 
dynamic states (e.g., pore pressure, fluid phase distribution, tempera-
ture) of the storage site. For example, Chadwick and Noy (2015) 
considered plume footprint area, maximum lateral migration distance of 
CO2 from the injection point, area of CO2 accumulation trapped at top 
reservoir, volume of CO2 accumulation trapped at top reservoir, area of 
all CO2 layers summed, and spreading co-efficient. We note that 
conformance indicators may be quantities that cannot be observed 
directly. For instance, due to technical limitations of currently available 
monitoring technologies, it is not possible to directly measure the 
properties and state of the subsurface storage site everywhere. There-
fore, conformance assessment implies inferring the conformance in-
dicators from indirect information. For example, if the permit requires 
the CO2 to remain within specified spatial boundaries, the location of the 
front of the CO2 plume could be used as an indicator. An alternative 
indicator is average reservoir pressure. Neither one of these two quan-
tities can be measured directly but must be inferred from measured data 
that provide indirect information. Furthermore, we can obviously not 
directly measure quantities of interest related to the behavior of the 
storage site in future times. In such cases it must be derived from model- 
based predictions where we must ensure that the models are at least 
consistent with available data. Conformance criteria are used to convert 
qualifications such as consistency and compliance into quantitative 
statements and assessments by classifying deviations from expected 
behavior as acceptable or not acceptable. In order to delineate the 
concept of conformance in quantitative terms, conformance criteria 
should cover three key aspects: (i) the definition of quantifiable 
conformance indicators, (ii) a range of acceptable values for each indi-
cator and (iii) the confidence thresholds required to classify the state as 
conformance or non-conformance. Examples of (i, ii) include maximum 
allowed reservoir pressure and storage complex boundaries that the CO2 
plume may not exceed. These limits will typically arise from safety, 
integrity or regulatory constraints. The confidence thresholds (iii) 
concern the probability levels required by the stakeholders to confirm 
conformance, or trigger mitigating actions in the case of a non- 
conformance assessment. For critical safety indicators these confi-
dence requirements should ideally be specified in accordance with 
regulatory directives. For other indicators the choice of confidence 
thresholds could in principle also be subject to the risk-attitude of the 
operator and experts involved in the decision-making process for the 
storage site. Chadwick and Noy (2015) recommend that, given the dif-
ficulty in achieving unique or perfect matches between modelled and 
observed data, regulators should set conformance criteria at realistic 
levels, focusing on progressive reduction of uncertainty with time and 
demonstration that the fundamental storage processes are sufficiently 
well understood. The assessed probability of occurrence of undesired 
situations might increase gradually over time, in which case various 
levels of conformance and mitigation actions could be applied, following 
for example a traffic-light system. Furthermore, comprehensive defini-
tions of conformance for a particular storage site might require the 
combination of multiple conformance criteria. Even in these more 
complex cases, however, the quantitative approach proposed in this 
work is applicable. Conformance statements, such as “the storage site is in 
a state of conformance” must be based on information that is extracted 
from model simulations and on monitoring data gathered prior to and 
during operation of the site. Both the models and the data are uncertain, 
due to modelling and measurement error respectively. Data may be very 
local (in the case of wells) or have low resolution (in the case of seismic 
data) and therefore provide an incomplete and indirect picture of the 
actual behavior of the CO2. Statements such as the one above should 
therefore be modified to, for example, “the probability that the storage 
site is in a state of conformance is 90%”. (If conformance regulations are 
formulated directly in terms of measurements, e.g. bottom-hole pressure 

data, the relevant information is direct, and the assessment will be much 
simpler.) In order to arrive at what we will refer to as a conformance 
assessment (for example, ‘conformance’, or ‘non-conformance’) from a 
conformance statement, probability thresholds must be applied. As-
sessments are the basis for subsequent decisions to take risk-mitigating 
measures. For example, if the assessment is ‘non-conformance’, a deci-
sion to halt injection may be logical. If the assessment is ‘probable 
conformance’, it may be decided to perform contingency monitoring, i. 
e. gather additional measurements. With conformance verification we will 
mean the activity aimed at establishing if a situation of conformance 
exists at any moment during operation of the site and will remain to exist 
in the future. This is the process that will lead to a conformance state-
ment and assessment. If the verification aims to establish the state of 
conformance at the current time, it will involve an integration of in-
formation extracted from past and current monitoring data and the use 
of a model if some sort of extrapolation is required to relevant quantities 
that are not directly observed. This latter process is known as history 
matching (or data assimilation) and aims to estimate the states and 
parameters of the model that are consistent with the model equations as 
well as with all available measurements. The future conformance state 
of the system can subsequently be predicted by simulating the model 
forward in time. 

In the following we will introduce a quantitative workflow that aims 
to provide a conformance assessment by systematic treatment of un-
certainties in both models and measured data, building on the concepts 
discussed above. The individual elements of the workflow are discussed 
in further detail in the next section, after which they are combined into a 
single workflow. 

4. Methodology 

4.1. Uncertainty quantification 

Uncertainty in the expected behavior of CO2, and in the behavior of 
the site as a whole, during and after injection can be related to many 
factors. The main reservoir-related factors are associated with the 
properties of the reservoir rock such as permeability and porosity, the 
presence of conducting or sealing fractures, faults, and baffles, the dis-
tribution of saturation and temperature of fluids and gases already 
present in the reservoir, and the physical-chemical interaction of the 
CO2 with these fluids and the rock under all conditions encountered 
during operation and after abandonment of the site. A practical quan-
titative way of dealing with these types of uncertainties is Monte Carlo 
simulation. In this approach the distribution of relevant quantities of 
interest is derived from a large collection of simulation results. A benefit 
is that this approach can capture co-variation of uncertain parameters as 
is typical in subsurface models where spatial variability in rock prop-
erties are associated with processes on large time and spatial scales. All 
uncertain inputs to these simulations are sampled from distributions that 
are informed by prior knowledge and are jointly referred to simply as 
‘the prior’. The simulation model is used to propagate these un-
certainties to the system state at future times. This approach has 
sometimes been considered too computationally demanding because of 
the relatively large number of simulations (samples) that is required to 
provide a complete characterization of the distributions of relevant 
quantities of interest. Furthermore, a re-assessment of uncertainty 
should be performed, in principle, whenever new measurement data has 
been gathered. We will use an efficient ensemble-based method for 
history matching that enables such a re-assessment in a low-dimension 
uncertainty subspace spanned by the prior ensemble of realizations of 
uncertain parameters. 

4.2. Ensemble-based data assimilation 

A prediction of the future state of conformance can be made by 
forward simulation of a model and evaluation of the conformance 
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indicator(s) from the simulated CO2 behavior. Whenever new informa-
tive data are collected, they can be used to update the model used in that 
prediction in order to increase its reliability, under the assumption that a 
model that is consistent with past data will produce more accurate 
predictions. In order to take uncertainty fully into account, we use an 
ensemble of models, based on many sample realizations of the uncertain 
model parameters. History matching many models manually, or even 
with traditional computer-assisted approaches, is too complex and time 
demanding. A computationally efficient Bayesian method for large- 
ensemble history matching is the Ensemble Smoother with Multiple 
Data Assimilations (ES-MDA) proposed by Emerick and Reynolds 
(2012). We use this method in our experiments. 

Consider a set of model parameters collected in a column vector m =
(m1,m2,⋯, mn)

T . We can generate N realizations of these parameters 
by drawing samples of each individual parameter from an appropriate 
distribution (the prior), where we will assume that the parameters are 
distributed according to a joint Gaussian, N(m, Cm), where m is the 
vector with expected values and Cm is a covariance matrix. The N 
sample vectors can be collected in a matrix M = [m1, m2, …, mN] that 
defines the prior ensemble of models. Each model can be simulated to 
predict a set of model outputs zt = g(x0, t,m) at some time t, based on an 
initial state x0 and model operator g. We assume that measurements are 
available of quantities that can be associated with the model output 
quantities, yt = y(zt). The measurements themselves are collected in the 
data vector dt = ytrue

t + et , where ytrue
t is the vector with true values of 

the quantities in yt , and et is a vector with data errors distributed ac-
cording to N(0, Ce). After simulation of the model ensemble we can 
construct the ensemble matrix Y = [y1, y2, ⋯, yN]t . We can also define 
E = [e1, e2, …, eN]t as the ensemble matrix with random data error 
samples drawn from the data error distribution, and the ensemble ma-
trix D = [d1, d2, …, dN]t where di = d + ei . We have dropped the time 
index on the matrices to simplify notation. ES-MDA performs an itera-
tive series of updates of the ensemble matrix M following Ensemble 
Kalman Filter theory (Evensen, 2009) to produce an updated sample 
Mi+1 

Mi+1 = Mi + Mi Y’
i

[(
Yi Y’

i

)
+ αiCe

]− 1
[D+Ei − Yi]

where i indicates the iteration index, and αi is an inflation factor. Iter-
ation is initiated with M0 = M, the prior distribution, and the ensemble 
obtained at the final iteration will define the ‘posterior’ distribution. 
Any informative data will result in a reduction of the uncertainty as 
characterized by the spread of the posterior. Conditions on the choice of 
αi are discussed in Emerick and Reynolds (2012) and Le et al., 2016Le 
et al. (2016). A typical ensemble size N for large-scale model problems is 
100. The full ensemble of models needs to be re-simulated after each 
update. However, the models can, in principle, all be simulated simul-
taneously when a high-performance computing system is available. 
Many successful applications of ES-MDA to history matching of complex 
reservoirs have been reported in the literature, including history 
matching to geophysical data (e.g. Emerick and Reynolds, 2012; Leeu-
wenburgh and Arts, 2014; Zhang and Leeuwenburgh; 2018). A recent 
application of this methodology to reducing uncertainty in CO2 storage 
risk was reported by Chen et al. (2020). 

4.3. Quantitative evaluation of conformance monitoring plans 

We will now derive an accuracy metric to quantify the expected 
contribution of future measurements for the purpose of conformance 
verification that can be used in a workflow for comparison of alternative 
monitoring plans. Since it considers future candidate measurement 
gathering strategies, it relies entirely on simulated measurement data. 
The workflow builds on the previously introduced ensemble approach 
for uncertainty representation and the Bayesian framework to reduce 
these uncertainties to arrive at a probabilistic assessment of 

conformance. Since it considers future candidate measurement gath-
ering strategies, it relies entirely on simulated measurement data. 

Prior ensembles of model scenarios M = [m1, m2, …, mN] and their 
predicted outputs Z = [z1, z2, …, zN] are assumed to characterize the 
uncertainty prior to any monitoring activities. We assume that the state 
of conformance Ci = C(zi) = {0,1} can be derived from the model pre-
dictions. With the ensemble of models, we can therefore associate an 
ensemble of conformance predictions C = [C1,C2, …, CN]. If Nc model 
predictions indicate conformance, the probability of conformance is 
estimated to be pc = Nc/N. Given a probability threshold pα, we can 
decide to assess the state of the system to be in conformance (i.e. C = 1) 
if pc ≥ pα, and in non-conformance (C = 0) if 1 − pc ≥ pα. 

Let’s now assume that the true state of conformance Ctrue is known. 
We could then compare the predicted conformance state C with the true 
state and determine if our assessment could be qualified as a true posi-
tive (C = Ctrue = 0), false positive (C = 0, Ctrue = 1), true negative (C =

Ctrue = 1) or false negative (C = 1, Ctrue = 0). Since in reality the true 
state of the storage system is unknown, we could instead consider a set of 
plausible true models mτ for τ = 1, …, Nτ, their simulated predictions 
zτ, and their known conformance states Cτ = C(zτ). For all these plau-
sible truths, we can determine an assessment, and subsequently deter-
mine the overall fraction of correct (true) and incorrect (false) 
assessments. This will be the accuracy metric that we will use in the 
following. Note that these fundamental metrics could easily be com-
bined into concepts such as precision and recall (or sensitivity), or into a 
combined F1 score, if preferred. 

We now want to associate this accuracy metric with a candidate 
monitoring plan. For each plausible true model, we can simulate mea-
surement data as dτ = yτ + eτ. The prior ensemble of models can be 
conditioned to this data as described in section 4.2 and revised confor-
mance states at any arbitrary time t can be determined after simulation 
of the posterior models from their output Zτ

post. These steps can be 
repeated for alternative candidate monitoring plans, enabling a com-
parison in terms of accuracy from the resulting values of the accuracy 
metric. Note that since this analysis involves the use of random numbers 
eτ to represent the random character of the measurement process (see 
Section 4.2), the analysis should ideally be repeated Nd times to filter out 
the random effects. 

The overall workflow is depicted in Fig. 1. 
Similar to the VOI assessment workflow proposed by Barros et al. 

(2016; Barros, 2018), the workflow for associating a conformance 
metric with a candidate monitoring strategy is applied to an ensemble 
Mτ of Nτ model realizations where each member has an associated 
probability. Typically, we use equal probabilities, but we may select the 
models such that the occurrence of conformance or non-conformance 
situations across the ensemble reflects our prior confidence pprior

c . 
Simulation of each member mτ results in predicted observables to which 
random measurement noise is added. This could be repeated Nd times to 
arrive at a total of Nτ × Nd datasets representing plausible outcomes of 
the measurement process. A second ensemble M consisting of N equally 
probable models can be history matched to each of these datasets indi-
vidually, resulting each time into an ensemble of updated (posterior) 
conformance predictions Cpost, from which a single posterior probability 
of conformance ppost

c can be derived. Since the conformance state is 
known for each of the Nτ data-generating models, we can also evaluate if 
the ultimate conformance assessment would be correct or not. The 
overall conformance metric for a single monitoring configuration is 
calculated from all Nτ × Nd evaluations. For monitoring configurations 
generating many data points in time or space, the impact of differences 
between random data noise realizations may be expected to be negli-
gible relative to the impact of the differences between model realizations 
and between controllable monitoring design parameters and choosing 
Nd = 1 should therefore be acceptable in most applications. 
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5. Experiments 

5.1. Conceptual 2D model example 

In a first illustrative example, we consider a 2D model of a storage 
aquifer with dimensions 1380 × 1380 × 10 m discretized into 69 × 69 ×
1 = 4761 active grid blocks. The model has two vertical wells: an in-
jection well operated with a prescribed rate target of 1 × 105 m3/day (at 
standard conditions) and maximum allowed injection pressure of 200 
bar, and a brine discharge well which is opened 180 days after the start 
of injection and is operated at a fixed bottom-hole pressure of 80 bar. 
The reservoir is initially at 83 bar pressure and fully saturated with 

water. The reservoir simulations are performed with OPM-Flow (The 
Open Porous Media Initiative, 2021, Rasmussen et al., 2020) under the 
assumption that CO2 is immiscible in water. The geological uncertainty 
in spatial permeability and porosity distributions is characterized by an 
ensemble of Nτ = 100 model realizations (Fig. 2). The heterogeneities in 
the permeability and porosity fields have a direct impact on the prop-
agation of the CO2 plume. The notion of conformance adopted here is 
associated with regulatory safety bounds for the extent of the CO2 plume 
after 1800 days of injection. A (user-defined or regulatory) internal 
boundary is defined to limit the area where it is safe for the injected CO2 
plume to develop during the storage life cycle (indicated by the yellow 
box in Fig. 2). The compliance with, or violation of, this boundary 

Fig. 1. Proposed workflow for quantifying the expected accuracy to be achieved with a candidate monitoring configuration.  

Fig. 2. Synthetic test case study with one CO2 injection well and one brine discharge well (left). The yellow box indicates the region within the conformance 
boundary. 10 randomly selected realizations of the permeability field (right); the color bar indicates the permeability values in mD. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.) 
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determines conformance or non-conformance, respectively (see Fig. 3). 
Out of the prior ensemble of 100 realizations, 71 correspond to 
conformance and 29 to non-conformance. Fig. 4 depicts the simulated 
CO2 fronts for the prior ensemble considered at five intermediate times 
and at the time of interest for conformance verification (t = 1800 days). 
Any determination of conformance based on monitoring at early times 
(i.e., before the time of interest) will depend not only on the acquired 
monitoring data but also on the impact of this data on the predictions of 
the posterior (history matched) models, which will still carry some 
(reduced) degree of uncertainty. 

The ES-MDA history matching method is used to incorporate infor-
mation from bottom-hole pressure (BHP) measurements and plume 
tracking measurements such as time-lapse seismic surveys (Leeu-
wenburgh and Arts, 2014) into the models and improve their pre-
dictions. We use ensembles of N = Nτ − 1 = 99 model realizations 
within the history matching step, where the remaining model is used as 
the truth model to generate measurement data. Each model acts as the 
truth once. Following the methodology described in Section 4.3, the 
model predictions are then used to determine the probability of 
conformance (non-conformance) by identifying the fraction of model 
realizations for which the CO2 plume remains inside (outside) of the 
conformance boundary. Some of these results have been presented by 
the authors in their previous conference abstract (Barros et al., 2018b). 

5.1.1. BHP monitoring 
We quantify the performance (in achieving accurate conformance 

assessment) of M = 3 strategies for BHP monitoring at the injector at 30- 
day intervals. The monitoring strategies vary in terms of the precision of 
the measurements. Fig. 5 shows 100 realizations of the generated syn-
thetic BHP data at the injection well for the 3 candidate levels of noise, 
σBHP = {1, 2, 4} bar, obtained by simulating the Nτ = N = 100 models 
and adding random noise. In this study we consider the availability of 
BHP measurements until t = 900 days to evaluate the value of early 
pressure signals for conformance verification at a later time. We observe 
that, while most of the conforming realizations (green lines) are asso-
ciated with low BHP’s at the injector (≤ 110 bar), no clear distinction is 
observed between conforming and non-conforming realizations among 
the cases with higher BHPs. 

The results obtained with our proposed quantitative conformance 
assessment workflow applied to these BHP measurements are depicted 
in Fig. 6. Overall low conformance verification accuracy is achieved by 
monitoring BHP only, with less than 25% of the conformance assess-
ments being accurate in the case with measurements of highest precision 
(σBHP = 1 bar). We observe that the accuracy is slightly degraded for 
increasing levels of noise in the data, which is an expected result. We 
also note that significantly lower accuracy is achieved for the 

identification of non-conformance (true positives) than for conformance 
(true negatives).We attribute this to the relatively easy discrimination of 
conformance and non-conformance situations for the large number of 
cases with low injection BHP (which are predominantly conforming), 
while for cases with high injection BHP, including almost all non- 
conforming cases, discrimination is more difficult. Note that the frac-
tion of true and false conformance assessments displayed in Fig. 6 (right 
panel) correspond to the sum of true positive / negative and false pos-
itive / negative curves in the left plot. 

This analysis indicates that, for this particular case, BHP measure-
ments are not expected to provide sufficient evidence to make accurate 
statements about conformance of the CO2 plume in the storage aquifer 
(the fraction of accurate assessments is lower than the fraction of inac-
curate assessments). The BHP response at the wells seems to be too 
weakly (or indirectly) related to the propagation of the injected CO2 
through the porous media, which in this example is determined by the 
(uncertain) geological heterogeneities. Next, we investigate the feasi-
bility of assessing CO2 plume conformance (as defined in this case study) 
based on front-tracking measurements assumed to be derived from time- 
lapse seismic monitoring surveys delivering interpretations of the 
saturation field. Such data is expected to provide more direct and rele-
vant evidence for reducing the uncertainty on the footprint of the CO2 
plume than the BHP measurements considered until now. 

5.1.2. Impact of acquisition time 
We quantify the performance of M = 5 monitoring strategies con-

sisting of a single seismic survey each but with varying acquisition time. 
The candidate survey acquisition times considered are tsurvey = {300, 
600, …, 1500} days. Fig. 7 depicts the simulated CO2 front position at 
the M = 5 candidate survey times for one model out of an ensemble of 
Nτ = 100 model realizations . The survey observations are assumed to 
have a measurement precision of 0.5 (grid-block units) in the identifi-
cation of the front position. To illustrate the quality of the history 
matching of the front-tracking measurements, the predicted CO2 fronts 
for the posterior ensembles obtained with three different truths and 
tsurvey = 600 days are shown in Fig. 8. We observe an excellent match of 
the predicted front position at the time of the assimilated survey in all 
three cases. For two of these cases (truths 4 and 14) the match helps to 
guide the predictions of the front positions towards the true values at the 
time of interest (1800 days). However, there are may also be cases (truth 
12 is an example) where the predictions at the time of interest may 
deviate from the true behavior despite a good match at tsurvey = 600 
days, leading to false positive or false negatives. 

Fig. 9 shows the results in terms of the fraction of false positives and 
negatives before and after assimilating the surveys from different times. 
Later surveys are more effective in reducing the number of wrong 

Fig. 3. Representation of CO2 plume conformance in a case with a user-defined or regulatory internal boundary (yellow line): (a) example of conformant plume, (b) 
example of non-conformant plume and (c) all plumes colored according to conformance state..; green lines correspond to “negatives” (i.e., indication of conformance) 
and red lines to “positives” (i.e., indication of non-conformance). (For interpretation of the references to color in this figure legend, the reader is referred to the web 
version of this article.) 
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predictions. This is an expected result given the fact that the later the 
surveys are acquired closer to the time of interest for conformance 
verification purposes (1800 days). However, from a decision-making 
point of view, later surveys imply less flexibility available for the op-
erators to react to the new information. Therefore, depending on the 
type of actions being considered and on the impact of prediction reli-
ability on the decision-making process (e.g. acceptability of, or attitude 
towards, certain risks), earlier surveys may be more valuable. 

5.1.3. Impact of spatial coverage 
Next, we quantify the performance of M = 4 monitoring strategies 

consisting of a single survey acquired after 1500 days. The survey de-
signs considered have different spatial coverages (Fig. 10), ranging from 
full reservoir coverage, or sparse two-dimensional lines with different 

orientations, to sample collection at grid locations. 
Fig. 11 compares the four configurations in terms of true and false 

positives and negatives (like in Fig. 9). The very low number of false 
negatives indicates that, with the acquisition of the full coverage survey 
(a), our models will be very reliable when predicting scenarios where 
conformance takes place. On the other hand, even with the acquisition 
of a very informative survey indicating conformance at tsurvey = 1500 
days, the updated models are not able to rule out the risk of non- 
conformance at 1800 days entirely. This could be explained by the 
relatively limited information that is provided by the front position 
about areas of the reservoir through which the front has not yet passed. 
The configurations with partial coverage of the reservoir are not able to 
reduce the conformance prediction errors as much as the survey with 
full coverage. Despite having the same degree of sparsity, configuration 

Fig. 4. Development of the CO2 plume conformance over time based on simulation of the initial ensemble of model realizations (using the same color scheme as 
in Fig. 3). 

Fig. 5. Simulated BHP profiles and measurements at the CO2 injection well for the 2D example case. Green lines correspond to simulated BHP profiles for 
conformance scenarios and red lines correspond to non-conformance scenarios. Green and red dots depict simulated outcomes of the measurement process, obtained 
by adding noise to the simulated profiles: σBHP = 1 bar (left), σBHP = 2 bar (middle) and σBHP = 4 bar (right). (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.) 
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(c) results in lower errors than configuration (b) in terms of false neg-
atives, indicating a more favorable orientation of the two-dimensional 
lines. We attribute that to the typical shape of the CO2 plume in this 
example, i.e. the ensemble of fronts (Fig. 4) being almost parallel to the 
sparse lines in configuration (c) and perpendicular to the line connecting 
the injection and extraction wells, which increases the amount of in-
formation available when the front crosses one of the sparse lines. 
However, the experiments would need to be repeated with larger Nτ to 
entirely exclude the possible influence of chance. The sparsest config-
uration (d) is not as effective as the others but is still somewhat useful for 
conformance verification, i.e. better than not acquiring any information 
and relying on prior knowledge only. 

To gain more understanding of the effect of coverage on the achieved 
accuracy, we consider a new set of M = 5 monitoring configurations 
consisting of a single survey, again acquired at tsurvey = 1500 days, but 
with varying degrees of sparsity for a fixed orientation of the survey lines 
(Fig. 12). The results obtained with our quantitative workflow show how 
fast accuracy in conformance verification is degraded with increasing 
sparsity of the monitoring survey (Fig. 13).With fewer probed locations 
in the reservoir it becomes increasingly difficult to obtain evidence of 
the footprint of the plume to calibrate the ensemble of models, reduce 
uncertainties and improve accuracy. 

We also applied the quantitative approach to assess the usefulness of 
front-tracking monitoring for plume conformance verification as a 
function of the reliability of the front positions inferred from time-lapse 
geophysical. The results obtained confirmed the intuition that 
increasing front detection errors are expected to lower the accuracy of 
conformance assessments. However, these results also indicated a more 
modest decrease in accuracy as a function of the front detection error 
compared to the previous aspects analyzed (spatial coverage, acquisition 
time), indicating that even geophysical technologies leading to less than 

perfect resolution of the front position could still be useful. 

5.2. Real field example 

The Smeaheia aquifer is a candidate CO2 storage site in the Norwe-
gian sector of the North Sea (Gassnova, 2016; Statoil, 2016). The aquifer 
is bounded by two main faults with North-South orientation and in-
cludes the Alpha anticlinal structure with capacity for CO2 storage. The 
main uncertainty for this site is its connectivity to the neighboring Troll 
field from which gas is produced. The main risk to be avoided concerns 
the migration of CO2 after injection from the Alpha structure to the Beta 
structure, a second anticline (separated from Alpha through a spill 
point) where a risk of leakage is associated with uncertain bounding 
fault properties. This migration could occur if the extent of the CO2 
plume exceeds the spill point limits of the Alpha structure. This will 
depend in large part on the properties of the CO2 in the aquifer (e.g., 
density), which are varying as a function of the pressure in the reservoir. 
Here we model immiscible CO2 injection in the gaseous form. In case of 
high connectivity to the neighboring Troll field, depletion in that field 
will lead to pressure lowering also in the Smeaheia aquifer, which would 
cause expansion of the CO2, thereby facilitating spilling of the CO2 
across the spill point of the Alpha structure. 

A high-resolution model of the Smeaheia reservoir was previously 
constructed for a feasibility study (Gassnova, 2016) and was the basis for 
an upscaled version that is used here. The model contains 27 layers 
which are defining 11 vertical zones which we assume to be heteroge-
neous following varying geostatistical properties (we note that the used 
geo-statistics are not based on real data or geological information). The 
model contains three wells, including one injection well located in the 
Alpha structure. The connection to the neighboring Troll field is 
modelled through a pressure boundary condition imposed at the 

Fig. 6. Accuracy of conformance statements for different levels of noise in BHP measurements: fraction of true and false positives and negatives (left) and true 
(accurate) and false (inaccurate) assessments (right). In this and other experiments described in this section, pα = 1. 

Fig. 7. Five different times of the time-lapse monitor survey. The grey pixels indicate the locations (grid blocks) in the reservoir where the CO2 plume can be tracked, 
the black line indicates the plume position for one of the model realizations. The positions of the CO2 injection and brine production wells are indicated by the green 
triangle and blue circle, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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southern boundary of the model by introducing artificial vertical pro-
duction wells (WP1 and WP2 depicted in Fig. 14) with a prescribed fixed 
bottom-hole pressure. The simulated period includes the 25-year injec-
tion period with 3 Mt of CO2 injected per year, followed by a period of 5 
years during which the injection well is shut in. Changes in the reservoir 
during this period are associated with redistribution of the injected CO2, 
primarily due to depletion of the Troll field. Fig. 14 shows, from a top 
view, the Smeaheia reservoir model, depicting the porosity (left) and 
permeability (middle) fields as well as the CO2 (gas saturation) plume at 

the end of the simulated period. The simulations were performed with 
the open-source black-oil simulator OPM-Flow (Rasmussen et al., 2020). 

In order to characterize the uncertainty in the connectivity to the 
depleting Troll field, we use ensembles of Nτ = 50 model realizations 
created by sampling the pressure boundary condition from a uniform 
distribution between bounds of 70 and 120 bar. As in the previous 
example, we consider 50 ensembles of N = Nτ − 1 = 49 model re-
alizations within the history matching step. Fig. 15 shows the extent of 
the simulated CO2 plume in the first layer of a sector of the reservoir at 

Fig. 8. Posterior predictions as result of history matching of front-tracking measurements at t = 600 days for three different truth realizations (ensemble members 6, 
12 and 14). Posterior ensemble at t = 600 days (= time of assimilated data) (top) and posterior ensemble predictions at the time of interest for conformance 
verification t = 1800 days. The same color scheme (for conformance and non-conformance) as in Fig. 3 is used here, and the dashed black line corresponds to the CO2 
front in the respective truth realizations. These results can be compared to the predictions prior to the history matching displayed in Fig. 4. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 9. Accuracy of conformance statements for different survey times: fraction of true and false positives and negatives (left) and true (accurate) and false 
(inaccurate) assessments (right). 
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the end of the simulated period for five of the generated scenarios. In 
three of these five depicted scenarios (top) CO2 migrates to the Beta 
structure area, indicated by the trespassing of the yellow dashed line. In 
the other scenarios, CO2 remains within the limits of the Alpha structure. 
We will refer to these groups of scenarios as non-conformance and 
conformance scenarios respectively. The degree of connectivity to the 
Troll field also has an impact on the bottom-hole pressure (BHP) 
response at the injection well. Fig. 16 depicts the simulated BHP 
response (lines) and possible outcomes of (noisy) BHP monitoring 
measurements at the CO2 injection well (dots) for the 50 generated 
model scenarios. We observe a segregation between green and red lines, 
which indicates that non-conformance scenarios are associated with 
stronger connection to the depleting Troll field and thus lower BHPs at 

the injector. But we also see that the discrimination between confor-
mance and non-conformance scenarios becomes less obvious in the 
presence of measurement noise, in particular for scenarios close to the 
boundary between conformance and non-conformance. Note that the 
conformance assessment here refers to the state of the reservoir at the 
end of the simulated period (i.e., 5 years after the end of CO2 injection) 
while the BHP measurements are acquired only during the injection 
period. 

5.2.1. Results: uncertainty in connectivity to depleting field 
We applied our proposed quantitative workflow to quantify the 

effectiveness of the BHP measurements at the injection well for accurate 
conformance assessment. In particular, we are interested in comparing 

Fig. 10. Four survey configurations with different reservoir coverages or orientations. The grey area (a), lines (b and c) and pixels (d) indicate the locations (grid 
blocks) in the reservoir where the saturation can be observed. The positions of the CO2 injection and brine production wells are indicated by the green triangle and 
blue circle, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 11. Accuracy of conformance statements for the four different survey configurations from Fig. 9: fraction of true and false positives and negatives (left) and true 
(accurate) and false (inaccurate) assessments (right). 

Fig. 12. Five survey configurations with different degrees of sparsity. The grey pixels indicate the locations (grid blocks) in the reservoir where the CO2 plume can be 
tracked. The positions of the CO2 injection and brine production wells are indicated by the green triangle and blue circle, respectively. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.) 
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the expected accuracy of the conformance assessments based on varying 
monitoring durations, in order to determine the minimum duration 
required to achieve sufficiently reliable discrimination of conformance 
and non-conformance cases. We consider five different monitoring du-
rations, TBHP = {1, 5, 10, 15, 25} years, with BHP measurement errors of 
σBHP = 2 bar (standard deviation) gathered every 6 months. Fig. 17 
shows the results of one of the history matches performed as part of the 
workflow. 

The results obtained from the conformance workflow are depicted in 

Fig. 18 in terms of accuracy as a function of monitoring duration. These 
results are for a confidence threshold of pα = 0.95, i.e. assuming a de-
cision maker that would only be satisfied with probabilistic confor-
mance statements exceeding 95% certainty. Similar to the results from 
the previous case study, we observe here again that the fractions of true 
negatives and positives tend to converge to values close to the propor-
tion of conformance and non-conformance cases in the 50 scenarios 
considered, indicating that the BHP measurements are able to provide, 
in time, sufficient evidence for almost perfect conformance 

Fig. 13. Accuracy of conformance statements for the survey configurations from Fig. 12 with five different degrees of sparsity for a fixed orientation: fraction of true 
and false positives and negatives (left) and true (accurate) and false (inaccurate) assessments (right). 

Fig. 14. Top view of the Smeaheia reservoir model: porosity (left) and permeability (middle) fields and CO2 plume at the end of the simulated period (right). CO2 is 
injected in Alpha structure and connection to neighboring field in depletion is modelled by two artificial production wells in the southern portion of the model. 
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discrimination. Moreover, we note that there does not seem to be an 
increase in the expected accuracy after ΔTBHP > 15 years. The results in 
terms of false positives and negatives also suggest that inaccurate 
determination of non-conformance is a little more likely to be avoided 
than inaccurate confirmation of conformance. 

In order to gain understanding of the sensitivity of these results to the 
choice of the confidence threshold pα, we have repeated the analysis 
with a fixed monitoring duration of 15 years for varying pα (Fig. 19). 
These results illustrate the expected accuracy given the conformance 
problem and monitoring data for varying preferences (or risk attitude) of 
the decision maker. We observe that decision makers with less rigorous 
confidence requirements (pα < 0.75) would correctly determine 100% of 
the conformance assessments while a more strict confidence threshold 
(pα = 1) would result in a smaller fraction of correct conformance as-
sessments. This occurs because, in this particular case, posterior prob-
abilities of conformance (or non-conformance, depending on the 
respective truth model being conforming or non-conforming) are always 

larger than 75%, while only for a few truth models and realizations of 
monitoring data posterior probabilities close to 100% are achieved. We 
note that these results may be case dependent and will depend on the 
ability to discriminate conformance and non-conformance scenarios 
given the monitoring data, and possibly on the proportions of these 
scenarios in the initial ensemble. 

5.2.2. Results: impact of geological uncertainty 
Next, we evaluate the impact of geological uncertainty on the ac-

curacy of conformance assessments based on BHP monitoring. In order 
to do this analysis, we have varied the permeability values in the top 
layer of the model. The geological heterogeneities were kept fixed, and 
we modified the permeability values by applying a multiplier. We 
consider three cases with increasing uncertainty on this multiplier, i.e. 
three ensembles of N = 50 model realizations were created with ± 10%, 
± 25% and ± 50% ranges respectively with respect to the base case 
described in previous section. Note that the ensembles of 50 models 
characterize both the uncertainty in permeability of the top layer and 
the additional uncertainty in the connectivity to the depleting Troll 

Fig. 15. Simulated CO2 plume for 5 realizations of the Smeaheia model with varying connectivity to the depleting Troll field. The 3 top scenarios show conformance, 
defined here as containment of the CO2 in the Alpha structure. Migration of CO2 to the Beta structure on the right is indicated by the plume crossing the yellow line in 
the 2 bottom non-conformance scenarios. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 16. Simulated BHP profiles and measurements at the CO2 injection well 
for the Smeaheia case with varying connectivity to the depleting Troll field. 
Green lines correspond to simulated BHP’s in the conformance scenarios and 
red lines to the non-conformance scenarios, where the CO2 plume migrates to 
the Beta structure. Green and red dots depict simulated outcomes of the mea-
surement process, obtained by adding noise to the simulated profiles. (For 
interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 17. Bottom-hole pressure predictions at the injection well as result of 
history matching of BHP measurements during TBHP = 15 years for one of the 
plausible truth realizations. Grey lines were obtained with the prior ensemble, 
blue lines with the posterior ensemble and the red line with the truth realiza-
tion. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 
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field. Fig. 20 shows the BHP responses of these three ensembles, which 
can be compared with those of Fig. 16 for the base case ensemble. We 
observe a much broader overlapping of conforming and non-conforming 
model scenarios for increasing ranges of uncertainty on permeability, 
which suggests that conformance discrimination will be more difficult 
based on BHP measurements only in the presence of geological 
uncertainty. 

We repeated our proposed quantitative conformance assessment 
workflow for the new ensembles of models using a fixed monitoring 
duration of 15 years. Fig. 21 depicts the results, showing how accuracy 
varies as a function of the uncertainty in permeability. Once again, the 
results are consistent with intuition: increasing uncertainty in perme-
ability leads to an increasing fraction of inaccurate conformance 

statements due to increasing ambiguity in the BHP monitoring data. 
These results confirm what was observed in the previous case, where 
uncertainty on geological heterogeneities was assumed and BHP moni-
toring performed much worse than front-tracking monitoring. In a 
separate study, Barros et al. (2020) reached similar conclusions for the 
case used in this section while utilizing a simplified version of the 
workflow to assimilate front-tracking measurements. These examples 
illustrate how the ability to quantify the degradation or improvement of 
conformance assessment accuracy could provide crucial input for de-
cisions on the deployment and design of additional data gathering ac-
tivities in cases with large geological uncertainty. 

Fig. 18. Accuracy of conformance assessment as a function of the duration of BHP monitoring: fraction of true and false statements for a confidence threshold pα =

0.95 in the presence of uncertainty in connectivity to the neighboring depleting field. 

Fig. 19. Accuracy of conformance assessment as a function of the confidence threshold (pα): fraction of true and false statements for a BHP monitoring duration of 15 
years in the presence of uncertainty in connectivity to the neighboring depleting field. 

Fig. 20. Simulated BHP profiles and measurements at the CO2 injection well for the Smeaheia case with varying connectivity to the depleting Troll field and 
increasing uncertainty on the permeability of the first layer of the model: ± 10% (left), ± 25% (middle) and ± 50% (right). 
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6. Discussion 

The results described in the previous section show how our proposed 
procedure for quantitative conformance assessment can be used to 
evaluate and compare different monitoring strategies, providing the key 
elements to support decisions on the optimal design of monitoring plans 
for CO2 storage projects. In addition, this type of analysis can be used to 
determine possible technical limits of existing monitoring technologies 
in specific applications, in particular regarding the level of confidence 
that can be achieved for conformance assessments, which is crucial for 
communication with regulatory bodies and other stakeholders. A 
quantitative approach can also be useful to support field development 
planning (e.g., well placement, drilling sequence), reservoir manage-
ment actions (e.g., allocation of injection rates and pressures) and 
monitoring design decisions (i.e., supported by workflows like the one 
proposed here) to reduce the risk of developing non-conformance situ-
ations. This could be achieved by incorporating the described workflow 
into an optimization framework that would aim to maximize confor-
mance assessment accuracy and the minimization of the probability of 
non-conformance. This will be the subject of follow-up work. 

The workflow as presented here uses Bayesian inference methods to 
condition full-physics simulation models to measured data. Such an 
approach can be computationally costly and time consuming because of 
the need for repeated simulation of a large ensemble of models as part of 
an iterative assisted history matching workflow. Typically, the number 
of reservoir simulations required by the proposed workflow is a function 
of the number of model realizations (N), the number of plausible truths 
(Nτ), the number of iterations of the history matching process (Niter) and 
the number of monitoring configurations that are being evaluated (M). 
For instance, in the second case study, we performed Nsim = N ×Nτ ×

Niter × M = 49 × 50 × 4 × 5 = 49,000 simulations to evaluate the 5 
different monitoring durations. However, there are multiple opportu-
nities for parallelization within the workflow. This more computation-
ally expensive approach is necessary in cases where detailed analysis 
and understanding of physical processes and the relation of predictions 
to model uncertainties are required. In a routine monitoring setting, 
however, several approximations and simplifications could be consid-
ered. Barros et al. (2018a); (2020) proposed a simplified approach that 
associates a dummy variable to each model realization that could be 
associated with conformance and non-conformance qualifications 
through a threshold value. Because it does not involve the updating of 
model parameters, repeated simulation of the model ensemble 
throughout the iterative history matching procedure is avoided. Such 
approach may be feasible in cases where prior scenarios can be ranked 
or logically grouped based on a single conformance indicator or un-
certain parameter, which may not always be possible. This approach has 
similarities with the data-space inversion (DSI) methodology (Sun and 

Durlofsky, 2017, 2019). Also in DSI, the parameters of the ensemble of 
models themselves are not updated. Instead, the simulations of the prior 
ensemble of models are used to estimate statistical relationships be-
tween the observations and the predictions of the quantities of interest. 
These relationships are then leveraged to derive updated predictions 
directly from the measured data without the need to update model pa-
rameters and rerun reservoir simulations. 

Instead of conventional statistical approaches to update dynamic 
predictions (or derived conformance assessments) advanced nonlinear 
interpolation models could be trained to predict conformance classifiers. 
Barros and Boullenger (2020) trained convolutional neural networks 
(CNNs) in a supervised learning approach based on a large set of re-
alizations of simulated monitoring data labelled as conformance or 
non-conformance and evaluated their conformance classification pre-
dictive performance on a test dataset derived from an ensemble of 
plausible truth scenarios. Similar to the simulation of only the prior 
ensemble in DSI-like methods, the training simulations, based on un-
certainty and monitoring scenarios are performed only once. Another 
potential approach to speed-up our proposed workflow for monitoring 
design is to construct predictive reduced order models (ROMs) through 
machine learning or statistical techniques based on simulations per-
formed upfront (Chen et al., 2018; Xiao et al., 2021). 

As discussed previously, the quantitative approach proposed in this 
paper requires quantifiable criteria for conformance to be defined, in the 
form of clear conformance indicators, their acceptable limits and the 
confidence requirements. However, there may be cases where practi-
tioners conceptualize conformance in less absolute terms. For example, 
conformance is often communicated as the situation where the observed 
behavior is consistent with (i.e., remains within acceptable deviations 
from) model predictions. In the absence of a quantitative framework to 
help determine what is acceptable or not, the task of defining confor-
mance will become more subjective and will make it more difficult to 
generalize, as the line between acceptable and unacceptable will 
strongly depend on the context and the interpretation of experts. Still, if 
these more subjective views of conformance can be translated into a set 
of multiple indicators and acceptable limits, the approach presented in 
this work would be applicable. 

The underlying assumption of our proposed workflow is that all 
uncertainty can be characterized by initial ensembles of models which 
should include both conformance and non-conformance scenarios. 
(Similarly, risk-based approaches rely on the idea that all possible risks 
are identified on forehand.) The limitation is an inability to characterize 
so-called unknown unknowns. However, there are ways, to identify the 
presence of such unknown uncertainties. For ensemble methods, sta-
tistical tools such as rank histograms, reliability diagrams, the ranked 
probability score, the relative operating characteristic, etc. can be used 
to assess the consistency between the ensemble predictions and data 

Fig. 21. Accuracy of conformance assessment as a function of the uncertainty range on the permeability of the first layer of the Smeaheia model: fraction of true and 
false statements for a BHP monitoring duration of 15 years including also uncertainty on connectivity to depleting Troll field. 
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(Hamill, 2001; Smith, 2001). Machine learning techniques for anomaly 
(or outlier) detection (Russo et al., 2019) can also help identify data 
samples that fall outside the range of “normal” expected behavior. 
Barros and Boullenger (2021) have used semi-supervised learning ap-
proaches based on auto-encoder neural networks to detect 
non-conformance as outliers out of an open set, i.e. without the need of a 
priori conceiving a complete set of plausible scenarios of 
non-conformance. Detected inconsistencies could point to unidentified 
model shortcomings and should initiate a re-assessment of prior un-
certainties. Such an approach would be consistent with the concept of 
model maturation (Joosten et al., 2014) in which unexpected model 
updates should lead to the identification of modelling inadequacies 
through interdisciplinary dialogue between experts. 

Finally, the adopted approach allows for extension of the workflow 
towards evaluating the impact of monitoring strategies in the context of 
decisions aimed at improving performance of the system or mitigating 
risks. The evaluation of the contribution of monitoring data is then not 
merely based on an estimated reduction of uncertainty in some uncer-
tainty system property, but on the actual decision that would be based 
on a forecast with that reduced uncertainty. While we do not address the 
impact of possible conformance assessments on subsequent decisions on 
mitigation measures here, the possibility to do so is a strong motivation 
to base our workflow on the same framework that was developed pre-
viously for VOI assessments (Barros et al., 2016). A first exploration of 
an application of conformance assessments in such a decision context 
was presented by Barros et al. (2021). 

Summary and conclusions 

We have presented a novel model-based framework for quantitative 
conformance verification. We have provided a formal notion of 
conformance for use in quantitative approaches along with the required 
ingredients to define useful quantifiable conformance criteria. The 
workflow builds on concepts used in state-of-the-art subsurface reservoir 
management practices, such as ensemble-based uncertainty quantifica-
tion and history matching. We have demonstrated how the developed 
methodology can be used to objectively evaluate and compare candidate 
monitoring configurations in terms of the expected contribution to 
producing accurate conformance assessments. In particular, our 
approach enables a-priori (i.e., prior to deployment) evaluation of 
monitoring strategies in the presence of uncertainties, by simulating and 
utilizing multiple realizations of plausible outcomes of monitoring ac-
tivities. Two case studies were presented that illustrate how the results 
obtained with our proposed methodology can be interpreted to provide 
insight into the design of monitoring plans. 

The first conceptual example showed how the proposed approach 
can be used to quantify, in terms of conformance verification quality, the 
contribution of monitoring strategies with various geophysical survey 
configurations (timing and sparsity) in the presence of geological un-
certainties. It was demonstrated that decisions for specific monitoring 
strategies always require a balance between cost (represented indirectly 
here by the amount and quality of gathered information) and reliability 
(accuracy of assessments) and that a quantitative modelling-based 
approach can facilitate such a decision. 

In the second case study, based on the Smeaheia candidate storage 
site, we analyzed the usefulness of BHP monitoring during the CO2 in-
jection period to infer the future state of conformance of the CO2 plume 
at a time after closure of the storage site. In particular we have inves-
tigated the impact of the duration of BHP monitoring on the accuracy of 
discriminating between conformance and non-conformance cases in the 
presence of realistically complex uncertainties. The results indicated 
that, in the presence of uncertainty on the connectivity to the nearby 
depleting field, BHP measurements were able, in time, to provide suf-
ficient evidence of the behavior of the storage site and enable highly 
accurate conformance statements. When additional uncertainty in the 
geology of the top layer of the storage aquifer was considered, we 

observed that BHP measurements were no longer able to achieve the 
same results, with steadily degrading accuracy of conformance assess-
ments for increasing degrees of uncertainty in the permeability. 

Finally, we have discussed several options that could be useful in 
facilitating deployment of the workflow in practical and even (quasi) 
real-time conformance monitoring applications by either reducing the 
computational cost associated with repeated simulation of the full- 
complexity reservoir models, or by training regression or classification 
models a priori. These approaches will be the subject of follow-up 
research. 
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