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Abstract

To aid the efforts of electrifying public bus systems and to reduce the impact public transit
has on emissions in cities, it is necessary for planners to be well informed when making the
decision to electrify the transport system. The methodological approach shows that there
is value in considering the development of a new transport system over simply electrifying
an existing transport network, as there is a trade-off between investment characteristics
and passenger satisfaction. Significant cost savings could be realized by jointly consider-
ing line planning, infrastructure location, vehicle, battery and fleet size. This has been
investigated by developing a decision making model that selects a lineplan seeking to maxi-
mize passenger satisfaction, whilst taking into account, vehicle scheduling, battery capacity
and charging station location. The model demonstrated that there is a clear trade-off be-
tween these aspects and that a multitude of pareto optimal solutions that can be obtained,
depending on weighting that decision-makers assign to the objectives. The simplicity of
turning the objective of this methodology into a revenue-maximization function, should
make this model a suitable starting point for more serious modelling of investment decision
in the future.
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Chapter 1

Introduction

1.1 Background

Considering the impact that public transportation has on carbon dioxide emissions, with
16% of carbon dioxide emissions originating from the road sector (Electric Vehicles, IEA,
2022)[15], electrification of road vehicles will be an increasingly important necessity for
meeting emission goals, like the EU emission targets for 2030 and 2050. This involves
the realm of public transport. The IEA sees potential in the electrification of bus transit
systems not only in reducing total carbon dioxide emissions but also in the mitigation of
air pollution and the creation of jobs, estimated to be 30% higher than would be achieved
by simply building more roads. In order for this transition to take place, the availability
of corresponding charging infrastructure is critical. Finally battery electric bus systems
(BEB) offer a destinct advantage in comparison to rail as they require less investment as
well as construction time and therefore have the potential to make a fast positive impact,
even in large urban areas (Sustainable Recovery, Transport, IEA (2020))[14]. If the charg-
ing system considered is similar to the TOSA Bus system, in development by Carrosserie
Hess and ABB Sécheron, short charging is possible at stops without the need for long
charging breaks or battery replacement. This can make fully electric bus systems a viable
consideration for municipalities seeking to run fully electric rapid transit systems as soon
as possible. Electrification of bus lines will require careful consideration of infrastructure
decision making to avoid a balooning of costs. Operations research has proven suitable
in guiding decision makers in the planning process in many domains including the realm
of public transportation.This paper aims to determine how the change to battery electric
vehicles impacts decision making in bus transport systems.

This paper will be structured in the following way: the problem description and research
design can be found in this chapter, chapter 2 will review the literature. Followed by
the mathematical formulation in chapter 3, where the full model is summarized in section
3.2. Chapter 4 presents the results, in which the model is applied to a hypothetical node
network. Conclusion and Recommendations can be found in chapter 5.
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1.2 Problem Description

To maximize the potential of battery electric bus systems, operators must thoroughly under-
stand the associated costs. This research aims to develop a novel line planning methodology
to explore trade-offs between vehicle types, charging station locations, and their effects on
line plans and user attractiveness.

A key aspect of line planning is determining utilization, which depends on line attractive-
ness: more popular lines need higher service frequencies, require more vehicles and energy.
In this, vehicle size and battery capacity are crucial, as they influence service frequency
and energy needs. Similarly, line length and charging station placement are similarily im-
portant. Without charging stations, maximum line length depends on battery capacity
and passenger numbers, but installing charging stations might mitigate this effect, whilst
adding costs. Shorter lines via transfers reduce maximum line lengths but increase vehicle
requirements.

Another challenge is that the number of vehicles doesn’t directly match the sum frequency
of the lines. Vehicles can service multiple lines if they have time to move between them,
reducing overall vehicle needs through efficient scheduling. Vehicle schedules and line plans
are interconnected, typically mediated by timetables. Line frequency affects how often ve-
hicles operate, while the schedule ensures feasibility. The fleet size is determined by the
number of vehicles needed to service all lines at required frequencies.

To summarize; the costs associated with the electrification of a bus transport system are
the following costs:

• Charging Station location: depends on the chosen line plan and the battery size,
as cost savings can be achieved by sharing charging stations between lines and also
depends on the battery size as the charge between charging stations needs to be
sufficient for passenger needs. Furthermore charging stations impact battery size and
line length.

• Battery Size: This depends on the length of a line and the number of passengers on
a given line and therefore the line plan. The more passengers are travelling a long
a line, the more charge is used up. Serviceable line length may be constrained by
battery size if no charging stations are placed. Finally varying battery sizes can have
varying costs. For this research it is assumed that vehicle types are fixed beforehand
and have a characteristic battery size and passenger capacity.

• Fleet size: This also depends on the number of passengers travelling along a line, as
well as the vehicle types considered, as a given vehicle capacity affects the frequency
of service. It also depends on the vehicle schedule and its compatibility with the line
plan. Lines for which no vehicles can be scheduled, cant be serviced, no matter to
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Figure 1.1: Problem Overview

demand. In order to best meet passenger demand a line plan and vehicle schedule
need to be determined simultaneously.

Research Question:

With the introduction of electrification will we need to redefine the way new
lines are constructed or is electrifying an existing line plan sufficient?

The methodological approach will try to define a model structure capable of estimating a
line plan that takes into consideration route choice, service frequency, fleet size and charging
station location. The model will have to make the following decisions, presented here in a
brief overview:

• What lines l are selected as part of the line plan. A line is a simple path, without
cycles, between stops in the network. A line corresponds to the path vehicles take in
the network.

• Which route r are chosen from a set of routes Cij that could be taken between origin
i and destination j. If a route is chosen, this means that a line or set of lines needs
to be available that facilitates travelling along this route. Routes need to be chosen
such that they are attractive to potential passengers in order to maximize the usage
of a new line plan.
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• What frequencies are used on the lines chosen. This is required to estimate the number
of vehicles required to satisfy the demand on the lines and is therefore a critical
component of the electrification and operational costs, due vehicle and battery size
considerations. This decision aspect makes vehicle scheduling and the timetabling
pattern for the lines considered necessary, to get an accurate estimate of required
fleet size.

• How vehicles are scheduled. The scheduled will depend on the frequency setting
selected per line. The frequency setting will limit the number of total passengers
travelling along a line, this limits the demand that can be satisfied. Therefore fre-
quencies need to be set in such a way that they allow the maximum number of
passengers on the most attractive routes. They themselves needs to be compatible
with a possible vehicle schedule.

• What vehicle types will be used. This determines the battery size of the vehicles
themselves. The model determines a single battery size used for all vehicles but
should be capable to determine an optimal battery size from a set of varying sizes.
Various vehicle sizes are not considered and the passenger capacity of vehicles is taken
as fixed. This can be justified by most bus operators already operating the same kind
of vehicle with a fixed passenger capacity.

• At what stops charging stations will be located. This depends on the depth of dis-
charge of the battery at any given stop. This depth of discharge depends on battery
characteristics of the vehicle type selected, the travel time between stops, and the
passengers transported between stops.

An overview of a possible solution is presented in figure 1.2. This model will then be tested
to identify possible short comings of this approach.
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Figure 1.2: Network overview showing arcs for two lines (thick arcs in blue and red), a
passenger route (green arrow) and a bus schedule (dotted arrow)
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Chapter 2

Literature Review

2.1 Literature Review

The following paragraphs will give an overview of the literature reviewed. The body of
literature can be divided into the following categories: previous research on electric bus
transport systems, as well as models to aid decision making in relation to electric busses
and charging stations, as seen in 2.1.1 and line planning as a wider domain; viewed from a
strategic planning perspective, whilst considering various modelling approaches and their
suitability in developing new methodology in 2.1.2.

2.1.1 Electrification and Battery Electric Busses

The application of operations research in the electrification domain can be segmented in
several ways. Some aim to improve charging regimes, either via battery sizing based on fleet
usage and vehicle routing regimes for optimal battery use, others try and optimally locate
charging stations for battery electric busses (BEB) within a transport network. Since this
area has only recently become a lot more relevant, the body of research is still relatively
young.

Early studies have frequently focussed on feasibility and taken a data driven approach to es-
timate the energy demand, for example Sinhubera, Rohlfsa and Sauer (2012)[33] or Rogge,
Wollny and Sauer (2015)[24] who assume that charging will take place at terminal stops
only. Similarily Xylia et. al (2017)[36] assume in their study of the Stockholm bus network
that electric charging of vehicles is most suitable at major transportation hubs and bus
terminals. Combining geographic data analysis and an optimization model to determine
energy balances they find a high concentration of electrification around major hubs and
the potential to electrify a third of bus routes in the city.

In comparison Kunith et. al. (2016)[21] take the batteries charging behaviour into consider-
ation and consider jointly charging station and transformer locations. They find, studying
a subnetwork of the Berlin transport system, that the majority of charging locations are
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at intersections with other lines, due to the synergies with existing transformer infrastruc-
ture at metro stations. This model was extended the subsequent year in Kunith et. al.
(2017)[20] to include battery size. Detailed simulation of battery usage has also been con-
ducted by Sebastiani, Lüders, and Fonseca (2016)[28] locating charging stops for the city
of Curitiba. An (2020)[1] considers the case of a bus network operator that aims to find
the necessary fleet size of homogeneous electric vehicles and wants to locate the optimal
loaction of charging stations in the network to maintain operations. In order to determine
energy consumption all of these studies require data on driving regimes and timetables to
estimate battery usage. A significant contribution to this area has been made by Sharif
Azadeh, Vester, Maknoon (2022)[30]. In their research they propose a model for the elec-
trification of a bus line, considering battery purchase cost, charging station installation cost
and battery degredation costs jointly in a bi-objective formulation.

Alternatively authors have focussed on more operational aspects like charging regimes and
vehicle scheduling. For example Wang, Huang, Xu and Barclay (2017)[35] schedule vehicle
trips to charging stations based on an existing bus timetable, taking into account waiting
and deadheading. He, Liu and Song (2020)[13] develop a model to schedule the fast charg-
ing of a battery electric bus system to minimize overall charging costs, for example due
varying electricity prices due to varying demand. Yıldırım, and Yıldız (2021)[37] develop
the Electric bus fleet composition and scheduling problem, in which various vehicle types
and schedules are determined for a set of public transit trips to minimize operational costs.
They show that electrification leads to considerable cost savings, even despite increasing
the necessary fleet size.

The majority of papers therefore either focus on the strategic aspects, specifically infras-
tructure location or on the operational aspects like vehicle scheduling and driving regimes.
What has recieved little attention is the role that network design and line planning has
on the performance of an electric bus network. Despite the impact that demand has on
energy expenditure or the cost savings possible by locating charging stops at line intersec-
tions, considering the wider transport network has recieved little attention in the literature
so far.

2.1.2 Line Planning

Line planning is a common topic of interest in the transportation domain. In the ”Hand-
book in Operations Research and Managment Science” Vol. 14 (C. Barnhart and G. La-
porte, 2007), specifically Chapter 2 ”Public Transit” Desaulniers and Hickman (2007)[7]
give a general overview of the use of operations research in public transit planning. The
areas of use are strategic planning, tactical planning, operational planning as well as real
time control. All of these areas could be considered part of the line plan, however here
line planning is considered part of the strategic planning horizon. Usually these problem
perspectives are also considered in that order as they build on decisions made prior. In
order to effectively design a battery electric bus system all of these aspects need to be
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evaluated. As was seen in the previous section, progress has already been made in the
realm of infrastructure decision making as well as operational planning, whilst the role of
line planning in electrification has recieved little attention, despite it being the first step in
any bus network design. Due to its importance, line planning in itself has recieved signif-
icant attention in the past. Desaulniers and Hickman (2007)[7] give an overview over the
progress made in the line planning and the history of the modelling approaches.

Finding a solution that freely generates lines as a series of archs between nodes is very chal-
lenging to solve. Magnanti and Wong (1984)[23], present a variety of mixed integer linear
network models (like the commodity flow problem) and state that network sizes above 50
nodes are ”extremely difficult to solve” suggesting these problems are NP-hard in general.
This has also been demonstrated for several other problem formulations by other authors
(Schöbel and Scholl, 2006[27]; Borndörfer, Grötschel, Pfetsch 2007[3]). Beyond complexity,
difficulty also arises due to the magnitude of variables required to consider all possible arcs
that can be used to generate lines, the service quality (travel time and frequency) and the
resulting demand on the network. Developing a model which takes all factors into account
simultaneously is very challenging.

Silman, Barzily and Passy (1974)[32] evaluate the generation of routes and service fre-
quencies seperately. First the route network is developed from a skeleton network and
subsequently the service frequency is determined based on route length, capacity and total
fleet size. First routes offering the best travel times between a given OD pair are deter-
mined, then from these, the final routes are selected based on the frequency selection and
fleet allocation constraints. This modelling structure is very practical and has found its
way into other recent models. Furthermore the authors highlighted that its quick run-time
makes it a suitable tool for planners.

Ceder and Wilson (1986)[4] developed another approach that constructs routes sequentially
by seeking to minimize excess travel time, defined as the travel time between OD pairs plus
the transfer time and minus the shortest path travel distance. The procedure is subject
to route length bounds, and maximum number of routes and minimum service frequency
constraints. Feasible routes are found by taking a set of terminal nodes and eliminating
infeasible routes via a breadth-first search. This results in the construction of the network
link by link and gives the decision maker the opportunity to adjust constraints during the
process, however may be difficult to use effectively in large scale networks. The work was
further extended by Israeli in 1995[16]. This approach was able to solve a network of 8
nodes and 14 links, however has not been applied to network of larger size.

Another segmentation of the line planning field is presented by Schöbel (2012)[26]. Here the
problems are categorized by their objective functions and feasibility of the lines. Regarding
the objective function, models either seek to minimize the cost of the operation or maximize
the number of travellers or direct travellers. These models frequently include constraints on
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the minimum level of service as well as capacity. Schöbel also highlights that considering
the number of ”real passengers” along an edge frequently lead to a ”chicken-egg” problem
as passenger behaviour depends on the line plan and the line plan depends on the number
of passengers travelling along a line. Furthermore the field can be segmented based on
the restrictions made for the lines chosen. Either lines are selected from a set of potential
lines, termed a line pool, or lines are constructed as part of the optimization process. An
simple model determining the most convenient lines out of a line pool, subject to budget
constraints was developed by Schöbel and Scholl (2006)[27]. Both simultaneous and prior
generation of lines rely on heuristics to determine the lines, the first for constructing the
line pool, the second for determining the lines during the optimization procedure. The
latter requires certain rules or assumptions to prevent the formations of lines that are too
long or too short, to ensure network connectivity and prevent sub-tours. An overview of
this can be found in Gattermann, Harbering, Schöbel (2017)[10].

More recently there has been an aim to include discrete choice modelling into the demand
and route choice estimation of the modelling process. Klier and Haase (2015)[18] proposed
a line planning model that takes a binary logit model to estimate demand for public transit
and develop a line plan that optimizes the number of users. The model assumes that the
routes established have sufficient capacity and makes no attempt at measuring utilization.
Very recently Hartleb, Schmidt, Huisman, Friedrich (2023)[12] propose a line planning
model incorporating mode choice of travellers based on the routes made available by the
lines selected in the model. The goal is maximizing service provider revenue (number of
travellers). This allows for a line plan capable of determining the passenger distribution
along lines and achieved by considering the journey time between OD pairs, and selecting a
set of routes with minimal journey time. This is very similar to the model of Silman, Barzily
and Passy (1974)[32] and likewise even includes a penalty for transfers. This property is
very useful for the cost of electrification as estimating the number of passengers is relevant
for determining the size of a bus battery. In the model the linking between routes and
infrastructure has a quite simple structure, similar to the model proposed by Schöbel and
Scholl (2006)[27] and similarily depends on a line pool from which suitable lines are selected.
A downside is that the model neither determines the service frequency along the lines, nor
does any form of vehicle routing. Either of these is required to estimate the fleet size, and
therefore the investment cost of electrification. Instead the model assumes that travellers
distribute evenly across equally good routes and determines the capacity required, rather
than incorporating a strict limit. Still this paper provides a useful starting point.

Frequency Setting and Passenger Assignment

Approaches like the ones of Silman, Barzily and Passy (1974)[32] or Ceder and Wilson
(1986)[4] determine the line plan first and then the set the frequencies for the given lines lat-
ter. This is sequential approach makes the bus transport system design problem tractable.
Generally speaking developing a line plan and finding frequencies jointly is quite challeng-
ing due to the combinatorial nature of the resulting problem. Ceder (1984)[5] suggests that
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the number of busses required for a given period be equal to the average maximum number
of passengers travelling over the period divided by the capacity of the vehicle times the load
factor. This is akin to a service frequency if the busses are spread out equally and the time
period is representative of a periodic service. In comparison Han and Wilson (1982)[11] re-
late passenger flows to the bus capacity and service frequency, realising that the flows over
a given time period cannot exceed the bus passenger capacity times the service frequency
(the number of busses in a given period). In this way uncongested assignment, through
passenger flow and frequency can be linked.

Timetabling and Vehicle Scheduling

Vehicle scheduling is placed in the realm of operational planning and often after timetabling
according to Desaulniers and Hickman [7], whilst timetabling is considered part of the tac-
tical planning process. The difference between the two can described as the difference
between creating a fixed schedule for running times and frequencies that will persist for
a given time horizon, compared to asset scheduling that uses this schedule and seek to
minimize costs. The reason they need to be treated separately is because to determine
fleetsize, simply considering the service frequency and number of routes is not sufficient. A
given set of routes, taking a certain amount of time, requiring a given frequency, suggests
the need for a fixed amount of busses, as suggested by the fleet size constraint in Han and
Wilson (1982)[11], however it would be more accurate to say that it requires a fixed amount
of bus arrivals. This is where timetabling comes into play, translating frequencies into bus
arrivals. Subsequently these arrivals can be scheduled for an actual bus fleet, as scheduling
may result in time saving and superior asset allocation, the required fleet size is actually
less than simply assigning a bus to each route. Crucially this links frequency with fleet size.

Research on timetabling has mainly focussed on determining the timetable either in such
a way that passenger waiting times are minimized or that interchanges between lines are
feasible. For example Sheffi and Sugiyama (1982) [31] develop a schedule for a single line,
such that waiting times are minimized based on arrival times. Salzborn (1980) [25], Knop-
pers and Muller (1995)[19] focus on developing timetables such that either transfer waiting
time is minimized for passengers and Ceder et al. (2001)[6] develops an approach for a
timetable that synchronizes routes. This approach is useful when buslines have already
been generated and their intersection points are known. Ceder and Wilson (1986) [4], sug-
gesting a model of the whole bus transport system design problem, are amongst the first to
consider the relationships between lineplanning, timetabling and vehicle scheduling. Here
timetabling depends on already given lines with frequencies, from which point arrival and
departure times can be generated, which are then used in the vehicle scheduling. Im-
portantly fleet size is considered, but only as a constraint and the methodology therefore
does not consider determining fleet size in itself. Since then both timetabling and vehicle
scheduling have recieved separate attention as independent elements of the bus transport
design process.
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Vehicle scheduling has focussed on scheduling a fleet of vehicles from a single depot to the
timetabled trips, with the aim of reducing transportation costs incured during the operation
of the vehicles. An example of the how the problem can be formulated is presented by
Freling and Paixão (1995)[9]. Löbel (1998) [22] offers methodology for the multiple depot
vehicle scheduling problem. Generally an extensive overview of scheduling problems can
be found in Desrosiers et al. (1995)[8].

Summary

Battery electric vehicles are a relatively new area of research and have recieved a lot of
attention recently. The majority of this transport planning related research focusses on the
location of charging stations or on the operational aspects of fleet operation. Important
aspects considered are fleet size, number of charging stations placed and battery sizes se-
lected, as these strongly influence the cost of infrastructure or fleet purchases. The focus of
this literature can therefore be summarized as focussing on fleet and infrastructure location
decision making. These studies require an existing timetable or line plan.

Line planning on the otherhand has been a well established field of research. This research
aims at establish a line plan to either maximize the number of travellers willing to travel or
reduce the cost given service requirements. A difficulty is determining lines and service fre-
quencies jointly. The latter being required to establish operational costs. Recent research
in the domain has focussed on producing more realistic models, for example by including
passenger decision making through the use of discrete choice modelling.

Producing models at the intersection of strategic decision making and operational deci-
sion making has been a challenge to researchers. When considering BEB transport systems
however this intersection is becoming especially relevant and has recieved no attention thus
far. Developing a methodology for producing a line plan that can take the current state of
the art in electrification into consideration, can prove to very useful to planners wanting
to electrify their transport systems and should therefore recieve more attention in this field.

The previous approach as seen in the literature attempts to design a public transit system
by sequentially solve various submodels and use the outputs in subsequent subroutines.
This opens an opportunity for a new approach in which some of these components are eval-
uated simultaneously, potentially allowing for a better solution. The previous approach
tries to create a line plan, followed by establishing the service frequency and time table,
taking the OD matrix through passenger assignment. This service frequency can then be
used to establish a timetable, which can be used for in vehicle scheduling to determine
the fleetsize. Through this way, the design of a public transit system design process goes
through various strategic and tactical models until a final design is found. After this the
placement of electric charging infrastructure can be determined subsequently.

Alternatively a new strategic approach can attempt to establish a lineplane with already
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Figure 2.1: Previous approach in line planning

determined service frequency and vehicle scheduling simulataneously whilst also offering
to assess the placement of charging stations in paralell. This new approach makes use of
preprocessing a linepool and passenger route choice as is shown in the figure 2.2
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Figure 2.2: New approach
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Chapter 3

Methodology

3.1 Mathematical Formulation

In order to answer the following research question, a new methodology is proposed that
describes the decision making model, capable of estimating a line plan that takes into con-
sideration route choice, service frequency, fleet size and charging station location.

What might such a new methodology look like?

3.1.1 General Definitions

The aim of this model is to determine a line plan for an electric innercity bus transportation.
This plan takes into account the passenger satisfaction, the number of vehicles required as
well as the location of electric charging stations. The model seeks to optimize the system
against the worst case scenario, namely during peak hours, for which it aims to establish a
cyclical timetable as part of the line plan.

1. General Settings Passengers choose routes, available routes depend on the lines
that exist. A line exists if it can be serviced by a bus schedule and the schedule needs
to be cost efficient.

• Let H denote the planning horizon, subdivided into discrete intervals. For each
discrete interval, we represent it by t such that t ∈ {0, ..., T} = H.

• While utilizing the existing locations of stops, our primary objective is to ascer-
tain the bus line connecting them.

• For every stop, we postulate the presence of an origin-destination demand matrix
corresponding to each time interval.

• Given a time horizon, typically chosen as a peak hour, we aim to establish a
cyclical timetable for bus operations. By representing the bus timetable as a
repeating pattern within this horizon, we can approximate daily operational
activities and effectively capture the movement of the buses.
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• Stops N . The network comprises a set of stops denoted by N , with each stop
represented as i ∈ N . The depot is specifically noted as 0 within N .

• Let R be the set of potential routes, where each route r is defined by a sequence
of stops: r = {s, . . . , e}. Here, s denotes the starting stop and e the ending
stop. If the length of a route exceeds a certain factor of the shortest distance
between s and e, it’s presumed unattractive to potential passengers and thus
excluded from the set R. This max route length constraint acts as a cut-off to
limit the time in preprocessing. This parameter can be changed depending on
general distances and network sizes consider.

3.1.2 Route Choice and Passenger Demand

Routes are determined based on passenger demand, enabling the availability of attractive
routes is key to developing a good line plan. This part of the model aims to enable attrac-
tive routes, by selecting feasible lines from the line pool.

The basic components of this part of the model are characterized by the modelling the
following decisions:

Passenger Demand

It is assumed that the location of the stops will not change and only new lines joining these
stops will be considered. Therefore all the stop locations are known and it is assumed that
the demand of travellers willing to embark or disembark at a given stop is known as well.
This can be formatted into an Origin-Destination demand matrix Dij. This matrix encom-
passes all travellers travelling from origin i to destination j. It is assumed that demand is
fixed irrespective of changes in the line-plan.

To estimate the satisfaction of the line plan a simple discrete choice model that estimates
the probability of using a route between an origin and a destination. The use of discrete
choice models for use in transportation planning has been well established, for example
by the likes of Ben-Akiva et. al. (1985) [2]. By multiplying the probability of using a
route with the travel demand between two locations, can offer an estimate of the number
of passengers willing to travel along a given route.

The utility of a route can be expressed in the following way:

Ur = βt · Tr + ϵ (3.1)

Where Ur is the utility of route r ∈ Cij, βt is a coefficient for travel time, Tr is the travel
time along path r and ϵ the error term. A route here is defined as a simple path, a path
without cycles, between stops along the network. This results in the set Cij, the set of
all possible routes between origin i and destination j. The share of passengers for each
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origin and destination pair ij ∈ OD is determined by use of a nested logit model. A nested
logit model is necessary when considering different types of modes as the independence of
irrelevant alternatives no longer holds when considering routes chosen by varying modes. A
reason for this is that correlations may exist between routes of the same mode, meaning that
substitution of routes across varying modes are no longer independent.[34] As part of the
generalized extreme value model family the nested logit model is a suitable choice to achieve
this aim. Furthermore the nested logit model has the destinct advantage of offering a closed
form solution for the choice probilities of routes considered, which simplified assessing choice
probabilities in the preprocessing.
The new model structure proposed in this model is to include the impact of a single al-
ternative, namely the car into this level of analysis. The car has the distinct advantage of
offering direct travel or a direct route, which always correspond to the shortest path. Con-
sidering this as an option in the analysis will improve realism in determining the number of
passengers willing to use the bus rapid transport system. The use of the nested logit also
ensures that the choice of cut off for the route length doesnt actually impact route choice as
significantly as may be assumed, as the number of passengers willing to choose long routes
will be low in comparison to shorter and more direct routes. A schematic diagram of the
nested logit structure can be seen in figure 3.1.

Figure 3.1: Diagram of the Nested Logit Model Structure

The choice probabilities can then be calculated by the following equation:

P car
ij =

eUcar/λcar(eUcar/λcar)(λcar−1)

eUcar/λcar + (
∑

k∈Cij
eUbus,k/λbus)λbus

(3.2)

P bus,r
ij =

eUbus,r/λbus(
∑

k∈Cij
eUbus,k/λbus)

(λbus−1)

eUcar/λcar + (
∑

k∈Cij
eUbus,k/λbus)λbus

(3.3)
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Estimating Passenger Interest

The estimated interest in the line plan depends on the routes that can be served by the
line plan. This depends on the routes r ∈ Cij selected for each origin destination pair i, j.
Interest can be defined as the sum of the product of total demand between and the prob-
ability of each route for each origin-destination pair i, j.

• max
∑

ij∈OD

∑
r∈Cij

DijP
r
ijyr

Where yr is a binary variable, whether route r ∈ Cij is selected, Dij a parameter indicating
the total demand over the time horizon and P r

ij the probability of selecting route r ∈ Cij

between each origin-destination pair i, j.

3.1.3 Line planning problem

Solving the line planning problem is the core goal of this methodological approach. Here
line planning is considered as the tasks revolving around the strategic aspects of a line plan.
Specifically, this part of the model aims to determine what stops are part of a given line
and what lines will be included in the model.

Another aspect that is considered in the line planning problem, is the selection of a service
frequency. The line planning problem has taken an approach guided by both the works of
Silman, Barzily and Passy (1974)[32] as well as Schöbel (2012)[26]. Here, the approach of
Schöbel is taken, and used to generate a line pool. From this pool lines are selected, based
on how attractive they are in enabling routes that are attractive to passengers. Reminiscent
of Silman, Barzily and Passy’s approach the service frequency is then used to select for lines
out of this pool. However, instead of starting with a skeleton network, the entire network
is considered and line selection is done jointly with frequency selection by ”pruning” the
set of lines used in the model. This can be done with a set partitioning approach, in which
we select a frequency for every single line in the line pool. Lines that are not selected will
recieve a frequency of 0. This selection process is done with the help of a binary variable
for a given combination of a line, service frequency and service pattern. Only one such
combination is viable for each line.

Moreover, the scalability of the problem can be regulated by imposing constraints on the
line pool itself. For instance, constraints such as minimum or maximum running times can
be introduced to influence the size and composition of the line pool, thereby introducing
a level of control in the computational complexity of the optimization process. Overall by
managing to integrating these elements, this approach offers a systematic framework for
addressing the difficulty of simulataneously selecting lines and frequency.
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Line selection

• We assume that we enumerate all possible bus lines. However, in the computational
results we can apply the following heuristic to limit the number of lines.

• Algorithm GenerateBusLines(start, end, graph):
1. Initialize an empty list: feasibleRoutes.
2. Use a search algorithm (e.g., Depth First Search) to find all paths between start
and end.
3. For each path:
a. If it satisfies the directness criterion, continue; else, discard.
b. If the number of stops is within the defined range, continue; else, discard.
c. If it serves key areas or has a good distribution of stops, continue; else, discard.
d. If it doesn’t overlap significantly with existing routes, continue; else, discard.
e. If its duration is within acceptable limits, add to feasibleRoutes.
4. Return feasibleRoutes.

• We model the bus line as an ordered set of stops. Each one-way line, l, is characterized
as an ordered set of stops: l ∈ L = {s, . . . , e}.

Frequency Setting

• σfp
l ∈ {0, 1}: A binary variable that is set to one if line l ∈ L is chosen for service

with frequency f and service pattern p.

1. We assume that each selected line has an evenly distributed service.

2. Frequency shows the starting time of the first service after the beginning of the horizon
period.

3. Note: Frequency shows the total number of services for the entire planning horizon.

4. For any given frequency, the starting time can either coincide with time zero or align
with the commencement of the second run. If the latter option is chosen, the final
service might extend beyond the planning horizon, which is acceptable.

5. For clarity, we refer to the combination of frequency and starting time as the ”service
pattern,” denoted by p.

Related Constraint: This constraint ensures that for each line l only one service
pattern p with corresponding frequency f is selected. If a line isn’t chosen, its service
frequency is set to zero, (for which there is only one service pattern).

•
∑

f∈F
∑

p∈Pf
σfp
l = 1 ∀l ∈ L

19



3.1.4 Linking Route Choice and Line Selection

This section details how the set partitioning regime for the line planning model can be
connected with the selection, affected by the nested logit model. The result will be a line
plan that selects lines that facilitate routes that maximize passenger satisfaction.

The line selection depends on the two previously definied σfp
l and yr as well as the following

variable:

• Let wl
ij ∀ i ∈ N, j ∈ N, l ∈ L: A continuous variable taking the value total pas-

sengers over the time horizon between stops i and j ∈ N on line l.

Related Constraints: The first constraints ensure that if stops i, j are not part of a line
l, wl

ij is set to zero. The second that if i, j are not subsequent stops on a line l, wl
ij is set

to zero. Finally wl
ii is also set to zero.

• wl
ij = 0 ∀l ∈ L,∀i, j ∈ N ̸⊆ l

• wl
ij = 0 ∀l ∈ L,∀i, j ∈ N ⊆ l|i = ln ∧ j = ln+1

• wl
ii = 0 ∀l ∈ L,∀i ∈ N

Further more the follwoing parameter:

• αr
i : A binary parameter set to one if station i is included in route r. This parameter

will be used to ensure that the sum of all stops is covered in the model. It is assumed
that this is a requirement for the line plan.

Related Constraints: Every station must be part of at least one route served.

•
∑

l∈L α
r
i yr ≥ 1 ∀i ∈ N

Considering the following constraints, route choice can be linked with line selection:

•
∑

r∈Rij

∑
l∈Lr

wl
ij =

∑
r∈Rij

DijP
r
n=1,ijyr ∀i, j ∈ N

This constraint sums all wl
ij for each line l ∈ Lr, a subset of the line pool, all lines that

cover all routes r, which pass stops i, j ∈ N and equates this value to the total interest
in routes r ∈ Rij passing by stops i, j ∈ N . This results in the model deciding how many
passengers are carried on each line, between any two stops, based on the routes chosen.

•
∑

l∈Lr

∑
f∈F

∑
p∈Pf

fσfp
l ≥ yr ∀i, j ∈ N, r ∈ Cij
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This constraint ensures that if the service frequency is set to zero for all lines l ∈ Lr that
cover a given route r ∈ Cij, then this route can not be selected.

If a route is selected, then this requires a non zero service frequency for at least one line out
of the set of lines covering said route. Selecting a route also results in a positive passenger
loading on lines covering a pair of stops. How these passengers flows are connected to the
line selection is explained in subsquent parts of the methodology.

3.1.5 Vehicle Scheduling

To model the fleet size more accurately it is necessary to include vehicle scheduling in the
model. Therefore it is now assumed that the demand matrix Dij covers a certain time
period, say two morning peak hours. Then this time period can be segmented into several
time steps t ∈ T , Where T is the segmentation of the planning horizon H. Taking all pos-
sible available lines, it is now possible to construct a time space graph of activities (lines)
and time steps. Every activity a ∈ At has at least one possible subsequent activity, namely
returning to the depot. All other possible activities require that the sum of start time, the
time to do the activity and the time required to travel to the next activity is less than the
timestep in which the next activity is available. Modelling this flow of vehicles between
activities can be done by considering arcs from activity a at time t to activity a′ at time
t′. To determine the total number of vehicles required, it is necessary to count the number
of vehicles going to the depot.

Figure 3.2: Schematic of scheduling vehicles between lines Arcs represent vehicles respec-
tively.

By allowing vehicles to serve multiple lines, the total number of vehicles required reduces
significantly. This requires that activities occur at a specific service frequency, which cor-
respond to the frequency of lines selected, as well as what the sequence of activities, that
an individual vehicle can perform.

In order to select a frequency and a corresponding frequency pattern (the times at which
the task performed on the time horizon), a binary parameter bfpa will be created, that is
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equal to 1, if activity a is compatible with various frequency patterns.

Correspondingly each line needs to select a frequency and a pattern. For this, the binary
variable σfp

l can be used as well, which is 1 if pattern p and frequency f are selected for
line l and 0 otherwise. Lines that are not to be included in the line plan will have their
frequency set to 0.

Activity Scheduling

We define an activity as providing a service on one bus line at a given time step. Here
our goal is to determine the number of buses. To do that we connect activities that are
compatible. Two activities are compatible if the start time of the subsequent activity is
after the start time, duration and travel time of the initial activity.

A subsequent activity corresponds to the servicing of the same line or another line at a
different time. Taking the intervals t ∈ T and defining multiple starting times for all lines,
a network with activities as nodes, can be generated. Here an arc from a to a′ represents
whether a′ can be done after activity a. This is possible if the start time of activity a′

is more than the start time plus the duration of activity a as well as the travelling time
required between the last node of the line. This graph will be used to determine a schedule
of activities. In order to service an activity a bus is used and this schedule is therefore used
to determine the number of vehicles required.

Activity Scheduling Methodology

1. Parameters and Variables

• Parameter pf distribution pattern for given frequencies.

• bfpa Binary parameter whether activity a ∈ At

is compatible with frequency f and corresponding pattern p.

• σfp
l ∈ {0, 1} variable whether line l ∈ L has frequency f with pattern p.

• xtarc ∈ {0, 1} variable indicating whether an arc from activity a ∈ At at time
t ∈ T to activity c ∈ Aa at time r ∈ T is selected

2. Set of subsequent activities
The set of subsequent activities aa′ , possible after activity a will include activity a′ if
start time of activity a′ is greater than the start time of activity a plus the duration
of activity a.
Related Constraints: If an activity is scheduled, a corresponding frequency distri-
bution, compatible with the start time of the activity, needs to be selected. Activities
correspond to lines. Node xra′ta represents an arc from activity a′ at time r ∈ T to
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activity a at time t ∈ T . The depot node D is excluded, as it does not correspond to
a line.

•
∑t

r=0

∑
a′∈Aa

xra′ta =
∑

f∈F
∑

p∈Pf
bfpa σfp

a ∀a ∈ At/{D}, t ∈ T

3. Scheduling

•
∑

r∈T
∑

a′∈Ar
xra′ta =

∑
r∈T

∑
a′∈Ar

xtara′ ∀a ∈ At, t ∈ T

This constraint ensures flow conservation. The number of ingoing arcs (vehicles)
needs to equal the number of outgoing arcs. This ensures vehicle conservation.

• Ensure vehicle conservation:
For each time step t and activity a,
if a = D,∑T

r=0 xr,D,t,a =
∑T

r=0 xt,a,r,D

else,∑T
r=0 xr,D,t,a =

∑T
r=0 xt,a,r,D, where a = A[r] or D = A[r].

The constraint states that the number of outgoing arcs from the depot D needs
to equal the ingoing arcs to the depot D. Specifically it ensures that if an arc
is generated from the depot node, to the depot node, no additional activities
are scheduled subsequently, because only depot activities can be done from then
on. It further ensures vehicles conservation between nodes that are not part of
the depot. These ”depot-depot” arcs, do not contribute to the total number of
vehicles and are therefore artifacts of the model.

• Leave depot at the beginning:
For each time step t and activity a,∑T

t=1

∑
a∈At

x0,D,t,a = Total number of vehicles

This constraint counts the number vehicles leaving the depot, going to an activ-
ity, that does not correspond to the depot.

• Return to depot at the end:∑T−1
r=0

∑
a∈Ar

xr,a,T,D = Total number of vehicles

This constraint counts the number vehicles returning to the depot, coming from
an activity, that does not correspond to the depot. These two constraints work
because the previous constraint related to vehicle conservation requires all ac-
tivities that end at the depot, continue doing the ”depot activity” until the final
timestep, at which point they are counted. This constraint also ensures that
the number of vehicles counted the depot at time zero is equal to the number of
vehicles that are at the depot at the final time step.
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• Ensure that vehicles do not travel backwards in time:
For each time step r, activity a, time step t, and activity a′,
if r ≥ t, then xr,a,t,a′ = 0

This constraint should already be covered by the activity scheduling, however
allows for faster reduction of variables by the model.

3.1.6 Electrification

The final component of the model is the inclusion of battery sizing and charging station lo-
cation. Through the introduction of an ”energy level” decision variable the state of charge
of the battery between successive stops can be tracked. At any given stop this energy level
is influenced by the distance covered and the number of people transported, the amount
charged at a stop and the energy level at the previous stop. The nature of this energy bal-
ance is affected by the location of charging stations (whether the battery can be charged at
a stop, otherwise the amount charged is equal to zero), as well as the battery size (which
determines the maximum and minimum values the energy level can attain).It is assumed
that vehicles start at the first stop with full charge.

Batteries are selected jointly as part of the vehicle type arrangement, therefore only combi-
nations of passenger seating capacity and battery size can be considered, as it simplifies the
analysis and especially the formulation of a corresponding objective function significantly.
Charging stations can be located at any stop, but cost a significant amount to install, which
can also be reflected in the objective function.

Electrification Methodology

A crucial component of the electrification methodology is the introduction of the wlf
ij vari-

able. This variable will link the passenger flow wl
ij as determined by the route choice, with

the energy expended by transporting passengers. It breaks the flow of passengers over the
total time horizon into fractions that correspond to the service frequency selected, as de-
scribed previously. Thereby it also finalizes the selection of lines and ultimately concludes
the linking of route choice and line selection.

It should be noted that this variable is not directly connected with vehicle scheduling.
Vehicle scheduling corresponds with the frequency set, which does correspond with wlf

ij

however. It is therefore assumed that the number of passengers per vehicle is distributed
uniformly for each vehicle scheduled on a given line. That means that if a line has a
frequency of 4 and a total passenger flow of 100 over the time horizon, 25 passengers are
assumed to be on each scheduled vehicle and 25 passengers will be used for the energy
balance of a vehicle.

1. Parameters and Variables Assumption: Before the start of each activity the battery
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is fully charged.

• βil Charging level at stop i ∈ N on line l

• δil Charging amount at stop i ∈ N on line l

• hv Binary variable vehicle type selection

• zi Whether a charging station is located at stop i ∈ N

• wlf
ij Variable indicating the number of travellers from i ∈ N to j ∈ N on line l

for frequency setting f .
Related Constraints: The first constraints ensure that if stops i, j are not
part of a line l, wlf

ij is set to zero. The second that if i, j are not subsequent

stops on a line l, wlf
ij is set to zero. Furthermore wlf

ii is also set to zero. Finally

if the frequency f is zero, wlf
ij is also zero.

•
∑

f∈F wlf
ij = 0 ∀l ∈ L,∀i, j ∈ N ̸⊆ l

•
∑

f∈F wlf
ij = 0 ∀l ∈ L,∀i, j ∈ N ⊆ l|i = ln ∧ j = ln+1

•
∑

f∈F wlf
ij = 0 ∀l ∈ L,∀i ∈ N

• wlf
ij = 0 ∀f = 0, l ∈ L,∀i ∈ N

2. Energy balance

• βil = βjl − ζCij

∑
f∈F wlf

ij + δjl ∀i, j ∈ Sl, l ∈ L

•
∑

v∈V Cv
minhv ≤ βil ≤

∑
v∈V Cv

maxhv ∀i ∈ Sl, l ∈ L

These constraints ensure an energy balance between stop nodes on a given line.
The energy level at a stop needs to equal the energy level at the previous stop,
minus the energy deducted based on travel time and passengers transported,
plus a possible charged amount. The energy level is bound by maximum and
minimum charge depths.

3. Charging Station Location

• δil ≤ dczi ∀i ∈ Sl, l ∈ L
The amount charged at a station can at most be the max charge amount, if a
charging station is placed at the stop.

4. Battery Selection

•
∑

v∈V hv = 1
Only one vehicle type and therefore battery type can be selected. The battery
type determines battery size.
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5. Model Linking

• wl
ij ≤

∑
f∈F fwijlf ∀i, j ∈ N, l ∈ L

This constraint ensures that the total number of passengers travelling on a line
over the time horizon is split equally on each vehicle.

• wlf
ij ≤

∑
p∈P Qσfp

a ∀i, j ∈ N, l ∈ L

This constraint ensures that the total number of passengers travelling on a ve-
hicle does not exceed the vehicle capacity. Furthermore it links the frequency
selected for a line, with the corresponding wlf

ij variable.
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3.2 Full Model

The following section summarizes the resulting decision making model used to generate a
line plan for the electrification of a passenger bus transport system, taking into considera-
tion various battery sizes and charging station location. The model consists of 10 variable
types (5 binary, 5 continuous), 20 constraints in the basic version, that can be extended
by additional constraints related to minimum demand, maximum fleet size or number of
charging stations placed.

3.2.1 Sets, Parameters and Variables

Sets

Sets and Indices Description
i, j ∈ N Set of Station Nodes
Cij Travel cost from node i to node j
Dij Travel demand from node i to node j
l ∈ L Set of all lines in the linepool
r ∈ Rij Set of all routes from node i to node j
Sr Set of all stops on route r
Lr Set of all lines covering route r
Sl Set of all stops on line l
Pn

r
ij Probability of route r from i to j in nest n

f ∈ F Set of service frequencies considered ([1,2,3,4,6,12,0])
p ∈ Pf Set of service patterns for frequency f
t ∈ T Set of time steps covering the time horizon H
a ∈ At Set of activities that can be scheduled at time t
a′ ∈ Aa Set of activities that can be scheduled after activity a ∈ At

v ∈ V Set of vehicle types

Table 3.1: Overview of all sets in the model
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Parameters

Parameters Description
αr
i Binary parameter set to one if station i is included in route r

αl
i Binary parameter set to one if station i is included in line l

bfpa Binary parameter whether activity a ∈ At is compatible with frequency f and corresponding pattern p
pf Distribution pattern for frequency f
ζ Charge used per passenger per travel time
dc Maximum charge amount at charging stations
Cv

min Minimum permissible charge level for vehicle type v
Cv

max Maximum permissible charge level for vehicle type v
Q Passenger capacity

Table 3.2: Overview of all parameters in the model

Variables

Variables Description

yr
Binary variable
indicating whether route r is active in the model

σfp
l ∈ {0, 1} Binary variable

indicating whether line l is chosen for service with frequency f and service pattern p

wl
ij

Positive continuous variable
taking the value total passengers over the time horizon between stops i, j ∈ N on line l

wlf
ij

Positive continuous variable
taking the value of passengers between stops i, j ∈ N on line l per service, depending on frequency f

xtarc
Binary variable indicating
whether an arc from activity a ∈ At at time t ∈ H to activity c ∈ Ar at time r ∈ H is selected

βil
Continuous positive variable
for charging level at stop i ∈ N on line l

δil
Continuous positive variable
for charging amount at stop i ∈ N on line l

hv
Binary variable
indicating which vehicle type (battery type) v is selected

zi
Binary variable
indicating whether a charging station is located at stop i ∈ N

Λfleet
Continuous positive variable
Total fleet size

Table 3.3: Overview of all variables in the model

3.2.2 Objective

max τ
∑

ij∈OD

∑
r∈Rij

DijP
r
n=1,ijyr − υΛfleet − ϕ

∑
i∈N

zi (3.4)

The objective constists of the three objectives: passenger satisfaction, fleetsize and number
of charging stations. The can be optimized jointly by defining the objective as a revenue
function where the three objectives are optimized jointly in monetary terms. Here the τ , υ
and ϕ are weighting coefficients. For satisfaction τ for example could constitute the ticket
price, whilst υ and ϕ could represent the respective costs associated with fleet size and
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infrastructure investment. These coefficients need to be evaluated based on the problem
context.

3.2.3 Constraints ∑
l∈L

αr
i yr ≥ 1 ∀ i ∈ N (3.5)

∑
l∈Lr

wl
ij =

∑
r∈Rij

DijP
r
n=1,ijyr ∀ i, j ∈ N n = 1 (3.6)

∑
l∈Lr

∑
f∈F

∑
p∈Pf

fσfp
l ≥ yr ∀ i, j ∈ N, r ∈ Cij (3.7)

t∑
r=0

∑
a′∈Aa

xra′ta =
∑
f∈F

∑
p∈Pf

bfpa σfp
a ∀ a ∈ At, t ∈ T (3.8)

T∑
r=0

xr,D,t,a =
T∑

r=0

xt,a,r,D ∀ t ∈ T, a ∈ At (3.9)

T∑
r=0

xr,D,t,a =
T∑

r=0

xt,a,r,D ∀ t ∈ T, a ∈ At = D (3.10)

T∑
r=0

xt,a,r,D =
T∑

r=0

xt,a,r,D ∀ t ∈ T, a ∈ At, a ∈ Ar, D ∈ Ar (3.11)

T∑
t=1

∑
a∈At

x0,D,t,a = Λfleet ∀ t ∈ T, a ∈ At (3.12)

T/{Tn}∑
r=0

∑
c∈Ar

xr,c,T,D = Λfleet (3.13)

xr,a,t,c = 0 ∀ r ∈ T, a ∈ Ar, t ∈ T, c ∈ Ac, r ≥ t (3.14)

∑
f∈F

wlf
ij = 0 ∀l ∈ L,∀i, j ∈ N ̸⊆ l (3.15)

∑
f∈F

wlf
ij = 0 ∀l ∈ L,∀i, j ∈ N ⊆ l|i = ln ∧ j = ln+1 (3.16)

∑
f∈F

wlf
ij = 0 ∀l ∈ L,∀i ∈ N (3.17)

wlf
ij = 0 ∀f = 0, l ∈ L,∀i ∈ N (3.18)
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wl
ij ≤

∑
f∈F

fwlf
ij ∀l ∈ L, i, j ∈ N (3.19)

wlf
ij ≤

∑
p∈Pf

Qσfp
l ∀l ∈ L, i, j ∈ N, f ∈ F (3.20)

βil = βjl − ζCij

∑
f∈F

wlf
ij + δjl ∀i, j ∈ Sl, l ∈ L (3.21)

δil ≤ dczi ∀i ∈ Sl, l ∈ L (3.22)

∑
v∈V

Cv
minhv ≤ βil ≤

∑
v∈V

Cv
maxhv ∀i ∈ Sl, l ∈ L (3.23)

∑
v∈V

hv = 1 (3.24)
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Chapter 4

Numerical Results

In order to estimate the feasibility of this methodological approach the model was imple-
mented in python and solved using the commercial gurobi solver. The model was run by
generating completely random input matrices which only depend on normalization proce-
dures to define the time horizons and time scales.

When running the model a Macbook Air M1 with 8GB of RAM, up to 9 stops can be
considered in the model.

Section 4.1 will explain what networks have been chosen to investigate aspects of the model
and how they impact passenger behaviour, these will be used as a basis for all further
subsequent analysis. Section 4.3 will investigate how the λ and β in the utility estimation
influence the model, Section 4.4 explores the impact of line-pool size on performance,
Section 4.5 will analyse the trade-off between infrastructure investment, fleet size and
passenger service satisfaction.

4.1 Instances

In order to test the model under varying network responses, 3 similar node networks were
generated to which 4 different demand matrices can be applied. Distances are expressed
in minutes of travel time. Node proximity is therefore not determined by physical charac-
teristics but on a network basis, where neighbouring routes are faster to reach that nodes
further away. This can be justified through the assumption that the underlying road net-
work allows for a connection between all origins and destinations and that therefore only
the total duration of travel time, from one node to the next, is relevant for the network
representation. Accordingly the network is fully connected. Travel demand, represented
by an OD-matrix is considered on a per person basis.

The first node graph consists of roughly equally spread out nodes, organized around a 5
node cluster in the center. This graph is going to referred to as the base network. The
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remaining two networks are roughly derived from this graph. The second network con-
siders an exploded case, in which nodes around the center are moved further out. This
results in generally longer travel times, especially via routes that travel through multiple
nodes. By keeping the distance between distant nodes small, this also represents a more
”decentralized” network as nodes are clustered around the periphery. The final network
considers the case where only the most outward nodes are moved further out, resulting in
a close center proximity with larger distances to the outter edges. The result of which are
long travel times to and away from the center, as well as between nodes not in the center.
The three graphs can therefore be summarized as uniform network, decentralized network
and centralized network. The three networks shown in figure 4.1.

(a) (b) (c)

Figure 4.1: (a) Uniform Network (b) Decentralized Network (c) Centralized Network

The demand matrices were constructed similarily. The first considered uniform random
demand between any origin and destination pair. Demand was distributed uniformly be-
tween 0 and 110. When looking at the uniform network, the inner nodes here are the 5
central nodes, labled 0-4. The remaining nodes are termed the outter nodes. The second
demand matrix consisted of high demand to and from inner nodes and lower demand to
and from outter nodes. This was done by splitting the demand matrix into corresponding
segments that each recieved differently generated random numbers, distributed uniformly
across from 40 to 85, for high demand and from 0 to 40 for low demand. The third demand
matrix considered the opposite case with high outter demand across nodes 5-8, also dis-
tributed uniformly from 40 to 85, for high demand and from 0 to 40 for low demand. Finally
the last demand matrix was constructed as a sparse matrix, with random numbers gener-
ated from 0 to 180. The resuling demand characterisitcs are summarized in Table 4.1 below:

From this 12 instances were created to test the model. One for each network structure,
paired with demand. They are listed in Table 4.2 below:
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Matrix Size High Demand Low Demand Density Total Demand
Uniform 9x9 - - 0.88 3939
High Inner Demand 9x9 {0,1,2,3,4} {5,6,7,8} 0.88 3917
High Outer Demand 9x9 {5,6,7,8} {0,1,2,3,4} 0.88 3929
Sparse 9x9 - - 0.42 3919

Table 4.1: Demand Matrices

Instance Network Demand
1 Uniform Uniform
2 Uniform Inner
3 Uniform Outer
4 Uniform Sparse
5 Imploded Uniform
6 Imploded Inner
7 Imploded Outer
8 Imploded Sparse
9 Exploded Uniform
10 Exploded Inner
11 Exploded Outer
12 Exploded Sparse

Table 4.2: Instances

4.2 Instance Performance

To compare the general performance of the scenarios fairly across the objectives (line-plan
satisfaction, fleet size and infrastructure required), the values in the objective function
need to be normalized. To ensure a fair comparison the objectives will be normalized in
the following way:

θ1 =
X1 −Xmin

1

Xmax
1 −Xmin

1

(4.1)

This way objective X is normalized such that 0 ≤ θ1 ≤ 1. The objective used to compare
the scenarios is the following:

max θsat − θfleet − θinfra (4.2)

The following Figure 4.2 shows the network structure and passenger flows for instances 1-4,
across the normal network for the 4 types of demand. The red lines represent active lines
across the network, the numbers indicating the total number of passengers travelling along
that arc over the total time horizon.

Figure 4.3 shows the vehicle flows for instances 1-4. The diagramme shows the depot as
both source and sink, the number of out and ingoing arcs to the depot represents the num-
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(a) (b) (c) (d)

Figure 4.2: Passenger Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

ber of vehicles. The depot is marked as activity ”D”. Once returned to the depot, the
only subsequent valid activity is remaining at the depot. Subfigure (a), (c) and (d) require
three vehicles, whilst for the inner demand case (b), 2 vehicles are sufficient. It should be
noted that 76, is the vehicle capacity.

(a) (b) (c) (d)

Figure 4.3: Vehicle Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

The following was repeated for 2 other node networks, with Figures 4.4, 4.5 and Figures
4.6, 4.7 representing the imploded and exploded case respectively.

4.3 Sensitivity Analysis of Choice Parameters

The nested logit model used for mode and route choice is strongly dependent on the esti-
mated parameters. To implement and test the model, that this research proposes, param-
eters were chosen based on Waller (2016) [29], who estimated them for the city of Sydney.
These parameters have a strong influence on the number of people travelling, their sensi-
tivity for travel time as well as the distinction between the car and public transit nest. The
following table 4.3 shows how changing various model parameters impact the total number
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(a) (b) (c) (d)

Figure 4.4: Passenger Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

(a) (b) (c) (d)

Figure 4.5: Vehicle Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

of routes selected by the model.

ASC (PT) βT ime λPT λCar Service Satisfaction Service Disatisfaction
2.5 -0.025 2 6 11.10% 0.23%
5 -0.025 2 6 11.19% 0.01%
2.5 -0.05 2 6 11.36% 0.24%
2.5 -0.025 4 6 11.05% 0.04%
2.5 -0.025 2 12 11.10% 0.23%

Table 4.3: Effect of discrete choice parameters on Service Satisfaction

The Service Satisfaction expressed here as a percentage is the number of passengers willing
to choose to travel by bus on this network. The service dissatisfaction on the other hand
is the number of people that choose to travel, but prefer to take the car. In other words;
those who prefer direct travel via the fastest possible route or shortest path.

An effect that is clearly visible is that the discrete choice parameters have a profound
impact on the service disatisfaction. Larger values of λcar relative to λPT , as well as more
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(a) (b) (c) (d)

Figure 4.6: Passenger Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

(a) (b) (c) (d)

Figure 4.7: Vehicle Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

negative values and larger absolute values for βT ime relative to the ASC, especially impact
service disatisfaction. On the other hand service satisfaction is also impacted by the size
of the linepool. More lines to choose from can enable more satisfying routes and therefore
impact service satisfaction. This can be seen in table 4.6.

4.4 Computational Performance and Limitations

The model performance is strongly dependent on the size of the linepool. As this model
framework is highly combinatorial, the time required to find an optimal solution increases
significantly with the number of variables. Multiple decision variables depend on the total
number of lines, since many variables are instantiated and indexed by a single line. Fur-
thermore activities, are also definied as lines that can be started at a certain time, so the
vehicle scheduling is also strongly impacted by the number of lines. Therefore the problem
becomes increasingly more complex the more lines are considered in the model.

In order to influence performance and total number of variables, linepool constraints have
been introduced. This is done by adding only those simple paths between any two nodes to
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the linepool, if the sum of the arcs (total trave time) is between a minimum and maximum
value.

To ensure that the scenarios remain comparible, different linepool constraints were required
for the various network types.

Network Min Line Length (min) Max Line Length (min) Total Linepool Size
Uniform 10 30 66
Imploded 10 65 64
Exploded 10 40 64

Table 4.4: Linepool constraints for the Networks

The following table 4.4 exemplifies how linepool constraints impact the computational per-
formance of the model. It shows the effect of changing the linepool constraints on both
the total linepool size, as well as the number of variables in the model (columns) and
its impact on the resulting run time. Increasing the span between linepool constraints
greately increases the linepool, resulting in a significant increase in lines considered by the
model. This greately impacts the number of variables and therefore computational runtime.

Uniform Network (9 Nodes)
Min Length Max Length Linepool Size Total Number of columns Total Runtime MIP Gap Service Satisfaction Service Disatisfaction
20 30 48 402,171 3.97 5% 10.81% 0.23%
10 30 66 715,983 6.82 s 5% 11.10% 0.23%
10 40 150 3,414,359 41.92 s 5% 17.75% 0.23%

Table 4.5: Effect of Linepool constraints on the uniform network with 9 nodes

The size of the linepool has large influence on the computational performance of the model.
In order to control runtimes and match the size the model to the computational resources
available, controlling the size of the linepool becomes a critical task in preprocessing for real
world application. An aspect that should be considered is that the modeller requires prior
insight into design characteristics of the resulting lines. What are the shortest possible
routes that should be considered? What are the longest lines that should be scheduled?
Considering that lines shouldnt exceed a unit of the time horizon for the vehicle scheduling,
it is therefore necessary to make these two decisions in tandem. Furthermore, depending
the on the distances of nodes and the number of nodes themselves, the longest line length
is constrained naturally by the longest paths taken through the network anyway, which
should be taken into consideration when constraining the linepool.

The following table 4.6 shows how varying the number of nodes impacts computational
performance. Node distance and demand matrices were generated using entirely random
matrices for the sake of this comparison, a caveat being that this impacts linepool size as
distances are not effected by symmetries or triangle inequalities.
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Random Network/Random Demand
Number of Nodes Linepool Size Total Number of columns Total Runtime MIP Gap
5 222 7,224,913 265.93 s 5%
6 240 8,454,941 322.43 s 5%
7 214 6,761,453 187.75 s 5%
8 247 6,418,286 268.17 s 5%

Table 4.6: Effect of network size at (roughly constant linepool size)

As can be seen the number of nodes has less impact on the computational performance than
the total linepool size. In theory this means that networks of varying sizes can be simulated
by the model, in practice however, the linepool size changes based on the number of nodes,
specifically by increasing the total amount of simple paths that can be taken from any
given origin and destination. The linepool size thus increases naturally simply by virtue
of having more options of getting from any origin to any destination. This means that
constraining the linepool size becomes more challenging with increasing network size.

4.5 Trade-off Behaviour

This section aims to investigate how several objectives trade-off between service satisfac-
tion and costs. The objectives of maximizing service satisfaction, minimizing fleet size and
minimizing charging station placement and their sensitivities are all interesting to decision
makers.

Line selection produces passenger flows over lines, the number of passengers is constrained
by vehicle size, whilst a single vehicle has a fixed battery size and therefore a fixed amount
of energy available for transporting passengers, there is a relationship between fleet size
and charging station placement. The model can compensate placing less charging stations
by scheduling more vehicles and vice versa. To investigate this relationship the epsilon-
constraint method was applied to the model.

In order to facilitate this trade-off the various parameters have been set to fairly extreme
values. The following table 4.7 shows the values used, as well as reference values, more
inline with real world application.

Model Values Values from Literature
Vehicle Passenger Capacity 76 76[17]
Vehicle Battery Capacity [kJ] 11250 720000
Vehicle discharge rate [kJ
per passenger per minute]

11.66 11.66

Station Charging amount [kJ] 9000 600kW over 20s

Table 4.7: Values used in the model, as based on the literature. See footnote.1
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For the epsilon-constraint method, service satisfaction was discretized into values from 900-
50, fleet-size from 1-12 and charging stations from 0-9. The values were chosen based on
the following rationale; the maximum values of 900, 12 and 9 for for service satisfaction,
fleetsize and charging stations were taken from the maxizing service satisfaction only, the
minimum value charging stations was set to 0 as vehicles start fully charged when leaving
the depot, in theory making it permissible not to require any additional electrification
infrastructure, a minimum of 1 vehicle is necessary to establish a service and 50 for service
satisfaction, which was discretized in units of 50, leading to minimum value. For each
scenario the optimization was run, progressively tightening a constraint for two objectives,
whilst optimizing the other. This resulted in the following plots 4.8, 4.9 and ??. Since the
optimization procedure would not always converge, only values were plotted that resulted
in an optimial solution.

(a) (b) (c) (d)

Figure 4.8: Passenger Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

As can be seen in 4.8 the methodology will alternate between placing charging stations and
vehicles in order to increase service satisfaction. More vehicles means more passengers can
be transported, stations allow for reusing vehicles, whilst few charing stations require more
vehicles to compensate for the charge consumed by passengers.
When minimizing charging stations the model will resort to configurations in which no
stations need to be placed. It will compensate this by using as many vehicles as allowed to
facilitate as much service satisfaction as possible. If these service satisfaction constraint is
at odds with the fleet size constraint the opimization procedure will not be able to produce
a result. All of this is strongly indicative that fleet size is a function of charging infras-
tructure. The more charging infrastructure is placed, the lower the fleet size can be. More
vehicles means, less charging infrastructure is required.

1In order to facilitate a stronger drive of the model to manage ”energy consumption” the vehicle
battery capcity was reduced by a factor 26. Bus route 106 was taken as reference for passenger
capacity, battery capacity and vehicle discharge rate per passenger per minute (trip energy con-
sumption) Jinhua Ji et. al. (2022). The station charging value was retrieved from the ABB
flash charging station project description, retrieved on May 2024. https://library.e.abb.com/

public/4e4c1be356f24e8aa3a74e2042d73860/ABB_factsheetA4_TOSA_reference_EN.pdf?x-\sign=

aEnksAKEXUVQeVE/VYHh+M8joow/SpO4nFEu0HJjkvZjkZ/SmCRfiKsCXi8KZ1T
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(a) (b) (c) (d)

Figure 4.9: Passenger Flow: (a) Normal Demand (b) Inner Demand (c) Outer Demand (d)
Sparse Demand

A take away of this is that determining accurate weighting for the objectives to bring
them into proper relation with each other is definitely necessary to use this methodolgy as
effectively as possible.
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Chapter 5

Conclusion & Recommendation

5.1 Conclusion

In conclusion, this study has provided a comprehensive examination of line planning op-
timization for public transit systems, culminating in the development of a sophisticated
model designed to address critical aspects of route selection, service frequency determina-
tion, vehicle choice, and scheduling simultaneously. Drawing upon insights gleaned from
an exhaustive literature review, the model integrates elements of discrete choice modeling
and mode choice considerations to optimize passenger distribution and journey times along
transit lines.

This novel approach showed that lineplanning, frequency setting and vehicle scheduling can
all be assessed jointly via an optimization approach. It also showed that passenger flows
depend on the node locations of the transport networks and that despite this similar fleet
sizes can be used to service a network, whilst still serving all nodes. Another conclusion
that can be drawn is that battery and fleet sizing, as well as charging infrastructure are
linked. A larger fleet can compensate for smaller battery sizes, as can more infrastructure
and vice versa.

While the model represents a significant extension to the reportoir of line planning method-
ologies, it is crucial to acknowledge its computational constraints, especially when con-
fronted with large-scale networks featuring numerous nodes. As can be seen, due to the
combinatorial nature of this problem, the number of lines in the linepool significantly im-
pacts run times. The size of the linepool depends on the number of lines, can be controlled
however in the preprocessing step. Despite its innovative approach, the model’s ability to
handle extensive datasets is restricted, as evidenced by its limitation to consider only up
to 9 stops during testing on the MacBook Air M1 with 8GB of RAM. This discrepancy
underscores the challenge of managing vast amounts of data simultaneously within system
memory, highlighting the need for more efficient data processing and loading mechanisms
to enhance the model’s usability and scalability. Another aspect is the number of assump-
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tions required to justify the simplifications this approach makes, these need to be carefully
evaluated to ensure that realworld implementation remains feasible.

However, despite these limitations, the model serves as a valuable framework for exploring
the intricate interplay between strategic and operational considerations in public transit
planning. By concurrently evaluating multiple factors, it offers valuable insights into opti-
mizing transit networks for efficiency, sustainability, and passenger satisfaction.

Moving forward, addressing the computational constraints while retaining the model’s
analytical depth will be paramount. Additionally, continuous validation and refinement
through empirical testing and real-world applications will be essential to ensure the model’s
practical utility and effectiveness in addressing the complex challenges inherent in urban
transportation planning and management. Despite the hurdles, the model stands as a
promising tool for guiding decision-making processes and advancing the discourse on tran-
sit network optimization in an ever-evolving urban landscape.

5.2 Recommendations

The following chapter will offer a reflection on opportunities this methodology provides for
future planners and model developers as well as offer perspective on further research that
can be undertaken to improve this methodology.

This research has shown methodology is feasible for evaluating effective use of resources for
small transport networks. Instead of going through several stages in the transport system
design process, this methodology can be used instead. This methodology can also be used
to evaluate sub-components of transport network especially if multiple vehicle depots are
used. If it is possible and feasible to divide a given study area into several subareas with
individual depots, its possible to apply this approach to find a lineplan and fleetsize for
these subregions. This also means that this approach is suitable in updating a transport
system parts at a time, rather than all at once. The routes already present in the current
transport system can be transfered into the linepool together with some alternatives to
see if improvements can be made to the line plan. At the very least this model offers a
new way of linking frequency to lines and vehicles, which may prove useful in other model
methodologies. There is a clear trade-off between computational complexity and higher
realism. A methodology that takes passengers flows, frequency and vehicle scheduling into
account when selecting lines can produce better solutions regarding all of these aspects
than the previous sequential approach, however there is a trade-off between network size
that can be evaluated as well as the practicality of evaluating all of these aspects at the
same time. It may be useful to fix intermediate aspects in the design process, for the sake
of planning and communication, or to stick to the current precedent of clearly dividing
strategic from tactical planning aspects. Additionally this approach does generate entirly
new lines as some other methodologies do, but instead relies on picking preselected lines
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from the linepool. Should there be a greater emphasis on finding and developing new lines
entirely, more focus will be on the linepool generation and techniques for that, or other
methodologies may be more suitable.

Opportunities for further research can be grouped in four categories mainly centered around
the methodological approach: the formulation of the model and extension and inclusion of
more detail, computational aspects to improve performance, consideration of geographic
aspects and application to real-world study areas and practicality assessments.

Further research with use of this model into the characteristics of energy use per passenger
per minute, battery size and charging amount as well as there relationship to line length,
number of vehicles and charging station placement may be of further interest. This also
depends on the relationship to node distances, travel times, line pool constraints employed.
As these determine the time spent travelling between stops and there for the energy amound
discharged per minute. Further investigation into these aspects can surely reveal interest-
ing relationships between these variables that could prove valuable in the future.

There certainly is opportunity to further improvement of this model in a multitude of ways.
The general framework for approaching electrification and vehicle scheduling is certainly
promising and more nuance, context, specific aspects and additional realism can certainly
be included to improve the methodological approach. Examples of this include but are not
limited to: the extension of the utility function for higher realism, for example by includ-
ing stops; considering battery characteristics, like degredation as seen in Azadeh, Vester,
Maknoon (2022) [30]; bidirectional line servies or dead-heading of vehicles, a more realistic
modelling of passenger assignment and vehicle energy consumption. Furthermore there is,
without doubt, also an opportunity to improve the model in terms of formulation, this is
evident alone by the depot-depot artifact nodes that are created, indicating that the current
formulation could still be improved. Most importantly however additional research has the
chance to focus on the utility function exclusively, to turn it into a fully functional revenue
function that is fully capable of making trade-offs between vehicle types, income generated
by the passenger flows and charging station investment. Since the structure naturally lends
itself to revenue maximization, and since the investigation of the pareto frontier has shown
that optimization does produce points in the dominant set, only an investigation into ap-
propriate coefficients may be required to investigate realistic cost trade-offs.

During testing on the MacBook Air M1 with 8GB of RAM, it was observed that the model
could effectively handle up to 9 stops. While this limitation falls short of representing
a realistic network size, the primary issue lies in the model’s inability to accommodate
large volumes of data simultaneously due to memory constraints. Enhancing data process-
ing and loading mechanisms could significantly enhance the model’s usability, making it
more adaptable to larger and more complex transit networks. Exploring alternative coding
paradigms or procedures may also offer avenues for improving computational efficiency and
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scalability.

An intriguing avenue for further exploration involves incorporating geographic features
into the model’s analysis. Presently, the model primarily relies on travel times measured in
minutes and utility functions to represent demographic characteristics. However, integrat-
ing additional geographic elements unique to specific cities or regions could offer valuable
insights into line planning considerations beyond travel times. Factors such as terrain
characteristics, population density patterns, and landmark locations could influence route
selection and service optimization, thereby enriching the model’s predictive capabilities.

Furthermore, ongoing efforts in validating and refining the model through empirical testing
and real-world applications are crucial. By subjecting the model to diverse transit planning
scenarios and evaluating its performance against real-world data, researchers can ensure
its practical utility and effectiveness in addressing the multifaceted challenges of urban
transportation planning and management. Continuous refinement and validation will be
essential to ensure that the model remains relevant and robust in the dynamic landscape
of urban mobility.
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[22] Andreas Löbel. Vehicle scheduling in public transit and lagrangean pricing. Manage-
ment Science, 44(12-part-1):1637–1649, 1998.

[23] T.L. Magnanti and R.T. Wong. Network design and transportation planning: Models
and algorithms. Transportation science, 18(1):1–55, 1984.

[24] Matthias Rogge, Sebastian Wollny, and Dirk Uwe Sauer. Fast charging battery buses
for the electrification of urban public transport—a feasibility study focusing on charg-
ing infrastructure and energy storage requirements. Energies, 8(5):4587–4606, 2015.

46



[25] FJM Salzborn. Scheduling bus systems with interchanges. Transportation Science,
14(3):211–231, 1980.
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