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Abstract
Solar cells can play a key role in the transition towards a sustainable future. This transition is one of the
major challenges our society faces during the coming decades. Development of high-efficiency photo-
voltaic solutions at reasonable costs will help accelerating the transformation of our energy system. In
this respect, perovskite solar cells are very promising due to their outstanding opto-electronical prop-
erties and low-cost fabrication. Obtaining a complete understanding of the device physics and charge
transfer mechanisms inside perovskites is crucial for further device improvements.

This thesis focuses on the notorious hysteresis in the current-voltage characteristics of perovskite solar
cells. So far, this remarkable phenomenon has usually been explained using ion migration, despite the
lack of clear experimental evidence. We implement a simulation platform of perovskite solar cells to
analyse the charge transfer mechanisms among energy states including those with energy within the
forbidden bandgap. We evaluate transient behaviour and identify the limiting physical mechanisms.

To explain anomalous hysteresis in perovskite solar cells we use a novel approach in which charge
accumulates near the material interfaces due to defects with relatively low capture cross-sections.
Defects in lead halide perovskites create shallow sub-gap energy states, that act as charge carrier
traps. Near the interfaces, this leads to accumulation of trapped charge carriers, effectively screening
the electric field inside the perovskite layer. This reduces the device performance. A slow release of
trapped charge due to low capture cross-sections results in hysteresis in the current-voltage curve at
commonly used scan rates.

TCAD Sentaurus is used as a platform to simulate 𝐽-𝑉 scans of a planar non-inverted architecture
based on the archetypal perovskite MAPbI3, with TiO2 as electron transport layer and spiro-OMeTAD
as hole transport layer. This thesis presents a systematic study of different trap distributions, both in
the spatial and energetic domain. The capture cross-sections, densities, energy levels and locations of
traps are varied and also the effect of scan rate is analysed. This work analyses both tail state defects
and deep defects, based on reported values in literature.

It is found that defects near the ETL/perovskite interface potentially cause anomalous hysteresis in
the current-voltage curve. These defects have their transition energy around 0.25eV and are possibly
attributed to iodine interstitials.
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CBE conduction band edge.
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DFT density-functional theory.
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1
Introduction

The sun provides us with more than enough energy to meet the world’s energy needs. It is the most
important source of renewable energy. Turning solar energy into electricity in an efficient and cost-
effective way will therefore be among the many interesting challenges we face in the energy transition.
In this thesis we study the physics behind metal halide perovskites, a promising class of materials for
solar cell application because of their outstanding opto-electronic properties. They are characterised
by their low-cost and easy fabrication, high absorption coefficient, long carrier diffusion length and low
non-radiative carrier recombination [1, 2]. Also the bandgap can be tuned from the near-infrared to the
visible region of the electromagnetic spectrum by changing its compounds [3]. This makes them very
suitable for use in multi-junction devices.

The goal of this thesis is to obtain a better understanding of the charge transfer mechanisms inside
metal halide perovskites. Development of perovskite solar has rapidly evolved during the last years.
The first cells were unstable and had low efficiencies, yet the current record cell has an efficiency
exceeding 25% [4]. The material properties of perovskites offer advantages to simplify the manufacture
of high-performance devices such as flexible, transparent or all-perovskite tandem cell modules; also
integration of perovskite cells in tandem cells with silicon and CIGSmodules appears very promising [1].
It is most likely that there will be multiple attempts to commercialize perovskite photovoltaics (PVs)
during the coming years [5]. Nevertheless, material improvements in terms of high efficiency and
stability are essential before the commercialization of perovskite solar cells.

It is crucial to fully understand the charge transfer mechanisms inside perovskites and their in-
teraction with the electrodes. Similar to other solar cell materials, simulation tools play an important
role in understanding the inner physics and finding critical mechanisms to the conversion energy perfor-
mance of solar cells. Perovskite solar cell (PSC)s are notorious for their hysteresis in the current-voltage
curves. The exact mechanism of the effect is not completely understood yet. Using the comprehensive
semiconductor modeling software Sentaurus, we develop a novel approach based on crystal defects
to study the effect.

1.1. Brief history of solar cells
The working principle of solar cells is based on the photovoltaic (PV) effect, which is the generation of
a potential difference upon illumination of a material. This effect was first demonstrated by Becquerel
in 1839 [6]. It took more than 40 years until Charles Fritts invented the first working solar cell in 1883.
His device consisted of selenium, coated with a thin layer of gold, and had a very low efficiency. The
photovoltaic effect is closely related to the photoelectric effect: electrons can be emitted from a metal
or semiconductor when light shines on the material. In 1905 Albert Einstein was the first one to explain
this effect [7]. Instead of using the wave theory of light, he described light as composed of discrete
wave packets (quanta) with an energy 𝐸 = ℎ𝜈 where ℎ is Planck’s constant and 𝜈 is the frequency of
the light. In 1921 Einstein won the Nobel prize for his theories explaining the photoelectric effect.

In 1918 Jan Czochralski invented a new method used for growing high quality crystals, known as
the Czochralski process [8]. His technique is still very important for the production of high quality silicon
solar cells. The development of practical silicon solar cell itself took a big leap in 1954 from the work of
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2 1. Introduction

Bell Labs. Daryl Chapin, Calvin Fuller, and Gerald Pearson created the first solar cell with an efficiency
of 6%, enough to power small everyday live equipment [9].

From the middle of the twentieth century, when people started using solar energy as an alternative
energy source for space applications, solar cells have experienced rapid developments. Because of
the rising oil prices during the oil crisis in the 1970s, demand for terrestrial solar power increased as
well. In the late 1970s and 1980s many companies started to develop PV modules and systems [6].
In 1980 the first thin film solar cell exceeding 10% efficiency was developed and in 1985 crystalline
silicon solar cells were created with efficiencies over 20%. The first megawatt PV power plant was
built in 1982 in Hesperia, California [10]. In 1991 the first high-efficiency dye-sensitized solar cell was
developed with an efficiency of 7.1% [11]. It took until 2006 before the first perovskite solar cell was
developed, emerging from the field of dye-sensitized solar cells.

The demand of solar cells has also been stimulated over the years by a strong reduction of the
production costs [12]. Figure 1.1 shows the so called price learning curve of photovoltaics by technol-
ogy. According to Swanson’s law a doubling of cumulative production goes with an approximate cost
reduction of 20% [13]. From the fitted lines in Figure 1.1 we see that the learning rate over the past 10
to 15 years is even higher for both crystalline and thin film technology with a price drop of over 30%
for every doubling of the cumulative production.
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Figure 1.1: Learning curve (or experience curve) for photovoltaic technology. Each data point shows the module price and
estimated cumulative production in a quarter of a year, from Q1 2006 up to Q4 2017. Data obtained from Fraunhofer ISE [12].

Currently the PV market is dominated by silicon-wafer based technology, that accounted for about 95%
of the total production in 2017 [12]. Thin-film technologies based on CdTe, CIGS and a-Si accounted
for the remaining market share.

1.2. Solar cell characterization
The performance of solar cells can be characterized using 𝐼-𝑉 (or 𝐽-𝑉) measurements. For perovskite
solar cells this is done by sweeping the voltage over a fixed voltage range, consecutively in the back-
ward direction (from high to low voltage) and the forward direction (from low to high voltage) [14]. We
call these scans the reverse scan and forward scan respectively.

Figure 1.2 illustrates how the external parameters can be determined from the 𝐼-𝑉 characteristic of
an illuminated cell. The short circuit current 𝐼sc is the current that flows when the electrodes of the cell
are short circuited (𝑉 = 0). The open circuit voltage 𝑉oc is the voltage at which no current flows (𝐼 = 0).
The fill factor (𝐹𝐹) is the ratio between the maximum power that can be generated with the solar cell
and the product 𝑉oc𝐼sc (see Figure 1.2).
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Figure 1.2: An example - curve to illustrate the meaning of the output parameters. The operational point at which the
maximum power is generated is indicated with ‘MPP’ (maximum power point). The fill factor equals the ratio between the

darker and lighter shaded areas.

1.2.1. Power conversion efficiency
Ideally one would like to convert all electromagnetic energy of the illuminating sunlight to electrical
energy. This is not possible, because a fraction of the light is not absorbed (optical losses) and inside
the device energy is lost as heat. The power conversion efficiency (PCE) is used as a measure of
the performance of a solar cell and is defined as the ratio of power output (electricity) to power input
(sunlight). Figure 1.3 shows the rapid development of efficiencies for different solar cell technologies,
including perovskite cells. For reference, the ultimate efficiency of an ideal single p-n junction solar
cell is 33.1% for the AM1.5 spectrum (a standard spectrum at the Earth’s surface) [15]. This is known
as the Shockley-Queisser limit [16]. Higher efficiencies can be achieved with novel techniques like
multi-junction solar cells and spectral conversion [6].

Figure 1.3: Chart of the highest confirmed conversion efficiencies for research cells for different photovoltaic technologies.
Adapted from NREL [4].
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1.3. Sustainable development
Energy has always played an important role in the fulfillment of human needs. In modern society,
electrical energy is essential for heating, lighting, preparation of food and many more. A lot of devices
depend on it. According to the IEA World Energy Outlook the total energy demand rises 1% per
year until 2040 and electricity demand will rise even faster [17]. But growing demand is not the only
problem. We are at the start of the energy transition: a transformation of the present energy system,
that is based on fossil fuels, into one based on renewable energy sources. Nowadays most of the
world’s energy is produced by burning oil, natural gas and coal. About 80% of the total primary energy
supply are fossil fuels [18]. We deplete these resources much faster than they can be generated by
nature and eventually we will need alternative energy sources [19]. Another problem of the current
system is related to the emission of greenhouse gas CO2 by burning fossil fuels. A vast majority of
climate-scientists agree that global warming trends are extremely likely to be caused by greenhouse
gas emissions from human activities [20].

In a broader sense the energy transition is part of a move towards increased sustainability. Themost
frequently used definition of sustainable development is adopted from the 1987 Brundtland Report:

Sustainable development is development that meets the needs of the present without compromising
the ability of future generations to meet their own needs.

Developing new renewable energy solutions and improving existing solutions is an important step in
establishing a sustainable society. Solar energy is a very important inexhaustible source of renewable
energy and is available almost everywhere. In their latest 5-year forecast the International Energy
Agency (IEA) states that renewable power capacity will expand by 1200GW, which is a growth of
50% [18]. Solar PV accounts for almost 60% of this growth, which emphasizes the importance of the
technology. In the main scenario of this forecast the total solar PV capacity reaches almost 1.2TW in
2024. Faster cost reductions and supportive government policies could result in an evenmore optimistic
forecast. As the world’s population is expected to continue growing till the end of the current century to
11 billion people [21], the need for efficient use of space is also growing. Developing new photovoltaic
materials with low production costs and high efficiencies, like perovskites, will be important to realize
the transition towards a sustainable energy system.

1.4. Perovskite solar cells
To understand the working principles and issues of perovskite solar cells (PSCs), some basic knowl-
edge about its structure is required. Here we briefly cover the most important aspects. Subsequently,
the obstacles to commercialization of these solar cells are briefly discussed. Finally, we discuss how
perovskite solar cells are constructed and mention some of the most popular materials that are used.

(a) (b)

Figure 1.4: Schematic representations of the crystal structure of a perovskite crystal with the cations A and B and anion X
indicated. Sketch (a) shows the structure of a cubic perovskite and (b) shows a cubic unit cell. In many perovskites the

symmetry is lower, giving tetragonal or orthorombic structures.



1.4. Perovskite solar cells 5

Perovskites are materials with an orthorhombic crystal structure identical to the classical mineral cal-
cium titanate (CaTiO3) (see Figure 1.4). They are named after the Russian mineralogist Lev A. Per-
ovski. Any perovskite follows the general chemical formula ABX3, where A and B are cations of different
size and X is an anion. Cation A is the larger one of the two cations and for solar cell applications it
is typically organic. Methylammonium (CH3NH +

3 ) and formamidinium (CH(NH2) +2 ), abbreviated as MA
and FA respectively, are frequently used. Also inorganic elements can be used as cation A, like cae-
sium (Cs) and rubidium (Rb). Cation B is usually lead (Pb) and the X anion is a halide: iodine (I),
bromine (Br) or chlorine (Cl). The most widely studied compound is methylammonium lead iodide. It
is often abbreviated to MAPbI3 or just MAPI.

Perovskite-based solar cells have substantially developed since Kojima et al. reported the first work-
ing cell in 2006 [22]. This cell was based on dye-sensitized solar cells (DSSC) and had an efficiency
of 2.2%. A dye-sensitized solar cell, also known as a Grätzel cell, is a photoelectrochemical system
that contains titanium dioxide (TiO2) nanoparticles, organic dye particles, an electrolyte and platinum
contacts. The dye particles (dye sensitizer) act as light absorbers and are mixed with the TiO2 nanopar-
ticles. When a photon is absorbed by the sensitizer, an electron is excited from the ground state to
an exited state. The excited electron is then injected to the conduction band of the TiO2 nanoparticles
and diffuses through the TiO2 to the transparent conductive oxide (TCO) back contact. Finally it will
reach the front contact via the external electric circuit. An electrolyte between the front contact and
the dye completes the circuit. The first perovskite-sensitized TiO2 solar cells from Kojima et al. used
CH3NH3PbBr3 as a sensitizer with a liquid electrolyte. In 2009 they reported CH3NH3PbI3 cells with an
even higher efficiency of 3.8% [23]. Efficiencies have increased rapidly ever since (see Figure 1.3).

1.4.1. Device architectures
Perovskite compounds are used in two types of solar cells: thin-film solar cells and multi-junction solar
cells. In thin-film perovskite solar cells the perovskite compound is used as the only absorber layer.
Multi-junction solar cells (or tandem cells) consist of multiple absorber materials, so that the solar-
spectrum can be utilized more efficiently [6]. This thesis focuses on thin-film perovskite solar cells
only.

A typical perovskite solar cell consists of a perovskite absorption layer, enclosed between two
charge transport buffer layers, an electron transport layer (ETL) and a hole transport layer (HTL). The
perovskite layer is usually between 100 and 500 nm thick; the optimal thickness is a compromise be-
tween maximum absorption and efficient carrier extraction. The transport layers have two functions:
tuning energy alignment through the device and protecting the perovskite against humidity and oxy-
gen. The right energy alignment is essential for charge carrier separation, about which a more detailed
description can be found in chapter 2.

(a) n-i-p structure (conventional) (b) p-i-n structure (inverted)

Figure 1.5: Device architecture of a conventional and inverted device. The relative thickness of the layers shown here are
typical, although there is much variation among different architectures.
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There are two distinct PSC designs, namely conventional (n-i-p) and inverted (p-i-n) structures. The
abbreviations n-i-p and p-i-n refer to the order in which the p-type (HTM), intrinsic (perovskite) and
n-type (ETM) layers are deposited. Figure 1.5 shows a schematic representation of both structures.
Scientific groups are still exploring different configurations and there is no clear advantage yet of one
over the other [24].

Furthermore, planar and mesoscopic/mesoporous structures can be distinguished. Mesoscopic de-
signs contain a mesoporous medium (usually TiO2) that interpenetrates the perovskite film, in contrast
to planar structures that consist of clearly separated layers. The purpose of a mesoporous layer is to
enhance carrier extraction by reducing the distance that electrons have to travel to reach the trans-
port layer. The structural design of perovskite solar cell has evolved rapidly over the years, from a
dye-sensitized cell to mesoscopic designs and finally planar designs. Nowadays both mesoscopic and
planar designs are being used.

1.4.2. Charge transfer mechanisms
Figure 1.6 shows a simplified band diagram of a perovskite solar cell. A band diagram shows the key
electron energy levels inside the device (see also Neamen [25]). When a photon is absorbed in the
perovskite layer, its energy is used to excite an electron from the valence band to the conduction band.
Electrons and holes1 are separated by the built-in electric field and flow in opposite directions. They
are extracted from the perovskite layer into the ETL and HTL respectively and eventually collected at
the terminals. The resulting current can deliver power to a load.

Figure 1.6: Simplified band diagram of a perovskite solar cell in thermal equilibrium.

Motion of carriers that is caused by an electric field is called drift. This is not the only process that can
induce a current in the semiconductor. Carriers also flow on average from regions where the carrier
density is high to regions of low concentration. This process is called diffusion. Drift and diffusion
compete with recombination (processes by which an electron loses energy, see chapter 2) in the bulk
material and recombination of charge carriers at the interfaces between the different layers. Next to this,
defect states in the bandgap play an important role in semiconductor devices. Such electronic states
affect recombination and the absorption characteristics (see section 2.3 and 2.5). The accumulation of
charge in defects also has an impact on the electric field inside the semiconductor material. The latter
is very important in our model for hysteresis, as we will seen in section 4.1.

1The concept of holes is discussed in section 2.1.2.
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In the last century there was a lot of interest in research about charge transfer mechanisms of
semiconductors, because of the rapid emergence of new semiconductor technologies. This is reflected
in the number of papers about semiconductors: more than 250,000 have been published in the past
40 years [26]. Most studies were devoted to silicon, but under certain assumptions the same physical
description applies to other semiconductor materials (like perovskite) as well. However, there is still
debate about the charge transfer mechanisms that describe its characteristics [27–30].

1.4.3. Transport layers
A good electron transport layer has a high electron mobility and well matched conduction band edge
energies with the perovskite layer (see also Figure 1.6). It should act as a barrier for holes, while
electrons can easily go through. Similarly, a hole transport layer needs to block electrons and let holes
through, so a high hole mobility and well matched valence band edge energies with the perovskite layer
are required. Both layers can not only improve the power conversion efficiency, but also enhance the
device stability [2]. Typical thicknesses for the ETL lie between 20 and 50 nm. The HTL typically has a
thickness between 30 and 200nm.

Both inorganic and organic materials can be used for the carrier selective transport layers. Meso-
porous designs use metal oxides such as TiO2, Al2O3 or ZrO2 as electron transport material. Metal
oxides can be used for planar configurations as well by depositing them in compact form. Organic ma-
terials like C60 and its derivatives (e.g. PC61BM, PC71BM, ICBA) are also commonly used as electron
transport materials (ETMs) [2]. Popular inorganic hole transport materials (HTMs) are copper iodide
(CuI), copper thiocyanate (CuSCN), nickel oxide (NiOx), vanadium pentoxide (V2O5), molybdenum ox-
ide (MoO3) and tungsten trioxide (WO3) [2]. Widely used organic HTMs, with which high efficiencies
were achieved, are Spiro-OMeTAD, P3HT, PEDOT:PSS and PTAA [2].

A metal contact on the back and a TCO layer on the front complete the device. The metal contact
is either made of gold (Au), silver (Ag) or aluminium (Al) [2]. Also carbon electrodes are considered a
good candidate [31]. The TCO layer must be a good conductor and transmit light very well. Indium-
doped tin oxide (ITO) and fluorine-doped tin oxide (FTO) are frequently used as TCO and in some
cases aluminium-doped zinc oxide (AZO) is used [2]. The metal contact is usually between 50 and
100 nm thick. The optimal thickness of the TCO is a trade-off between efficient light transmission and
low sheet resistance and also depends on the material itself. It is usually between 50 nm and a few
hundred nanometers thick, depending on which material is used and the doping concentration.

1.4.4. Processing techniques
Deposition of the perovskite films is done bymeans of solution processing and/or vacuum deposition [2].
Spin-coating is one of the most common solution processing methods. In spin-coating, a precursor
solution is applied on the center of the substrate, which is then rotated at a high speed to spread the
solution. This is followed by annealing the samples at 90 ∘C. In vacuum deposition the precursors are
deposited as a vapour in a vacuum atmosphere.

In the near future, scalable deposition techniques are required for mass production of large-area
perovskite solar cells. Preferred methods are tape casting, screen printing, inkjet printing, slot-die
coating [32].

1.4.5. Issues
The main obstacle to commercialization of perovskite solar cell is that they generally undergo (rapid)
degradation on exposure to moisture and ultraviolet radiation [33, 34]. Depending on their composition,
also thermal degradation and exposure to oxygen can be an issue. Better results are achieved using
mixed cation and mixed halide perovskites. For instance FA0.83Cs0.17Pb(I0.6Br0.4)3 and FA0.9Cs0.1PbI3
showed enhanced photo-stability and thermal stability [35]. To overcome these stability issues, per-
ovskite modules may require more expensive encapsulation. Next to this, ionic migration could affect
the long-term stability as well [36]. As far as we are aware, the longest lifetimes reported for perovskite
solar cells are about a year [37, 38]. This is much shorter than the expected lifetime of 25 years for
commercially available solar panels. On the other hand, perovskite solar modules have the shortest
energy payback time (EPBT) among existing PV technologies according to a study by Gong et al. [39].

Another issue is that replacement of lead as a major constituent of perovskites turns out to be
difficult. The use of lead raises toxicity issues during device fabrication, deployment and disposal.
Tin (Sn) has been considered the most likely substitute to lead and forms similar compounds with
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more ideal bandgaps [1]. However, tin-based perovskites generally suffer from rapid degradation in the
presence of air. This is mainly due to the instability of Sn +

2 , which is easily oxidized to Sn +
4 [40]. Besides,

also Sn-based perovskites are known to have negative impact on health and environment [41]. The
current perovskite technology can only be deployed in a completely safe way with use of encapsulation
that is resistant to extreme conditions. Therefore it remains interesting to look for other alternatives to
lead, like bismuth [42].

1.5. Hysteresis
Current-voltage (𝐽-𝑉) measurements of perovskite solar cells strongly depend on the history of the
device. Measured 𝐽-𝑉 curves can be drastically different depending on the preconditions, the scan
direction and scan rate [43]. This phenomenon is known as hysteresis in the current-voltage curve.
Anomalous hysteresis has been observed and reported by many research groups, but the underlying
processes are not yet completely understood. It has been suggested to originate from trapping and
de-trapping of charge carriers, (slow) ion-migration or ferroelectric behaviour of the perovskite [44, 45].
So far, there is no theoretical study of the origin of hysteresis due to defects, most likely because of the
inherent complexity and numerical stability of such solutions. This thesis presents a novel study of the
hysteresis phenomena from the theory of defects in semiconductors.

Figure 1.7 shows the typical dependence on scan rate and scan direction. Devices exhibit negligible
hysteresis for both very slow and very fast scan rates. At intermediate scan rates, usually in the com-
monly used range of 1mVs 1 to 100mVs 1, severe hysteresis is observed [45]. At much higher scan
rates another type of hysteresis appears. This is caused by capacitive effects, a very common phe-
nomenon for semiconductor junctions. Also pre-exposure to light (light-soaking) can change device
performance [29]. The magnitude of the hysteretic effect depends on light and voltage bias conditions
prior to the measurement, the scan direction and the scan rate used to measure the 𝐽-𝑉 curve [44].

Figure 1.7: Current–voltage curves of a real perovskite solar cell with pronounced hysteresis for a series of scan rates. The
scan direction is indicated with arrows. Reproduced from Tress et al. [45].

Hysteresis complicates device characterizations because the power conversion efficiency is usually
under- or overestimated depending on the scan direction. Understanding the nature behind hysteresis
can provide useful insights for further progress and performance improvements.
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1.6. TCAD simulations
The physical processes in perovskite solar cells are often too complex to be understood entirely by
simple explanations or described by analytical expressions. Numerical simulations offer the opportunity
to analyse and compare the effects of underlying physics. Device modeling has been widely used
in industry to analyse fabricated cells and to predict the effect of modifications to their design and
materials [46]. For example, Yue et al. [47] used simulations to optimize the thickness of different
layers in PSCs, Neukom et al. [27] used simulations to obtain a deeper understanding of the physical
processes in perovskite material and Liu et al. [48] provides a better quantitative understanding of the
surface recombination velocity with the use of numerical simulations. Simulations can also be used to
analyse different cell structures (see for example Wang et al. [49]).

During this project we want to study current-voltage hysteresis in perovskites using simulations
based on the drift-diffusion model (see section 2.1). Other studies used additional models for ion
diffusion to explain hysteresis. We instead use a novel approach that is entirely based on conventional
semiconductor theory.

Technology Computer-Aided Design (also known as TCAD) will be an important tool for this project.
TCAD refers to the use of numerical computer simulations to develop and optimize the fabrication and
operation of semiconductor devices. TCAD tools solve partial differential equations, such as diffusion
and transport equations inside the semiconductor device. Because of their accuracy and self-consistent
models, TCAD simulations are used widely in the semiconductor industry, where they substitute costly
and time-consuming tests with complex semiconductor devices. There are many TCAD packages
available; the modeling software Sentaurus (Synopsis) and Atlas (Silvaco) have become widely used
in the photovoltaic industry [46]. In order to use these software packages, the physical models need
adjustments to the specific demands for solar cells. We will use Sentaurus TCAD to model perovskite
solar cells. This is a complex toolbox that contains almost all relevant physical models (e.g. drift-
diffusion model, SRH recombination, bandgap lowering).

1.7. Project description and outline
The focus of this thesis project is to implement a simulation platform of perovskite solar cells and to
analyse charge transfer mechanisms among energy states including defect states in the bandgap. We
will evaluate transient behaviour of the system in frequency/time and voltage domain and evaluate and
identify the limiting physical mechanisms. In this project, based on rigorous TCAD simulations, we will
address the following scientific questions:

i) Can we emulate transient behaviour in perovskite solar cells using a drift-diffusion model? What
are the advantages and limitations of the model?

ii) What is the driving force behind the current-voltage hysteresis?

iii) How can the performance of perovskite solar cells be improved?

Chapter 2 introduces the fundamental semiconductor theory and gives a more thorough theoretical
background on perovskite solar cell. Chapter 3 treats the methodology of modeling perovskite solar
cells. Chapter 4 describes the physical processes underlying hysteresis and in chapter 5 we explore
which defects play an important role in the origin of hysteresis. In chapter 6 a realistic model based on
slow defects is discussed and its response upon variation of defect distributions, capture cross-sections
and scan rate is discussed. We provide a broader discussion about the origin of hysteresis in chapter 7.
The conclusions of this study are presented in chapter 8.





2
Theoretical background

This chapter describes the theory used as foundation of perovskite solar cell modeling. It covers the
most important concepts of semiconductor physics, including the drift diffusion model (section 2.1),
defect states and their dynamics (section 2.2) and recombination processes (section 2.3). We describe
the working principle of perovskite solar cells (section 2.4) and give an overview of defects in PSCs
(section 2.5). Time-dependent hysteresis in PSCs is described (section 2.6) and a discussion about
the possible origins is provided (section 2.7). The chapter is concluded with the introduction of the
Hysteresis Index, which is an important figure of merit for quantifying hysteresis.

2.1. Drift-diffusion model
Electrons in a semiconductor are described by the theory of quantum mechanics. The use of a fully
quantum-mechanical description of semiconductors for simulations and computations is not feasible
because of the enormous amount of interacting particles inside a semiconductor material. Instead, it is
common to use a semi-classical model to describe and explain the physics of semiconductor devices.
In this approach, it is assumed that the movement of electrons in the conduction band (and holes in
the valence band) can be described using Newton’s laws and that properties of the particles, such as
their effective mass, are determined by the quantum theory of solids. This work only briefly explains
the involved concepts. More detailed descriptions of semiconductor physics theory can be found in
Sze and Ng [26] and Neamen [25].

2.1.1. Fermi-Dirac statistics
Electrons of isolated atoms occupy atomic orbitals, each of which has a discrete energy level. When
multiple atoms are joined together in a crystal, the orbitals start to overlap. Because of Pauli’s exclusion
principle, no two electrons can occupy the same quantum states. The energy levels split and continuous
bands of allowed energy states are formed. The occupation of these states is described by Fermi-Dirac
statistics. The probability that a quantum state at energy 𝐸 will be occupied by an electron is given by
a probability function 𝑓(𝐸):

𝑓(𝐸) = 1
1 + exp( F )

(2.1)

with 𝑘 the Boltzmann constant and 𝑇 the temperature. The energy 𝐸F is called the Fermi level. In
thermal equilibrium the Fermi level is constant throughout the entire system. Combining Fermi-Dirac
statistics with the density of states (DOS), the number of states that are available at each level of energy
per unit volume, gives us the number of electrons at each energy. In semiconductors the energy bands
are almost entirely filled up to the valence band. The empty band above the valence band is known as
the conduction band. In between these bands there is a forbidden energy range that electrons cannot
populate. This forbidden energy range, which is on the order of a few eV, is called the bandgap. The
lowest energy level of the conduction band is called the conduction band edge (CBE) and the highest
energy level of the valence band is known as the valence band edge (VBE). They are denoted by 𝐸C
and 𝐸V respectively.

11
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2.1.2. Concept of holes
Because the valence band is almost entirely filled by electrons, it is easier to describe it using the empty
states instead. An electron moving from one state to another is equivalent to an empty state moving in
the opposite direction. The net motion of electrons in a nearly full band can thus be described using the
empty states, which we call holes. Although the concept of holes is very convenient for calculations,
it may sometimes lead to confusion. It is important to keep in mind that the movement of a hole is
equivalent to the movement of an electron in the opposite direction and vice versa. Moreover, holes
usually have a different effective mass, mobility, etc. The subscripts 𝑛 and 𝑝 are used to indicate that
a parameter corresponds to electrons or holes respectively.

2.1.3. Drift and diffusion
The basic semiconductor model is also known as the drift-diffusion model or drift-diffusion approxima-
tion. As the name suggest, two main transport mechanisms are considered: drift and diffusion. Drift is
the movement of particles caused by an electric field, whereas a diffusion is due to density gradients.
The drift-diffusion model can be expressed using the basic semiconductor equations, which can be
separated into three classes: current-density equations, continuity equations and Poisson’s equation
[50].

The total current density in a semiconductor is the sum of the drift current and the diffusion current.
For electrons and holes the current-density equations are respectively given by

J⃗ = −𝑒𝜇 𝑛∇𝜓 + 𝑒𝐷 ∇𝑛 (2.2)

J⃗ = −𝑒𝜇 𝑝∇𝜓 − 𝑒𝐷 ∇𝑝 (2.3)

where 𝑛 is the electron concentration, 𝑝 the hole concentration, 𝜇 the electron/hole mobility, 𝐷 the
diffusion coefficient and 𝑒 the elementary charge. The mobility and diffusion coefficient are related to
each other according to Einsteins relation:

𝐷
𝜇 =

𝐷
𝜇 = 𝑘𝑇

𝑒 (2.4)

where 𝑘 is the Boltzmann constant and 𝑇 the temperature.
The second class of equations, known as the continuity equations, describe the balance of particle

fluxes, generation and recombination within the device. They read

𝜕𝑛
𝜕𝑡 =

1
𝑒∇ ⋅ J⃗ + 𝐺 − 𝑅 (2.5)

𝜕𝑝
𝜕𝑡 = −

1
𝑒∇ ⋅ J⃗ + 𝐺 − 𝑅 (2.6)

Here 𝐺 and 𝑅 are the generation rate and recombination rate per unit volume. Both equations state
that the time rate of change in electron (hole) concentration at a particular location is equal to the sum
of the net inflow of electrons (holes) and the generation of electrons (holes) minus the recombination
of electrons (holes).

To obtain the final equation, we use Gauss’s law, which gives the relation between the distribution
of charge and the electric field:

∇ ⋅ D⃗ = 𝜌 (2.7)

In dielectric matter, we can write D⃗ = 𝜖E⃗ with 𝜖 the permitivitty of the semiconductor material. The
charge density can be expressed in terms of the 𝑝, 𝑛, the donor density 𝑁don and the acceptor den-
sity 𝑁acc1. Using the defining relation of the electric potential −∇𝜓 = D⃗, we finally arrive at Poisson’s
equation:

∇ ⋅ (𝜖∇𝜓) = −𝑒(𝑝 − 𝑛 + 𝑁don − 𝑁acc) (2.8)

Together equations (2.2),(2.3),(2.5),(2.6) and (2.8) constitute the basic semiconductor equations. Ad-
ditional models are required to compute the carrier mobility, generation and recombination.
1A description of donors and acceptors can be found in Sze and Ng [26].
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2.1.4. Material interfaces
At the interface between two different materials, a heterojunction is formed. At such interfaces 𝐸C and
𝐸V are often not continuous (see for example the band diagram in Figure 1.6 in chapter 1). The jump
across the interface is called band offset and can be described using the electron affinity rule. This rule
reads that the band offsets equal:

Δ𝐸C = 𝐸C,1 − 𝐸C,1 = 𝑒(𝜒 − 𝜒 ) (2.9)

Δ𝐸V = 𝐸V,1 − 𝐸V,1 = (𝑒𝜒 + 𝐸G,1) − (𝑒𝜒 + 𝐸G,2) (2.10)

where 𝜒 is the electron affinity and 𝐸G the bandgap of the respective material.
At heterojunctions conventional transport equations can no longer be used because gradients are ill

defined across the interface. Transport across the interface is instead described by thermionic emission
and tunneling. More on this can be found in Sze and Ng [26] or Neamen [25].

2.1.5. Quasi Fermi-levels
When the device is not in equilibrium, the Fermi level is no longer defined. In that case we can use the
conduction band quasi-Fermi level (𝐸F, ) and valence band quasi-Fermi level (𝐸F, ) instead. They are
defined using the following relations:

𝑛 = 𝑁C𝐹 / (
𝐸F, − 𝐸C
𝑘𝑇 ) (2.11)

𝑝 = 𝑁V𝐹 / (
𝐸V − 𝐸F,
𝑘𝑇 ) (2.12)

where 𝐹 / is the Fermi integral of order 1/2. 𝑁C and 𝑁V are the effective density of states of the
conduction band and the valence band respectively. When the carrier densities are not too high, they
can be very well approximated using Boltzmann statistics. Although in all our simulations we use Fermi-
Dirac statistics because this is physically more correct, the formulas based on Boltzmann statistics are
more insightful and worth stating here:

𝑛 = 𝑁C exp(
𝐸F, − 𝐸C
𝑘𝑇 ) (2.13)

𝑝 = 𝑁V exp(
𝐸V − 𝐸F,
𝑘𝑇 ) (2.14)

2.2. Defect states
Defects in the lattice introduce allowed energy states in the bandgap, so-called defect states. An
electron (or hole) can be trapped in such a defect. Defects (or traps) may therefore lead to localized
charge accumulation.

The electronic states associated with defects are typically divided into two broad categories: shallow
and deep defects [51]. Shallow defects correspond to centers with extended electronic wave functions
and their energy is close to either the valence or conduction band. These states usually arise because
of disorder. Deep defects on the other hand, are strongly localized and lie deeper in the bandgap.
Deep states act as recombination centers and generally decrease solar cell performance (see also
section 2.3).

The occupation dynamics of defect states are described by the capture and emission of electrons. We
consider the four process shown in Figure 2.1:

(1) Capture of an electron from the conduction band.

(2) Emission of an electron to the conduction band.

(3) Capture of an electron from the valence band.

(4) Emission of an electron to the valence band.
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Figure 2.1: Illustration of the four processes involved in the occupation dynamics of defects, using the electron picture (left) and
the hole picture (right).

The electron occupation 𝑓t of a defect (0 if empty and 1 if occupied) changes because of these pro-
cesses. This can be described using

𝜕𝑓t
𝜕𝑡 = (1 − 𝑓t)𝑐C − 𝑓t𝑒C + (1 − 𝑓t)𝑐V − 𝑓t𝑒V (2.15)

where 𝑐C denotes the electron capture rate from the conduction band of an empty defect and 𝑒C denotes
the electron emission rate to the conduction band of an occupied defect. The electron capture and
emission rates from and to the valence band are denoted by 𝑐V and 𝑐V respectively.

Sometimes it is easier to describe these processes using holes instead: capture of an electron is
the same as emission of a hole and vice versa. This is shown in the right side of Figure 2.1. One can
easily switch between both pictures by substituting 𝑐C/V = 𝑒C/V and 𝑒C/V = 𝑐C/V where 𝑐 and 𝑒 are
the hole capture and emission rates. Note that the hole occupation of a defect equals 1 − 𝑓t.

The electron capture rate 𝑐C from the conduction band is modeled as

𝑐C = 𝜎 𝑣th𝑛 (2.16)

with 𝜎 the electron capture cross-section, 𝑣th the electron thermal velocity and 𝑛 the electron density
at the same location as the defect. Similarly, the capture of holes from the valence band is modeled
as

𝑐V = 𝜎 𝑣th𝑝 (2.17)

with 𝜎 the hole capture cross-section, 𝑣th the hole thermal velocity and 𝑝 the hole density at the same
location as the defect.

In thermal equilibrium the capture rate 𝑐C of electrons from the conduction band must be equal to
the emission rate 𝑒C of electrons to the conduction band. A relation between capture- and emission
coefficients follows from the principle of detailed balance: in thermodynamic equilibrium, the rate of
capturing electrons from a reservoir must be equal to the rate of emitting electrons to this reservoir.
This reservoir can either be the conduction band electrons or the valence band electrons. The emission
rates are related to the capture rates as follows:

𝑒C
𝑐C
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (2.18)

𝑒V
𝑐V
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (2.19)

with 𝐸trap the defect energy and 𝐸F, and 𝐸F, the quasi-Fermi levels for electrons and holes respectively.
In Appendix A we present a simplified derivation based on the work of Shockley and Read Jr [52].
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2.3. Recombination
Electrons and holes can recombine through various recombination mechanisms. The most important
are direct recombination, Shockley-Read-Hall recombination, Auger recombination.

2.3.1. Direct recombination
Direct recombination, also known as band-to-band recombination, is a process that mainly occurs in di-
rect bandgap semiconductors . Because hybrid lead halide perovskites are considered direct bandgap
semiconductors in most published literature, this process is also relevant for PSCs [53]. The recom-
bination rate corresponding to this process is proportional to the concentration of electrons 𝑛 and the
concentration of holes 𝑝 [26]:

𝑅direct = 𝛽(𝑛𝑝 − 𝑛i ) (2.20)

Here 𝛽 is the recombination coefficient. For lead-halide perovskites the recombination coefficient lies
approximately in the range 10 11 to 10 9 cm3 s 1 [54–56].

2.3.2. Shockley-Read-Hall recombination
In the Shockley-Read-Hall (SRH) recombination process, electrons and holes do not recombine directly
from band to band. Instead recombination is facilitated by electronic defect states: an electron from the
conduction band can be trapped by a defect and consequently recombine with a hole from the valence
band. Any excess energy in this process is dissipated into the lattice, making it a non-radiative process
[6]. The recombination rate is given by [26]:

𝑅SRH =
𝜎 𝜎 𝑣th𝑁t(𝑝𝑛 − 𝑛 )

𝜎 (𝑛 + 𝑛 exp( trap F, )) + 𝜎 (𝑝 + 𝑛 exp( F, trap ))
(2.21)

where 𝜎 and 𝜎 are the capture cross-sections for electrons and holes, 𝑣th is the themal velocity, 𝑁t
the defect density, 𝑛 the intrinsic carrier density, 𝐸trap the defect energy and 𝐸F, is the Fermi level of
an intrinsic semiconductor.

2.3.3. Auger recombination
Auger recombination is a three particle process. It is the direct recombination of an electron and a
hole, accompanied by momentum and energy transfer from the recombining electron and hole to a
third particle. If this third particle is an electron, it gets excited into the conduction band and then
relaxes by transferring its energy to the lattice. Similarly, if the third particle is a hole, it gets excited
into the valence band and relaxes again. The recombination rates for electron-electron-hole (𝑅eeh) and
electron-hole-hole (𝑅ehh) processes strongly depend on the carrier concentrations and are given by

𝑅eeh = 𝐶 𝑛 𝑝 (2.22)
𝑅ehh = 𝐶 𝑛𝑝 (2.23)

where 𝐶 and 𝐶 are the Auger coefficients. For MAPbI3 the Auger coefficients are estimated to be
approximately 10 28 cm6 s 1 [57, 58]. The net rate of Auger recombination is modeled as

𝑅Aug = (𝐶 𝑛 + 𝐶 𝑝)(𝑛𝑝 − 𝑛i ) (2.24)
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2.4. Working principle of perovskite solar cells
Despite the fact that the underlying physical processes of PSCs are not yet entirely understood, the
main working principles are very similar to other thin-film solar cells. Almost all of the light is absorbed
in the perovskite layer, where electron-hole pairs are created by the absorption of a photon. Assisted
by a built-in electric field, the electrons and holes are separated and extracted from the absorber layer
at the ETL and HTL respectively.

2.4.1. Built-in electric field
The built-in electric field is a result of a work function difference between the perovskite layer and the
ETL and between the perovskite and the HTL. The ETL has a lower work function than the perovskite.
When the two materials are placed in contact, electrons diffuse from the ETL to the perovskite layer,
leaving behind positively charged ions. The HTL has a higher work function than the perovskite. When
those two materials are placed in contact, holes diffuse from the HTL into the perovskite layer, leaving
negatively charged ions behind. The resulting charge distribution creates a built-in electric field in the
perovskite layer. A more detailed description can be found in Sze and Ng [26] or Neamen [25].

2.4.2. Band diagrams
Figure 2.2a shows a band diagram of a perovskite solar cell in equilibrium without illumination. Ideally
the perovskite absorber layer is an intrinsic semiconductor and the depletion region extends over the
entire absorber layer, resulting in a uniform built-in electric field. In practice unintentional doping usually
causes the absorber layer to be p-type or n-type [59–62]. As a consequence the electric field is not
uniform and weaker on one side of the device.

The ETL and the perovskite must have a relatively small conduction band offset, such that electrons
can be easily extracted. A large valence band offset is preferable as this prevents holes from reaching
the ETL, where they could recombine with electrons before extraction from the device. Analogously,
the HTL and the perovskite should have a relatively small valence band offset and a large conduction
band offset.

Under illumination the Fermi level splits into 𝐸 and 𝐸 . The difference between these levels is
a measure of the conversion efficiency from radiative energy to electrochemical energy. When a bias
is applied, the built-in electric field is reduced and eventually the quasi-Fermi levels will be flat. The
open circuit voltage 𝑉OC is therefore limited by the work function of the carrier selective contacts layers.
Figure 2.2b shows the band diagram in open circuit.

(a) Band diagram in the dark. (b) Band diagram under illumination.

Figure 2.2: Simplified band diagrams of a PSC (a) in the dark with no applied bias and (b) under illumination in OC.
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2.4.3. Absorption coefficient
Figure 2.3 shows the absorption coefficient of MAPbI3 and several typical other PV materials. The high
absorption coefficients of perovskite materials is a great advantage, because a thin perovskite layer
suffices to absorb most of the light [63]. This means that the carriers only have to travel a short distance,
which reduces the probability that they recombine before they are extracted. Another advantage of a
thin absorber layer is that the built-in electric field is stronger, because the same potential drops over a
shorter distance.
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Figure 2.3: Effective absorption coefficient of a MAPbI3 perovskite thin film (in red) compared with other typical PV absorber
materials. Reproduced from De Wolf et al. [63].

2.5. Defect states in perovskite solar cells
In recent years a lot of experimental and theoretical evidence for defect states in perovskites has been
found [64–67]. The excellent performance of PSCs is often attributed to low defect densities compared
to other amorphous materials. Nevertheless, there is still much uncertain about the defect physics in
perovskites, including their causes and nature.

Defects in crystalline semiconductors can be categorized as either interruptions to an otherwise
perfect crystal lattice or as foreign atoms in the lattice (impurities). Figure 2.4 shows what these defects
look like in a perovskite crystal.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k)

Figure 2.4: Illustration of point defects and higher-dimensional defects in a perovskite crystal lattice (green, black, and pink
dots represent the A-, B-, and X-site ions respectively). (a) perfect lattice, (b) vacancy, (c) interstitial, (d) anti-site substitution,
(e) Frenkel defect (simultaneous interstitial and vacancy of the same ion), (f) Schottky defect (anion and cation vacancies
occurring together), (g) substitutional impurity (h) interstitial impurity, (i) edge dislocation, (j) grain boundary, (k) precipitate.

Reproduced from Ball and Petrozza [68].

2.5.1. Measurement techniques
The energetic and spatial distribution of defects in PSCs have been primarily determined using thermal
admittance spectroscopy (TAS), thermally stimulated current (TSC), deep level transient spectroscopy
(DLTS) and space-charge limited current (SCLS) analysis [69]. The results vary a lot, most likely be-
cause of different fabrication procedures. Also ion migration complicates the various analyses. Below
we briefly discuss some of these techniques in more detail. This should give a good impression of the
complexity and resulting uncertainties of defect measurements.

A relatively popular technique for perovskites is thermal admittance spectroscopy (TAS) [51]. In
admittance spectroscopy measurements the complex admittance 𝑌 = 𝐺+𝑗𝜔𝐶 is measured, which is a
function of the conductance 𝐺 and the capacitance 𝐶. To this end, the solar cell is biased at a fixed DC
operating condition and an AC signal with frequency 𝜔 is applied to the cell. The measured admittance
mainly originates from charging and discharging defects at locations where their energy level is very
close to the Fermi level. This is illustrated in Figure 2.5. Electronic defect states above the Fermi level
are assumed to be empty and states below the Fermi level to be filled. When a small deviation of the
potential is applied, the Fermi level changes slightly and consequently some defect states will release or
capture charge carriers. The admittance depends on the applied frequency 𝜔 and temperature. Defect
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states can only respond if the frequency is low enough and/or the temperature high enough (see also
section 2.2). The frequency and temperature determine a cut-off energy (demarcation energy) 𝐸 and
only defect states for which the defect energy 𝐸t is smaller than 𝐸 are able to respond. The energetic
distribution of defects can thus be measured by modulating the frequency and temperature.
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Figure 2.5: Schematic of band bending with one deep defect state at energy T. Localized defect states near T can change
their occupation in response to a small change in the Fermi level caused by the applied AC voltage.

Drive-level capacitance profiling (DLCP) is an alternate capacitance-based technique similar to ad-
mittance spectroscopy. It can be used to measure spatial and the energetic distribution of defects in
perovskite devices [70]. A detailed explanation of this technique can be found in the work of Heath
et al. [71].

Another technique that can be used is thermally stimulated current (TSC) measurements. For this
technique the sample is first cooled to a very low temperature. Then charge carriers are generated by
illumination and the sample is held at a constant temperature for some time so that charge carriers will
relax in the density of states and occupy defect states. Now the temperature is increased at a (slow)
constant rate and as a result defect states gradually release the trapped carriers. At low temperatures
only shallow defects will release carriers, but as temperature increases there will be enough thermal
energy for deep defects to release carriers. The release of carriers induces a current which can be
measured and related to the defect density.

2.5.2. Deep defects
Yin et al. showed using theoretical calculations that the dominant defects in MAPbI3 are shallow defects
[65, 72]. They calculated that defects with deep levels in the archetypal perovskite MAPbI3 have high
formation energies [65]. Based on this result they concluded that deep defects are unlikely to form
and that perovskites only have shallow defects. This partially explains the long electron-hole diffusion
length and high open circuit voltage in perovskite-based solar cells. Indeed very low defect densities
of 3.3 × 1010 cm 3 are observed in MAPbI3 single crystals [66]. However, based on first-principles
calculations, Agiorgousis et al. showed that strong interactions between lead cations and iodide anions
result in particular charge states with significantly lowered energy [73]. This would lead to the presence
of deep defects within the band gap. Depending on the growing conditions, deep defects can be present
in the material.

2.5.3. Interface defects
At the interface between different layers there usually is a mismatch between the lattices of the two
layers. The density of deep defects close to the interfaces can therefore be orders of magnitude larger
than in the bulk. In hybrid metal-halide perovskties almost all charge recombination centers are local-
ized on the surfaces [74].

Using drive-level capacitance profiling, Ni et al. were able to resolve the spatial and energetic dis-
tribution of defect states in metal halide perovskite solar cells. Figure 2.6 shows the spatial profile of
defects in polycrystalline films. They measured defect densities of 2.2 × 1016 cm 3 in the perovskite
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layer near the ETL interface and 1.2 × 1017 cm 3 near the HTL interface [70]. The charge defect den-
sities of all depths of the interfaces were one to two orders of magnitude greater than that of the film
interior, with a minimal density of 9.2 × 1014 cm 3. Also Baumann et al. measured much lower densities
in the bulk. Using TSC measurements, they found defect states in MAPbI3 solar cells with activation
energies around 500meV and a defect density of approximately 1015 cm 2 [64].

Figure 2.6: Spatial profile of defect density for a MAPbI3 PSC with C60 as ETL and PTAA as HTL.
Data is adapted from Ni et al. [70].

2.5.4. Passivation
By depositing a thin layer of a suitable material onto the perovskite interface, the number of defects
can be reduced. This is called (chemical) surface passivation. For example various materials can be
used to passivate the interface between ETL and perovskite, like self-assembled monolayers of organic
molecules (SAMs) and fullerene/graphene derivatives [74].

2.5.5. Tail states
Amorphous materials do not have long-range structural order as in single-crystals. The structural disor-
der gives rise to localized electronic states inside the bandgap with energy levels just above the valence
band edge and just below the conduction band edge (see Figure 2.7). These shallow states are known
as band tails and show almost universal characteristics among different materials [75]. Band tail states
are observed in a large variety of amorphous semiconductors and originate from structural disorder in
the material [76–78]. The DOS of Urbach tails follows an exponential distribution with a characteristic
energy𝑊 (valence band tail states) and𝑊 (conduction band tail states). The characteristic energy is
a measure of the width of the band tails (see chapter 3 for a more detailed description).
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Figure 2.7: Illustration of the density of states for a perovskite material. The valence and conduction band are shown in blue
and the tail states are red. VME and CME are the valence band mobility edge and the conduction band mobility edge
respectively. Note that, for clarity, the characteristic energies are not to scale; tail states are actually very shallow.

Band tail states give rise to an exponential onset in the optical absorption edge [79, 80]:

𝛼(ℏ𝜔) = 𝛼 exp(ℏ𝜔 − ℏ𝜔𝐸 ) (2.25)

Here 𝛼 is the absorption coefficient, ℏ𝜔 the photon energy and 𝐸 the Urbach energy. In semilogarithmic
plots of the absorption spectra the exponential onsets are clearly visible as straight lines. This is shown
in Figure 2.8 for MAPbI3 films at different temperatures. The Urbach energy 𝐸 is typically several meV
and can be easily determined from the slope of the exponential absorption curve.

Figure 2.8: Absorption spectra of MAPbI3 films. Adapted (in edited format) from Ledinsky et al. [81].

The Urbach energy is considered a good estimate for the characteristic energies 𝑊 and 𝑊 of
the band tail states. Values of 15meV, 14.8meV, 16meV for the Urbach energy of MAPbI3 at room
temperature have been reported [63, 81]. For MAPbBr3 an Urbach energy of 23meV is observed [82].
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Based on low-temperature photoluminescencemeasurements and aMonte Carlo simulation, Wright
et al. [67] concludes that FAPbI3 has an exponential tail-state density with characterestic energy scale
of 3meV. This value is much smaller than the Urbach energies observed for MAPbI3, which can be
partly explained by the fact that these measurements were not performed at room temperature. Such a
temperature-dependency would be in line with the results from Ledinsky et al. [81]. Unfortunately little
is known about tail states in other perovskite materials.

2.6. Current-voltage hysteresis
Hysteresis in the 𝐽-𝑉 curve is a phenomenon that cannot easily be expressed in a single numerical
value. Many different behaviours are observed. It manifests itself in reduced short-circuit current, open-
circuit voltage, fill-factor or a combination of the three. Also an S-shaped kink is sometimes observed
for the forward scan [45]. In general the performance of perovskite solar cells is less during a forward
scan than during a reverse scan, but opposite behaviour has also been observed [83]. The former is
known as normal hysteresis, whereas the latter is referred to as inverted hysteresis. Figure 2.9 shows
examples of both behaviours. It can also occur that there are one or more crossing points between the
reverse and forward 𝐽-𝑉 scans. This is known as mixed hysteresis.
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(a) Normal hysteresis.

0 0.2 0.4 0.6 0.8

Voltage (V)

0

5

10

15

20

C
u

rr
e

n
t 

d
e

n
s
it
y
 (

m
A

/c
m

2
)

(b) Inverted hysteresis.

Figure 2.9: - curves of mesoscopic PSCs. Data obtained from Rong et al. [83]. (a) Device showing normal hysteresis where
the performance during reverse scan is better than during the forward scan. (b) Device showing inverted hysteresis where the

reverse scan performs better than the forward scan.

2.6.1. Parameters affecting hysteresis
Hysteresis depends on various conditions, such as light soaking, voltage bias prior to the measurement
and the scan rate [43]. Also the scan direction plays an important role. Forward-reverse and reverse-
forward scans show qualitatively different behaviors [14].

Typically, devices with a normal (n-i-p) architecture display most hysteresis [84], whereas hysteresis
is alliviated for inverted (p-i-n) architectures and mesoporous TiO2-based devices. Also the crystal size
of MAPbI3 is found to influence current-voltage hysteresis, which becomes less severe as the crystal
size increases [85].

Hysteresis is present at commonly used scan rates between 1mVs 1 and 100mVs 1 [45]. This is
in strong contrast to other technologies. For example, hysteresis is also observed silicon solar cells,
but this occurs at much higher scan rates between 15V s 1 and 300V s 1 [29]. For PSCs two trends
are reported concerning the scan rate. Snaith et al. [29] observed that the magnitude of the hysteretic
effect reduces with decreasing scan rate, getting more and more severe as the scan rate is slowed
from 0.3V s 1 to 0.011V s 1. On the contrary, Dualeh et al. [86] reported an opposite trend when the
scan rate is reduces from 0.2V s 1 to 0.01V s 1. More extensive research revealed that hysteresis first
becomes more and more extreme with increasing scan rate, to diminish again when the scan rate is
increased further [45]. For very high scan rates another type of hysteresis can be observed, related to
displacements currents. Depending on the device architecture and fabrication processes, pronounced
hysteresis occurs at different timescales [29, 87]. This alsomeans that even supposedly hysteresis-free
device can have hysteresis that is simply not observed at typical scanning rates.
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2.7. Origin of hysteresis
There is still debate about the origin of hysteresis in the current-voltage curve. The rate-dependent
hysteresis is most likely attributed to the perovskite material and not to any parasitic effects in the ETL
or HTL, as the phenomenon is observed for a wide variety of device architectures with different ETLs
and with or without HTL [45]. Several explanations have been proposed: ion migration, ferroelectric
polarization, capacitive effects and charge trapping/de-trapping.

There is experimental evidence that the cause of hysteresis in the 𝐽-𝑉 curve lies in the formation
of interfacial charge at the interfaces [88]. Weber et al. developed a time-resolved method based on
Kelvin probe force microscopy to measure the local contact potential difference (CPD) as a function
of time and position in a PSC with a conventional (n-i-p) architecture. They applied a voltage pulse
of −0.5V for 750ms to the FTO electrode while the gold electrode was grounded and measured the
CPD. This simulates a forward scan (when the pulse is applied) and a backward scan (after the the
pulse is turned off again). The static CPD map was then subtracted from the CPD maps at later times
to analyse the transient charge distribution. Figure 2.10 shows the ΔCPD map after switching on the
voltage pulse. Using Gauss’s law one can quantify the charge at different positions from this map. The
localized charges are indicated in Figure 2.10 with red (positive) and blue (negative) shaded areas.

The sharp potential step at the perovskite/ETL interface indicates a clear dipolar charge distribution
with positive charges on the perovskite side and negative charges on the SnO2/FTO side. The formation
of this charge happens mainly within 10ms, but it takes hundreds of millisecond to fully stabilize. After
switching off the voltage pulse (not shown in Figure 2.10) these interfacial charges were stable for
over 500ms. All in all, these results show that the formation and release of interfacial charges is the
dominating factor for hysteresis in the 𝐽-𝑉 curve.

Figure 2.10: Cross-section of a PSC after switching on a voltage pulse of 0.5V to the FTO electrode. From left to right: gold
(Au), Spiro-OmeTAD HTL (sp.), perovskite (perov.), SnO2 ETL, FTO and glass. (a) CPD map 2.5ms after switching. (b)

Averaged CPD sections from the rectangular area marked in a at different times after turning on the voltage pulse. This image
is adapted (in edited format) from Weber et al. [88].
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2.7.1. Charge trapping/detrapping
Near the surface of the material perovskites can have large defect densities [70]. These defects could
act as traps for electrons or holes. It was suggested that the defects fill under forward bias and that
they are emptied under short-circuit conditions, resulting in a reduced charge-collection efficiency until
they are filled again [28, 29]. Slow filling and emptying would then cause hysteresis in the 𝐽-𝑉 curve.
Furthermore, it would be consistent with results from Dualeh et al., where a slow component in the cur-
rent and voltage decay was observed [86]. If this is the relevant mechanism, the absence of hysteresis
at very low and high scan rates is simply because the filling and/or emptying occurs at a much higher
or slower rate than the scan rate. Because timescales for trapping and detrapping are likely to depend
on the device architecture and fabrication process, this would also explain why most severe hysteresis
is observed at different scan rates for different devices [29].

2.7.2. Ion migration
Ion migration has been proposed as a possible cause of hysteresis in perovskite solar cells. Excess
ions may be present in the perovskite crystal as interstitial defects and move slowly through the layer
[29]. Under short circuit conditions mobile ions accumulate at the interface, screening the applied po-
tential and thus improving charge collection. Experiments have shown that perovskites indeed exhibit
high ionic conductivity caused by the migration of halide-ions [89]. Density functional theory calcula-
tions on CH3NH3PbI3 suggest that I– anions and MA+ cations diffuse via vacancy assisted migration
with diffusion coefficients of 10 12 cm2 s 1 and 10 16 cm2 s 1 respectively [90]. Moreover, it has been
observed that halide ions in CH3NH3PbI3–xClx are not distributed homogeneously within the perovskite
layer and that their spatial profile depends on the applied bias. Several modeling efforts have been
successful to reproduce hysteresis using mobile ions [27, 30, 91].

2.7.3. Displacement currents
Both carrier (de)trapping and ion migration would give rise to displacement currents in semiconductor
devices, possibly causing hysteresis in the 𝐽-𝑉 curve. An adjustment of the applied bias distorts the
equilibrium and an additional flow of electrons will arise as a result of filling and/or emptying defects or
ionic movements. Displacements currents occur in all semiconductor devices and can for example be
observed in the junction capacitance or diffusion capacitance of a pn-junction. However, displacements
currents cannot explain hysteresis adequately. A rough estimation based on the amount of charge that
would cause the bump in the 𝐽-𝑉 curve shows that the capacitance at 1V applied bias would have to
be larger than 10mFcm 2, whereas the geometric capacitance is in the range of µF cm 2 [45]. This
would mean that there is an unrealistically high charge concentration of 1022 cm 3 for a 200 nm thick
layer. Therefore, displacement currents can be ruled out as the origin of hysteresis at low scan rates.

2.7.4. Ferroelectric polarization
It has been proposed that ferroelectric polarization might play a role in perovskites. Ferroelectricity is a
property of crystals that show spontaneous electric polarazition, which can be reversed in direction by
an external electric field. Ion displacement or alignment of the dipole orientation of the organic cation
could induce this in perovskites [68]. However, it has been shown using piezoelectric force microscopy
that such effects only persist for short timescales [68] and the frequency response that is measured
using impedance spectroscopy is considered uncharacteristic for well-known perovskite ferroelectrics
[92]. Moreover, devices made of the inorganic CsPbI3 perovsite, that cannot be a ferroelectric mate-
rial, and the nonferroelectric semiconductor PbI2 also display hysteresis [84, 93]. So ferroelectricity is
probably not cause of hysteresis.
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2.8. Evaluating hysteresis
To quantify the magnitude of the hysteresis effect it is useful to define a Hysteresis Index (HI). Several
definitions were already proposed, based on the difference in current between the forward and reverse
scan at a given bias (see e.g. Sanchez et al. [94], Kim and Park [85] and Rong et al. [83]) or the
difference in maximum power output (see e.g. Calado et al. [95]). A disadvantage of these definitions
is that the quantity depends on the chosen bias, which is usually chosen between 𝑉OC/2 and 0.8𝑉OC,
making it more difficult to compare different samples. A better way to take into account the entire
voltage sweep is by using an integral measure. We adopt the definition from Nemnes et al. [14]:

𝐻𝐼 =

OC, RS

∫ 𝐽RS(𝑉)d𝑉 −
OC, FS

∫ 𝐽FS(𝑉)d𝑉

OC, RS

∫ 𝐽RS(𝑉)d𝑉 +
OC, FS

∫ 𝐽FS(𝑉)d𝑉

(2.26)

It is clear that −1 < 𝐻𝐼 < 1, with positive values corresponding to normal hysteresis and negative
values corresponding to inverted hysteresis. Larger values of |𝐻𝐼| correspond to stronger hysteresis.
Our definition differs slightly from the one used by Lee et al. [96] in the choice of the denominator.
This choice ensures a more balanced evaluation of both normal and inverted hysteresis. Note that
the hysteresis index has no direct physical meaning, but is mainly intended to easily compare different
cases.

Figure 2.11: Illustration of the Hysteresis Index. The open circuit voltages for reverse scan and forward scan are indicated with
OC, RS and OC, FS respectively. Also the short circuit current ( ) is indicated, although this slightly differs between both

scans. The shaded areas (blue and hatched) represent the integrals in equation (2.26). The HI is defined as the fraction of the
difference between the shaded areas and the sum of the shaded areas.





3
Methodology

This study consists of three parts: (i) exploring the defect properties that affect hysteresis, (ii) building
an understanding of the phenomena that appear in the simulations, and (iii) developing and analysing
a realistic model in accordance with experimental observations and DFT calculations.

The ultimate goal is to build a model to simulate any perovskite device as accurately as possible.
However, such a task is challenging not only due to complexity of the models that demand high com-
putational effort, but also because it is difficult to obtain values of parameters such as defect densities
from experiments [95, 97]. Our device model is based on the results of extensive research carried out
by different groups [98–111].

In a preliminary study we reproduced band diagrams and 𝐽-𝑉 curves from related simulation studies
done by Wager [76], Yue et al. [47] and Neukom et al. [27]. This thesis describes the simulation of
perovskite solar cells showing hysteresis due to slow defects.

As a starting point for our realistic model we use a planar n-i-p architecture consisting of relatively
well known materials. This is easier to model than a mesoporous device. It also does not require
a mechanism that describes the inter-band transfer between the TCO and HTL (necessary for p-i-
n structures). The latter requires additional models, for example an interface hopping model [112].
This would introduce uncertainty in the results due to extra parameters and complicate our search for
responsible defects. In chapter 2 we already mentioned that in general this also architecture displays
the most severe hysteresis.

3.1. Simulation setup
The simulation model we use in this study is implemented in Synopsys Sentaurus (version 2015.6).
Sentaurus is an industry-standard suite of TCAD tools that can be used to simulate the operation of
semiconductor devices. The device structure is generated using Sentaurus Structure Editor (SDE).
Sentaurus uses numerical discretization schemes to solve the mathematical models inside the device.
This requires that the geometric space is subdivided into discrete geometric cells, which we call mesh
generation. Sentaurus has an advanced built-inmesh generator that allows the user to generate amesh
that can be locally refined. We only have to refine the mesh close to interfaces, because generally in
semiconductors the largest gradients (e.g. in the electron/hole density) occur close to interfaces.

The actual device simulation is performed in Sentaurus Device. This tool is capable of self-consistent
optical, thermal and electrical simulations. It uses a Newton-like solver to solve the semiconductor
equations introduced in section 2.1.3 with the appropriate boundary conditions. Generation and re-
combination are computed using additional models. We use the transfer-matrix method to compute
the optical generation inside the device and multiple recombination models. Sentaurus device also
computes thermionic emission and tunneling at material interfaces. To model the occupation dynam-
ics of defects we use models that are already adapted in Sentaurus Device extended with new C++
functions to define a spatial density profile.

Transient time simulations are an essential part of our study to emulate the scan-rate dependent 𝐽-𝑉
curves. Implicit discretization methods are used to solve the time-dependent semiconductor equations.
Next to this, we perform steady-state (or quasi-stationary) simulations. In a steady-state simulation the
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device is assumed to be in equilibrium, i.e. at every point inside the device all quantities are constant
over time. The steady-state solution is important, because it is the long-term response of the system.

Figure 3.1 shows the simulation workflow. The meshed geometry and parameter files are generated
by Sentaurus Device Editor (SDE). Sentaurus Device (SDEVICE) performs the device simulations for
this device structure. Sentaurus Visual (SVISUAL) is used to inspect the results of individual simulations
and eventually MATLAB is used for more advanced analyses. It is quite common that simulation failures
must be resolved manually by reconsidering the mesh, model parameters or numerical methods. We
routinely use Sentaurus Visual to check if the models and mesh behave as expected.

modeling

errors

numerical

issues

Figure 3.1: Schematic representation of the simulation workflow.

3.2. Device structure
Our device model is based on a typical n-i-p device architecture (see Figure 1.5a in chapter 1). The
archetypal perovskite MAPbI3 is used for the absorber layer, the ETL consists of compact TiO2 and
the HTL is made of spiro-OMeTAD. We use ITO as transparent conductive oxide instead of the more
commonly used FTO, because of the lack of information of FTO parameters. Also, there is no indication
that the TCO affects current-voltage hysteresis. The simulation parameters for ITO result from earlier
simulation studies in our group and have been carefully verified before. All other simulation parameters
are obtained from literature, whereby an attempt has been made to compare different sources. The
values are summarized in table 3.1.
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Table 3.1: Material and device parameters of the PSC. r is the relative permittivity, G is the bandgap energy, is the electron
affinity, C is the effective density of states of the conduction band, V is the effective density of states of the valence band, D
the concentration of ionized donors, A is the concentration of ionized acceptors, is the electron mobility and is the hole

mobility.

ITO TiO2 CH3NH3PbI3 spiro-OMeTAD

Thickness (nm) 300 50 400 200

𝜀 3.5 60 [98] 30 [99] 3 [100]

𝐸G (eV) 3.1 3.2 [103] 1.5 [101] 3.0 [102]

𝜒 (eV) 4.7 4 [103] 3.9 [101] 2.2 [104]

𝑁C (cm 3) 4.1 × 1018 1 × 1021 [103] 2 × 1018 [109] 1 × 1018 [103]

𝑁V (cm 3) 1.7 × 1019 2 × 1020 [103] 2 × 1019 [109] 1 × 1020 [103]

𝑁D (cm 3) 1 × 1020 5 × 1017 [105] 0 0

𝑁A (cm 3) 0 0 0 3 × 1018 [106]

𝜇 (cm2 V 1 s 1) 160 6 × 10 3 [103] 0.7 [107] 1 × 10 4 [108]

𝜇 (cm2 V 1 s 1) 40 6 × 10 3 [103] 0.4 [107] 1 × 10 4 [108]

Figure 3.2 shows the device structure and mesh of our simulated cells. We only made full 2D sim-
ulations to analyses specific cells where we did not vary parameters. To save computational time,
one-dimensional simulations have been used for all other experiments. For the one-dimensional case
we used the same layer stack, but assumed the top contact to be transparent. We observed a slightly
reduced current for the 2D simulations in comparison with the 1D case, which can mainly be ascribed
to the lateral resistance in the TCO. Nevertheless, no clear difference in hysteresis was observed at
any point between 2D simulations and 1D simulations.

Figure 3.2: Device structure and mesh used for 2D simulations. Note that the axis have different scales: the layer stack is
much thinner than it extents in perpendicular directions.



30 3. Methodology

3.2.1. Validation of parameters
We have used preliminary simulations with various defect distributions to analyse the sensitivity of
all parameters. We found that variations in the electron affinity, bandgap and Fermi level are most
important. Similar architectures and parameters were previously successfully used by others (e.g.
Minemoto and Murata [109], Liu et al. [103], Wu et al. [110] and Alnuaimi et al. [111]). So the simulation
is based on realistic models and thus revealing realistic trends. In addition, we found reasonable
agreement between the effective density of states and the density of states measured by Tao et al. [3].
Nevertheless, we have to be careful in treating quantitative results because our parameters have not
been verified with real devices.

A wide range of values for carrier mobilities in perovskites is reported in literature. A literature
overview of charge carrier mobilities can be found in [113]. The considerable variation in reported values
could arise from differences in morphologies (thin film, mesoscopic, single crystal, etc.), fabrication
processes and of course the composition of the material. However, it is more likely that the variations
should be ascribed to systematic and statistical errors from different measurement techniques. For
thin film MAPI (solution processed) values between 0.4 cm2 V 1 s 1 and 71 cm2 V 1 s 1 for the electron
and hole mobility have been reported. For our simulations we use an estimation based on the work
of Stranks et al., where the diffusion coefficient of MAPI is estimated from fits to photoluminescence
decays. An estimate for the electron and hole mobilities is obtained with Einsteins relation.

3.3. Optical simulation
Various methods can be used to compute the optical generation in devices. In Sentaurus the transfer-
matrix method, simple optical beam absorption, the raytracingmethod and finite-difference time-domain
and beam propagation method are implemented [114]. We use the transfer-matrix method, which is
commonly used for multi layer systems consisting of different thin films. For every wavelength in the
input spectrum and every location inside the absorption needs to be computed. Assuming that every
absorbed photon creates one electron-hole pair, this then gives the optical generation inside the device.

3.3.1. Transfer Matrix Method
The transfer-matrix method can be used to calculate the optical carrier generation rate for monochro-
matic plane waves penetrating a number of planar, parallel layers. We assume that each layers is
homogeneous, isotropic and optically linear. An illumination window is used to confine the light that is
incident on the surface. This is indicated in Figure 3.2 and covers the entire film except for the metal
top contact.

nj-1

nj

nj+1

Figure 3.3: Schematic representation of the transfer matrix method. Each layer has an outgoing and incoming wave on the top
interface (indicated with a sign) and an outgoing and incoming wave on the bottom interface (indicated with a sign). The

amplitude of the outgoing wave is denoted by and the amplitude of the incoming wave is denoted by .
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The outgoing and incoming waves on both sides of an interface are related by

(𝐵𝐴 ) = 𝑇 , (𝐴𝐵 ) (3.1)

where 𝑇 , is the transfer matrix that can be derived from the Fresnel equations and is given by

𝑇 , = 1
2𝑍 (

𝑍 + 𝑍 𝑍 − 𝑍
𝑍 − 𝑍 𝑍 + 𝑍 ) (3.2)

with the complex wave impedance 𝑍 = 𝑛 cos𝜃 for TE polarized waves and 𝑍 = 𝑛 / cos𝜃 for TM
polarized waves. Here 𝜆 is the wavelength of the incident light, 𝜃 the complex counterpart of the angle
of refraction, 𝑑 the thickness and 𝑛 the refractive index of layer 𝑗. Propagation through layer 𝑗 is
described by the transfer matrix

𝑇 (𝑑 ) = (
exp(2𝜋𝑖𝑛 cos𝜃 ) 0

0 exp(−2𝜋𝑖𝑛 cos𝜃 )
) (3.3)

This relates the waves on both ends of a layer:

(𝐴𝐵 ) = 𝑇 (𝑑 )(𝐵𝐴 ) (3.4)

The intensity of both the TM and TE wave in layer 𝑗 at a distance 𝑥 from the interface between layers 𝑗
and 𝑗 + 1 is given by

𝐼(𝑥) =
ℜ(𝑍 )
ℜ(𝑍 ) ⋅ ‖𝑇 (𝑥)(

𝐴
𝐵 )‖ (3.5)

The total intensity is then the sum of both the TM and TE part.

3.4. Modeling of defects
We consider two types of defects in our model: acceptor-like defects and donor-like defects. Acceptor-
like defects are uncharged when they are empty and negatively charged when they are occupied by an
electron. These defects are also known as electron traps. In contrast, donor-like defects or hole traps
are uncharged when they contain an electron and are positively charged when they are empty.

Accurately modeling the effect of defects in semiconductor devices is a complex task. Reported
measurement results across different laboratories have varied widely and do not agree in the observed
activation energies and there is ambiguity in whether these defects are donor- or acceptor-like [68, 69].

Several different defect distributions are used in our simulations. First, we simulate cells where defects
with a distinct defect energy are embedded in the perovskite layer to identify in which range of defect
energies defects cause 𝐽-𝑉 hysteresis. Secondly, we study the band tail states (see section 3.4.1).
Finally, we use a novel approach to model realistic defect distributions that successfully reproduces
hysteresis in the 𝐽-𝑉 curve (see section 3.4.2).

3.4.1. Band tail states
We use an expression for the band tail states density based on a model by Wager [76]. To this end,
a conduction band mobility edge 𝐸CME is introduced, which distinguishes localized tail states from ex-
tended states in the conduction band by their energy. Note that the conduction band mobility edge
is not equal to the conduction band edge 𝐸C, which can be seen in Figure 2.7. Likewise, there is a
valence band mobility edge 𝐸VME that distinguishes the valence band from the valence band tail states.
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The conduction band tail states are acceptor-like and their density (in cm 3 eV 1) is given by

𝑔TC = 𝑁TC exp(
𝐸 − 𝐸CME
𝑊C

) (3.6)

where 𝑁TC is given by

𝑁TC =
1
2𝜋 (2𝑚

∗

ℏ )
/
√𝑊
2 = 4.9 × 1021 ⋅ √𝑊C ⋅ (

𝑚∗
𝑚 )

/
(3.7)

Here𝑊C is the characteristic energy of the conduction band tail states in eV and 𝑚∗/𝑚 is the unitless
electron effective mass associated with electrons in the conduction band. Analogously, the valence
band tail state are donor-like and their density (in cm 3 eV 1) is given by

𝑔TV = 𝑁TV exp(
𝐸VME − 𝐸
𝑊V

) = 4.9 × 1021 ⋅ √𝑊V ⋅ (
𝑚∗
𝑚 )

/
exp(𝐸VME − 𝐸

𝑊V
) (3.8)

3.4.2. Deep-level defects
We use a novel approach to model the spatial distribution of defects. This is based on the results
from Ni et al. [70] that are described in section 2.5.2. These measurements show a clear decrease
in defect density with distance from the interface. We model this using an exponential function, which
seems a good approximation close to the interface. How far the interface defects extent into the bulk
is parameterized with penetration depths 𝛿ETL and 𝛿HTL. The defect density per unit volume is given by

𝑁t = 𝑁t,ETL exp(
𝑥ETL − 𝑥
𝛿ETL

) + 𝑁t,bulk + 𝑁t,HTL exp(
𝑥 − 𝑥HTL
𝛿HTL

) (3.9)

with 𝑁t,ETL and 𝑁t,HTL the defect densities at the ETL/perovskite and HTL/perovskite interfaces, 𝑥ETL
and 𝑥HTL the positions of the respective interfaces and 𝑁t,bulk the bulk defect density. In conformity with
the measurements from Ni et al. [70], we assume that 𝑁t,HTL = 1018 cm 3 and 𝑁t,bulk = 1015 cm 3.
Based on the outcomes in chapter 5, we assume a relatively high defect density near the ETL, namely
𝑁t,ETL = 1019 cm 3. Figure 3.4 shows the spatial profile that we use in our simulations.

Figure 3.4: Spatial defect distribution used for simulations. The corresponding parameters are given in Table 3.2.
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The energetic defect density profile is modeled using a Gaussian distribution:

𝑁t = 𝑁t, exp(−
(𝐸 − 𝐸 )
2𝐸S

) (3.10)

Here 𝑁t, is the maximum defect density, 𝐸 the average defect energy and 𝐸S the standard deviation
of the Gaussian distribution. Our literature review revealed evidence for the existence of defects with
transition energies around 0.15-0.30eV (see also section 6.5 in chapter 6) [115–117]. Based on this
review and the outcomes from chapter 5, we assume that the defects are acceptor-like with 𝐸t, =
0.25eV. The model parameters are summarized in table 3.2.

Figure 3.5 shows how our simplified model compares to a typical defect energy distribution mea-
sured by Duan et al. [115]. With only this Gaussian approximation we clearly fail to account for the
deeper defects shown in Figure 3.5a. However, in chapter 5 we will show that their contribution to
hysteresis is limited.

(a) Measurements. (b) Simulation input.

Figure 3.5: (a) Measured defect energy distribution of MAPbI3 including a Gaussian fit to the data (shown as a dashed curve).
Adapted from Duan et al. [115] with permission from The Royal Society of Chemistry. (b) Examplary defect energy distribution

used for simulations. Shown is the distribution close to the ETL/perovskite interface for t,ETL 1019 cm 3 eV 1 and
S 20meV.

Table 3.2: Default parameters used for the slow defects. Unless stated otherwise, these parameters are used for all
simulations with our spatially resolved defect model.

Parameter Value Unit Description

𝐸t, 0.25 eV Average defect energy of Gaussian distribution

𝐸S 20 meV Standard deviation of Gaussian distribution

𝑁t,ETL 1 × 1019 cm 3 eV 1 Defect density at ETL/perovskite interface

𝑁t,HTL 1 × 1018 cm 3 eV 1 Defect density at HTL/perovskite interface

𝑁t,bulk 1 × 1015 cm 3 eV 1 Bulk defect density

𝛿ETL 100 nm ETL interface defect depth

𝛿HTL 100 nm HTL interface defect depth

𝜎 1 × 10 23 cm2 s 1 Electron capture cross-section

𝜎 1 × 10 23 cm2 s 1 Hole capture cross-section
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3.4.3. Carrier trapping
Carrier trapping and detrapping by defects is modeled using the theory described in section 2.2. To
study the effect of capture and emisison rates, the capture cross-sections are varied. The thermal
velocity, which also appears in equations (2.16) and (2.17), is a material property and for modeling
purposes its effect can be incorporated in the capture cross-section as well. There are no reported
values of the thermal velocities in perovskites, so we use default values from Sentaurus.

3.5. Recombination
Next to trap-assisted recombination, Auger recombination and radiative recombination are implemented
for the MAPbI3 absorber layer (see section 2.3). The corresponding parameters are summarized in ta-
ble 3.3.

Results from van Reenen et al. already revealed that trap-assisted recombination at the interface
plays a key role in the emergence of current-voltage hysteresis [91]. Because we have not enough data
to model all defects explicitly, we use the following SRH recombination model at interfaces to account
for surface recombination:

𝑅SRH,surf =
𝑛𝑝 − 𝑛

(𝑛 + 𝑛 exp( trap ))/𝑠 + (𝑝 + 𝑛 exp( trap ))/𝑠
(3.11)

with 𝑛 the intrinsic carrier density, 𝐸trap the defect energy and 𝑠 and 𝑠 the surface recombination
velocities for holes and electrons respectively.

Table 3.3: Parameters used for carrier recombination models.

Parameter Value Unit Description

𝛽 1 × 10 10 cm3 s 1 Radiative recombination

𝐶 1 × 10 28 cm6 s 1 Auger recombination (eeh)

𝐶 1 × 10 28 cm6 s 1 Auger recombination (ehh)

𝑠 1 × 103 cms 1 Surface recombination velocity for electrons

𝑠 1 × 103 cms 1 Surface recombination velocity for holes

3.6. Transient simulations
All scans are performed from 1.1V until−0.2V. The reverse scan is immediately followed by the forward
scan starts, without any delay.

3.7. Model validation
To validate that our simulations mimic real perovskite solar cells, we reproduced band diagrams and 𝐽-𝑉
curves without slow defects incorporated in the perovskite layer. Figure 3.6 shows the band diagram
of the simulated PSC in the dark with no applied bias. The band diagram of the same cell under
illumination in 𝑉OC is shown in Figure 3.7. The device has an open circuit voltage 𝑉OC = 1.0V, a short
circuit current 𝐽SC = 19.0A cm 2 and a fill factor FF = 0.67. The band diagrams are as expected from
the theoretical background (see section 2.4). The output parameters are comparable to those of PSCs
showing hysteresis [29, 110].
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Figure 3.6: Band diagram of a perovskite solar cell in the dark with no applied bias. The red and green lines denote the
conduction band edge and the valence band edge respectively. The Fermi-level is shown as a dashed line.

Figure 3.7: Band diagram of a perovskite solar cell under illumination in OC. The red and green lines denote the conduction
band edge and the valence band edge respectively. The conduction and valence band quasi-Fermi levels are indicated by a

red and green dashed line respectively.





4
Governing physical effects

In this chapter we describe the governing physical effects that explain hysteresis as it is observed in
our simulations (see also chapter 6). Hysteresis can be explained by either improvement or reduction
of the carrier extraction efficiency from the absorber layer to the ETL and HTL. During one of the scans
carrier transport is hindered by trapped charge close to the interfaces. From simulating cells with and
without accumulated charge (using both negative and positive charge, and different concentrations),
we found charge accumulation near the interface to be detrimental to the device performance. Here,
we highlight the most important reasons for this reduction in performance.

4.1. Charge polarisation
Figure 4.1a shows the space charge as a function of position inside the device, when positive is trapped
in the perovskite layer near the ETL interface. The trapped charge itself is clearly visible in Figure 4.1a
as a positive peak of space charge in the perovskite layer. The figure also shows that the space charge
in adjacent layers changes in response to the trapped charge: negative charge accumulates in the ETL
and the TCO layer. We thus have charge polarisation at the interface.

Figure 4.1b also shows the space charge as a function of position inside the device, but this time
when negative is trapped in the perovskite layer near the ETL interface. Again, the trapped charge is
clearly visible and the space charge in adjacent layers responds to this: positive charge accumulates
in the TCO layer and the negative peak of space charge in the HTL disappears.

(a) Positive trapped charge. (b) Negative trapped charge.

Figure 4.1: Distribution of space charge when (a) positive charge is trapped in the perovskite layer close to the ETL or (b)
negative charge is trapped in the perovskite layer close to the ETL. For comparison, the space charge distribution in a device
without trapped charge is indicated with a dashed line. From left to right: TCO (green) ETL (yellow), perovskite layer (red) and

HTL (blue).

Now that we know how the space charge redistributes in response to charge accumulation, let us study

37



38 4. Governing physical effects

what the impact is on the operation of the device. Figure 4.2 shows the electrostatic potential as a
function of position inside the device, corresponding to the space charge distributions from Figure 4.1.
As we can see from the figure, accumulation of positive charge leads to a potential barrier close to
the ETL (compare the solid profile with the dotted profile). This barrier hinders efficient extraction of
electrons from the absorber layer to the ETL. This is of course detrimental to the device performance
(see also section 4).

Also accumulation of negative charge is detrimental to the device performance. Figure 4.2 shows
that accumulation of negative charge near the interface leads to a potential drop across the ETL (com-
pare the dashed profile with the dotted profile). As a result, the built-in potential across the absorber
layer is lowered. In a significant part of the absorber layer the slope of the dashed profile is relatively low
(see Figure 4.2). This means that there is a relatively weak electric field. For efficient carrier extraction
we actually want a strong electric field inside the absorber layer, pointing from the ETL to HTL. The
weak electric field explains why we observe reduced device performance in the presence of negative
charge accumulation near the interface.

Figure 4.2: Electrostatic potential inside the device in thermal equilibrium when positive, negative or no charge is trapped in the
perovskite layer (red) close to the ETL (yellow). The corresponding space charge distributions are shown in Figure 4.1. From

left to right: TCO (green) ETL (yellow), perovskite layer (red) and HTL (blue).

In a similar way charge polarisation at the HTL/perovskite interface reduces the performance of the
device. The corresponding space charge distributions and electrostatic potential are shown in Ap-
pendix B.

4.2. Steady state
In the previous section we have seen that charge polarisation at the interfaces is detrimental to the
performance of the device. In this remainder of this chapter, we will illustrate how charge polarisation
due to carrier trapping near the interfaces can cause hysteresis in the 𝐽-𝑉 curve. The key idea is that
accumulated charge near the interface, which has been trapped when the device was reverse biased,
is released very slowly. Consequently, during the forward scan there is significant charge polarisation
and thus reduced performances compared to the reverse scan.

To understand the transient behaviour of PSCs, we first consider the behaviour of a simulated device
in steady state. This device contains acceptor-like defects distributed according to the spatial profile
shown in Figure 3.4 (chapter 3). All defect state properties are given in Table 3.2 (chapter 3).
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(a) (b)

Figure 4.3: Band diagram in steady state when the device is (a) reverse biased ( 0.2V) and (b) forward biased
( 1.1V). The conduction band edge and the valence band edge are denoted with red and green lines respectively. Dashed

lines indicate the conduction band (green) and valence band (red) quasi-Fermi levels.

Figure 4.3 shows the steady state band diagrams in reverse bias (𝑉 = −0.2V) and forward bias (𝑉 =
1.1V). For now, let us focus on the highlighted region. This region lies inside the perovskite layer, near
the ETL. It can be seen in Figure 4.3a that the valence band quasi-Fermi level is closer to the VBE in
this region than in the same region in Figure 4.3b. This means that the hole density is much higher in
forward bias. This is due to holes being pushed towards the ETL when forward bias is applied. The
holes are blocked by the ETL and they accumulate near the interface.
A similar effect can also be observed near the HTL. See chapter 5 for more details.

4.3. Electron trapping by defects
Now that we know that charge accumulates near the interface, let us study its effect on electron trapping
by defects. Figure 4.4 shows the concentrations of trapped electrons during the forward and reverse
scans. The profiles are shown in reverse bias (𝑉 = −0.2V), forward bias (𝑉 = 1.1V) and two biases in
between (𝑉 = 0.5V and 𝑉 = 0.8V). Remind that the scan starts at 𝑉 = 1.1V (blue curve in Figure 4.4d),
switches scan direction at 𝑉 = −0.2V (blue and red curve in Figure 4.4a) and ends at 𝑉 = 1.1V (red
curve in Figure 4.4d).

The steady-state profiles are also included in Figure 4.4. Note that steady-state simulations are
the long-term response of the system, as mentioned in chapter 3. Although steady state is usually not
reached during a scan, it gives us a good indication of the tendency of carrier trapping. That is, the
transient profiles follow the steady-state profile: if the profile is below steady state, it will increase and
if it is above steady state, it will decrease.
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Figure 4.4: Profiles of trapped electrons in the perovskite layer as a function of position. The ETL/perovskite interface is at the
left side and the HTL/perovskite interface is at the right side. The red and blue lines denote the profiles during forward and
reverse scan respectively. The steady state profile is indicated with a dashed line. Note that the horizontal axis is broken to

highlight the differences near the interfaces.

Comparing Figures 4.4a and 4.4d, we notice that much more charge is trapped near the ETL/perovskite
interface in reverse bias. This is also illustrated in Figure 4.5: the lower concentration of holes (and
higher concentration of electrons) causes a higher concentration of trapped charge in reverse bias.
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Figure 4.5: Illustration of the carrier trapping in reverse bias and forward bias. A lower concentration of holes (and higher
concentration of electrons) cause a higher concentration of trapped charge in reverse bias. During the reverse scan carriers
are predominantly trapped and during the forward scan carriers are predominantly detrapped. The low capture cross-section

( 10 23 cm 3) makes the process of trapping and detrapping relatively slow.

Looking at figures 4.4b and 4.4c, there is clearly more charge trapped during the forward scan (red
curve) than during the reverse scan (blue curve). This is due to a slow capture and release of charge
carrier by defects. This is also illustrated in Figure 4.5: the transition between both states (high amount
of trapped charge and low amount of trapped charge) requires trapping and detrapping of carriers.
These processes are relatively slow due to the low capture cross-section of 𝜎 = 10 23 cm2. A low
capture cross-section is really essential for hysteresis to appear, as we will see in chapter 5.

4.3.1. Carrier trapping during the scan
As indicated above, the process of trapping dominates the process of detrapping during the reverse
scan. This is due to two effects:

1. The rate of hole capture from the valence band (detrapping electrons) decreases, because the
hole density 𝑝 decreases:

𝑐V = 𝜎 𝑣th𝑝 (2.17 revisited)

At the same time the rate of electron capture from the conduction band increases, because the
electron density 𝑛 increases:

𝑐C = 𝜎 𝑣th𝑛 (2.16 revisited)

2. The valence band quasi-Fermi level increases during the reverse scan (see the band diagrams in
Figure 4.3). Capture of electrons becomesmore dominant compared to the emission of electrons.
This holds for both interaction with the valence band,

𝑒V
𝑐V
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (2.19 revisited)

and with the conduction band,
𝑒V
𝑐V
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (2.19 revisited)

An analogous reasoning explains why detrapping dominates the process of trapping during the forward
scan.

Taking a closer look at Figure 4.4a, it can be noticed that by the end of the reverse scan the concen-
tration of trapped charge is still lower than what it would be in steady state. Prior to the forward scan
the device is still not in equilibrium and the concentration of trapped charge continues to increase (see
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also Figure 4.4b). This increase does not stop until at some point the concentration is higher than the
steady state concentration again, after which the traps start emptying. For this simulation that happens
when 𝑉 ≈ 0.65V.

4.4. Increased recombination
Figure 4.6 shows the trapped electrons (4.6a), electrostatic potential 4.6b, carrier densities (4.6c) and
recombination (4.6d) in the perovskite layer for both the reverse and forward scan. These profiles
explain how carrier extraction is hindered during the forward scan. Here, we choose to plot at an applied
bias of 0.8V to highlight the differences between the scans as the output currents differ significantly in
this part of the 𝐽-𝑉 curve. In Appendix C more plots for different applied biases can be found.

The higher concentration of trapped charge near the interface (Figure 4.6a) results in the electro-
static potential profile shown in Figure 4.6b (solid line). From the slope of this curve, we conclude that
the electric field inside the absorber layer bulk points in the direction of the ETL during the forward scan.
This is in contrast to the electric field during the reverse scan, which points towards the HTL instead.
Thus, during the forward scan, the electric field does not effectively assist carrier extraction.

Figure 4.6c shows that this leads to much higher carrier densities during the forward scan. Espe-
cially the hole density close to the ETL is significantly higher. In Figure 4.6d it can be seen that this
results in more recombination. Therefore the forward scan displays a reduced output current compared
to the reverse scan.
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Figure 4.6: Profiles of (a) trapped electrons, (b) electrostatic potential, (c) electron/hole densities and (d) total recombination
inside the perovskite absorber layer at an applied bias of 0.8V. The ETL/perovskite interface is at the left side and the

HTL/perovskite interface is at the right side. Each plot shows the profiles during the reverse scan (solid) and the forward scan
(dashed).



5
Exploring the energy domain

To analyse the role of defect energy, we set up simulations where defects with a specific defect energy
are embedded in the perovskite layer. The defects are uniformly distributed over the entire absorber
layer. To highlight the effect of hysteresis we choose a relatively high defect density of 1017 cm 3 and a
typical scan rate of 0.1V s 1. To study the effect of defect density and capture cross-section, we follow a
similar approach but using different capture cross-sections (between 10 28 and 10 20 cm2) and defect
densities (between 1015 and 1018 cm 2). In Figure 5.1 the Hysteresis Index of each simulated cell is
plotted as a function of their activation energy for 𝑁t = 1017 cm 3.

In he figure we highlighted two regions. During a simulation 𝐸F, always lies in the region shaded
with light blue and 𝐸F, always lies in the region shaded with dark blue. Figure 5.2 shows the variation
of the quasi-Fermi levels for a device without defect states. We observe that the quasi-Fermi levels
move closer to the band edges if the applied bias is increased, especially near the interfaces. This is
because increasing the applied bias reduces the electric field in the absorber layer; the extraction of
carriers by drift becomes less effective and the carrier densities increase.1

Looking at Figure 5.1, we observe that shallow acceptor-like defects close to the conduction band
and shallow donor-like defects close to the valence band generate hardly any hysteresis. It stands
out that hysteresis is more apparent if the defect energy is close to 𝐸F, (for acceptor-like defects) or
close to 𝐸F, (for donor-like defects). We also observe that HI attains its highest values for capture
cross-sections around 10 24 cm2 and that HI becomes very small for much lower or higher capture
cross-sections.

1The presence of defect states also influences the quasi-Fermi levels through charge trapping (see also section 5.2.1) and trap-
assisted recombination. With or without defects, the trend remains that the quasi-Fermi levels move closer to the band edges
if the applied bias is increased.
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(a) Simulation results with acceptor-like defects.

(b) Simulation results with donor-like defects.

Figure 5.1: Simulation results with varied defect energy and capture cross-sections. The defects are uniformly distributed with
a defect density of 1017 cm 3 for all simulations. The scan rate is 0.1V s 1. Blue areas indicate the energy range in which the

valence band quasi-Fermi level ( F, ) and conduction band quasi-Fermi level ( F, ) are during a scan.
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Figure 5.2: Cross section of the perovskite layer showing the quasi-Fermi levels as a function of position in the device, at
0.2V applied bias and 1.1V applied bias. Labels indicate which line corresponds to which applied bias ( 0.2V or 1.1V). The

regions in between those lines are shaded because the quasi-Fermi levels lie in these regions when a bias between 0.2V and
1.1V is applied. The left side of the figure is the ETL/perovskite interface and the right side is the perovskite/HTL interface.

5.1. Carrier emission and capture
In order to explain the above-mentioned observations, we have to take a closer look at the trap occupa-
tion dynamics. Here, we present an explanation of our observations, based on analytical expressions
from the theory in section 2.2.

The dynamics describing trap occupation, emission and capture, involves interaction with both the
valence and conduction band. Considering all four processes, i.e. capture and emission from both the
conduction and the valence band, the trap occupation changes as follows:

𝜕𝑓t
𝜕𝑡 = 𝜎 𝑣th𝑛((1 − 𝑓t) − 𝑓t exp(

𝐸trap − 𝐸F,
𝑘𝑇 ))

⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝
interaction conduction band

+𝜎 𝑣th𝑝((1 − 𝑓t) exp(
𝐸F, − 𝐸trap

𝑘𝑇 ) − 𝑓t)
⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝

interaction valence band

(5.1)

The trap occupation rate of change is important because it describes how fast charge accumulates
and how long it takes to release the charge again. In the end, the typical timescales for trapping and
detrapping determine at which scan rate hysteresis occurs.

In steady state, the time derivative vanishes and the trap occupation becomes

𝑓t,0 =
𝜎 𝑣th𝑛 + 𝜎 𝑣th𝑝 exp(

F, trap )
𝜎 𝑣th𝑛(1 + exp( trap F, )) + 𝜎 𝑣th𝑝(1 + exp( F, trap ))

(5.2)

The steady state occupation is relevant because hysteresis can only occur if the number of trapped
carriers changes significantly during a scan. In Figure 5.3 we illustrate this for acceptor-like defects. If
the amount of trapped charge in steady state is significantly higher in reverse bias than in forward bias
(5.3a), there is also a large difference in the amount of trapped charge during both scans due to slow
trapping and detrapping. On the other hand, if the amount of trapped charge changes only slightly in
steady state, the difference in trapped charge during both scans is also small.
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Figure 5.3: Illustration showing the difference between the forward scan and reverse scan. (a) Situation in which there is much
more charge trapped in reverse bias than in forward bias. (b) Situation in which there is only slightly more charge trapped in

reverse bias than in forward bias.

Hysteresis thus requires a significant change in trap occupation during a scan. But how does this
explain the observation that hysteresis is more apparent if the defect energy is close to the quasi-Fermi
level (see Figure 5.1)? Let us first elaborate this for acceptor-like defects close to 𝐸F, (i.e. Figure 5.1a).

Figure 5.4 shows the Fermi-Dirac distributions corresponding to the valence band quasi-Fermi level
in forward bias (1.1V) and reverse bias (−0.2V). Remember that the Fermi-Dirac distribution 𝑓(𝐸)
gives the (average) occupation of electronic states at an energy 𝐸. If we assume there is only electron
capture and emission to and from the valence band, thus exchange of electrons between defect states
and the electronic states in the conduction band is negligible, equation (5.2) simplifies to the regular
Fermi-Dirac distribution (equation (2.1) with 𝐸F = 𝐸F, ). So under this assumption, Figure 5.4 gives the
averge trap occupation 𝑓t in forward bias (1.1V) and reverse bias (−0.2V).

Only for a small range of energies the occupation 𝑓t changes drastically, which is indicated with
a blue shade. This explains why we observe extreme hysteresis for acceptor-like defects close to
𝐸F, . Extreme hysteresis for donor-like defects close to 𝐸F, arises in an analogous way, but is due to
interaction with the conduction band instead of the valence band.

Figure 5.4: Fermi-Dirac distributions corresponding to the valence band in the perovskite layer close to the ETL/perovskite
interface in stationary state. The curves are plotted for 0.2V applied bias (gray) and 1.1V applied bias (black). The dashed

lines indicate the valence band quasi-Fermi level F, . The blue shaded area shows for which energies the value of the
Fermi-Dirac distribution changed significantly.
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So far we neglected interaction with the conduction band. As long as the variation of 𝐸F, is large
enough and 𝐸F, is not too high, the analysis still holds and the occupation of electronic states in the
blue shaded area will indeed change significantly. However, this simplified analysis does not explain
why we also observe hysteresis for defect states deeper in the bandgap (see Figure 5.1).

To explain this, consider Figure 5.5. It shows the electron distribution function for the valence band
and conduction band. Three regions are indicated: (1) energies below the valence band quasi-Fermi
level, (2) energies between both quasi-Fermi levels and (3) energies above the conduction band quasi-
Fermi level. The electron distribution function determines the occupation of an electronic state. Elec-
tronic states in region 1, sufficiently far away from the valence band quasi-Fermi level, are almost fully
occupied by electrons. Similarly electronic states in region 3, sufficiently far away from conduction band
the quasi-Fermi level, are almost entirely empty.
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Figure 5.5: Top: Fermi-Dirac distribution function corresponding to the valence band (light red) and conduction band (dark red).
Bottom: Distribution functions for holes, i.e. the complementary probability distributions of the Fermi-Dirac distributions in the
top graph. The light blue curve corresponds to the valence band and the dark blue curve to the conduction band. Dashed lines

indicate the quasi-Fermi levels.

5.1.1. Defects in region 1 and 3
Defects in region 1 and 3 (see Figure 5.5) cause hardly any hysteresis. If the defect energy stays below
the valence band quasi-Fermi level the entire time (region 1) or above the conduction band quasi-Fermi
level (region 3), the average occupation remains roughly the same during the scan. As a result, there
is hardly any difference between the forward and reverse scan.
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5.1.2. Defects in region 2
For electronic states in region 2 (see Figure 5.5), there will be net emission of electrons to the valence
band, but net capture of electrons from the conduction band. This can also be inferred from equa-
tion (5.1). Let us consider a defect in region 2, such that the quasi-Fermi levels and the defect are
sufficiently far energetically apart. Then we have 𝐸F, ≪ 𝐸trap ≪ 𝐸F, . Equation (5.2) then reduces to 2

𝑓t,0 =
𝜎 𝑣th𝑛

𝜎 𝑣th𝑛 + 𝜎 𝑣th𝑝
(5.3)

When 𝑓t is not too close to 0 or 1, equation (5.1) can be approximated with

𝜕𝑓t
𝜕𝑡 = 𝜎 𝑣th𝑛(1 − 𝑓t) − 𝜎 𝑣th𝑝𝑓t (5.4)

From equation (5.3), it follows that the steady state occupation of defects in region 2 is approximately
independent of the defect energy. It follows from equation 5.4 that its rate of change is also roughly
independent of the defect energy. We thus expect similar behaviour from all defects in region 2. This
explains why we observe the same Hysteresis Index in Figure 5.1 for defect energies in region 2.

5.2. Evaluating trap effectiveness
As explained in the previous sections, a defect with defect energy 𝐸trap at a particular location could
potentially cause hysteresis if its occupation changes drastically when the applied bias is switched
from forward bias to reverse bias or vice versa. To evaluate this, we introduce the quantity Δ𝑓t, which
is defined as

Δ𝑓t = |𝑓t, forward bias − 𝑓t, reverse bias| (5.5)

where 𝑓t, forward bias and 𝑓t, forward bias are the stationary-state electron occupations of electronic states in
forward bias and reverse bias respectively.

If Δ𝑓t is close to 1 for a certain defect energy 𝐸t and position in the device, we expect that the presence
of defects at this energy and position will cause hysteresis in the 𝐽-𝑉 curve. If Δ𝑓t is close to 0, defects at
this energy and position will not cause hysteresis, because their occupation remains approximately the
same during a scan and, consequently, there is no delayed capture/release of charge. This quantity
thus gives a good indication of which defects potentially cause hysteresis.

Figure 5.6 shows a plot of Δ𝑓t as a function of position and defect energy for a device without defects
(only band tails are incorporated in the simulation). The valence band quasi-Fermi level 𝐸F, in reverse
bias (−0.2V) and reverse bias (1.1V) is indicated in dark blue. The conduction-band quasi-Fermi level
𝐸F, is indicated in light blue. We want to highlight three aspects:

• Δ𝑓t is much higher near the interfaces. In the middle of the layer Δ𝑓t is lower than 0.6 (regardless
the energy), whereas values very close to 1 are attained at the interfaces. This shows that the
hysteretic behaviour can be ascribed to defects near the interfaces.

• We observe that Δ𝑓t is high for energies between 𝐸F, in reverse bias and 𝐸F, in forward bias. The
quantity is also high for energies between 𝐸F, in reverse bias and 𝐸F, in forward bias. Below 𝐸F,
and above 𝐸F, , the quantity is almost zero. This means that occupation of defects with energy
near 𝐸F, or changes drastically during a 𝐽-𝑉 scan. It explains (again) why we observe high values
of the HI for these energies in Figure 5.1.

• In between 𝐸F, and 𝐸F, the values of Δ𝑓t are also high near the interfaces. Based on this, one
would expect that defects with energy between the two quasi-Fermi levels also cause severe
hysteresis. Nonetheless, Figure 5.1 shows that the HI for these defects is considerably lower
than for defects in the blue shaded areas (see also 5.1). In section 5.2.1 we explain that this is
predominantly due to a ‘negative feedback mechanism’ that limits the amount of trapped charge.

2The defect energy trap must be sufficiently far apart from F, and F, such that th ≫ th exp(( F, trap)/( ))
and exp(( trap F, )/( )) ≪ . This is a reasonable assumption when trap F, and F, trap are a few tenths of an
eV
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Figure 5.6: Plot of t as a function of defect energy and position. The quasi-Fermi levels in forward bias (1.1V) and reverse
bias ( 0.2 volt) are indicated with light blue ( F, ) and dark blue ( F, ).

All in all, we conclude from Figure 5.1 and Figure 5.6 that acceptor-like defects near the ETL/perovskite
interface with a transition energy near 𝐸F, and donor-like defects near the HTL/perovskite interface with
a transition energy near 𝐸F, can cause severe hysteresis. This is because their average occupation
changes drastically during a 𝐽-𝑉 scan.

5.2.1. Negative feedback in charge trapping
As mentioned above, deep defects with a transition energy between 𝐸F, and 𝐸F, cause less severe
hysteresis than we expect based on Figure 5.6. A closer analysis of our simulations with donor-like
defects showed that only a fraction of these deeper defect states gets occupied in reverse bias. In
Figure 5.7 we have illustrated why this occurs. When positive charge is trapped close to the HTL (a),
this attracts electrons and repels holes (b). Because of the increased electron density and reduced hole
density, trapping of carriers stops (c). This negative feedback limits the amount of trapped charge and
consequently the observed hysteresis. Here, we illustrated the feedback mechanism using donor-like
defects near the HTL, but a similar reasoning can be applied to acceptor-like defects near the ETL.

Figure 5.7: Illustration of the negative feedback mechanism that limits charge trapping. (a) An excess of holes and low electron
density cause charge trapping by defect states. (b) Trapped charge attracts electrons and repels holes. (c) Because of the

increased electron density and reduced hole density, trapping of carriers stops.
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5.3. Effect of defect density
Figure 5.8 shows simulation results with varied defect densities. The profiles remain their character-
istics upon variation of the defect density. As expected, hysteresis significantly reduces for low defect
densities and is almost negligible (< 0.02) for 𝑁T = 1016 cm 3 and lower. Intensified charge accumu-
lation is the main reason for a higher HI at higher defect densities; efficient carrier extraction is more
strongly suppressed during the forward scan at higher defect densities. Besides, SRH recombination
increases at higher defect densities. Together the higher accumulation and increased recombination
result in a larger difference between the scans and thus stronger hysteresis in the 𝐽-𝑉 curve.

So far, we have explored the energy domain with uniform defect distributions in the space domain.
However, measured bulk defect densities vary from 1010 cm 3 for single crystals to 1016 cm 3 in per-
ovskite thin films [61, 64, 66, 70, 115]. Uniformly distributed defects with densities lower than 1016 cm 3

yield very low values of HI, so bulk defects alone cannot reproduce anomalous hysteresis.
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Figure 5.8: Results of simulations with varied defect energy and energy density. The defects are uniformly distributed and the
capture cross-section is 10 23 cm2.

5.4. Band tail states as the origin of hysteresis?
Our next approach to reproduce hysteresis is to vary both the valence and conduction band cap-
ture cross-section of the band tail states. We evaluated the Hysteresis Index at a constant scan rate
of 0.1V s 1, while the capture cross-sections were varied over a range of values between 10 30 cm2

and 10 10 cm2.
We observed some configurations that show light hysteresis and found a strong correlation between

the capture cross-section and the scan rate at which hysteresis was observed. For higher capture
cross-sections hysteresis is most severe at higher scan rates. Although the scan rate at which the
maximum HI occurs depends on the capture cross-section, the maximum value itself seems not to be
affected by the capture cross-section. In chapter 6 we provide more insights about such an effect.
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Figure 5.9: Illustration of varying the characteristic energy of band tail states. The valence and conduction band are shown in
blue and the tail states are red.

Because none of our first results showed really extreme hysteresis, we decided to also vary the char-
acteristic energy of the band tails as shown in Figure 5.9. The black line in Figure 5.10 shows the
Hysteresis Index against the characteristic energy (𝑊C = 𝑊V). The simulated cell displays inverted
hysteresis that becomes more severe as the band tail states have higher characteristic energies. The
current-voltage hysteresis is a result of charge accumulation at the interface, about which we provide
more insights in chapter 4.
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Figure 5.10: Hysteresis Index as a function of characteristic energy ( C V) for a scan rate of 0.1V s 1. The capture
cross-sections are fixed at 10 24 cm2.

Whether the accumulated charge improves or degrades the device performance, depends on the band
structure of the device (see section 4.1). The position of the Fermi level is therefore an important
parameter. Because unintentional doping can change the Fermi level in perovskite material, as men-
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tioned in section 2.4, we varied the position of 𝐸F. We simulated p-type perovskite by adding acceptor
dopants to the layer and n-type perovskite by adding donor dopants. The doping concentrations were
chosen such that for the bulk, in thermal equilibrium:

• 𝐸F − 𝐸V equals 0.1, 0.2 or 0.3eV (p-type)
or
• 𝐸C − 𝐸F equals 0.1, 0.2 or 0.3eV (n-type)

The corresponding doping densities are summarised in Table 5.1. For the lighter doped perovskites
(i.e. 𝐸F − 𝐸V = 0.3eV, 𝐸C − 𝐸F = 0.2eV and 𝐸C − 𝐸F = 0.3eV) almost no difference with the intrinsic
perovskite was observed and therefore they are omitted in subsequent plots.

Table 5.1: Fermi level positions and corresponding doping densities used in for simulations.

Type 𝐸F − 𝐸V (eV) 𝐸C − 𝐸F (eV) 𝑁A (cm 3) 𝑁D (cm 3)

p-type 0.1 3 × 1017

p-type 0.2 6.5 × 1015

p-type 0.3 1.5 × 1014

n-type 0.1 3.0 × 1016

n-type 0.2 6.5 × 1014

n-type 0.3 1.5 × 1013

This time the simulated cells show not only inverted, but also normal hysteresis. For intrinsic and n-type
perovskite the hysteretic behaviour was generally more inverted-like, while only highly doped p-type
perovskite showed normal hysteresis. Figure 5.11 shows the HI as a function of scan rate for different
doping concentrations. For lower scan rates, the magnitude of HI increases with increasing scan rate
and reduces again when the scan rate is further increased. This is in good agreement with the experi-
mental observations described in section 2.6.1. The increase in HI at very high scan rates (> 100V s 1)
is related to electronic displacement currents.

In Figure 5.10 we observe that severe hysteresis requires wider band tails in terms of larger char-
acteristic energy. But Figure 5.11 shows that even cells with very wide band tails (𝑊C = 𝑊V = 50meV)
display relatively low HI values. The magnitude of HI is below 0.04 at all scan rates, whereas cells
with severe hysteresis can have HI values above 0.15 [29]. The low HI values are observed regard-
less of whether the perovskite is intrinsic, p-type or n-type. We thus conclude that slow trapping and
detrapping of carriers by band tail states cannot explain anomalous hysteresis in PSCs.
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6
Realistic model based on interface

defects
In this chapter we will elaborate on the response of our model, as described in section 3.4.2 (chapter 3),
upon variation of defect distributions, capture cross-sections and scan rate. We discuss the simulated
𝐽-𝑉 curves and their dependence on scan rate in more detail. Section 6.3 describes the importance
of capture cross-sections and we show in section 6.4 that hysteresis can be reduced significantly by
reducing the defect density. Section 6.5 provides an analysis of the defect energy, including a discus-
sion about the origin of the defect states that are attributed to hysteresis. Impedance spectra and their
connection to hysteresis are discussed in section 6.6.

6.1. The importance of interfaces
Figure 6.1 shows 𝐽-𝑉 scans for different device architectures and defect distributions. Table 6.1 sum-
marises the parameters used for each simulation. The device in Figure 6.1a has only donor-like defects
near the ETL with an average energy 𝐸t, = 0.25eV. The device in Figure 6.1b has only acceptor-like
defects near the HTL with an average energy 𝐸t, = 1.3eV.

Hysteresis is more apparent in Figure 6.1b than in Figure 6.1a, showing a stronger ‘S-shaped’ kink.
In Figure 6.1c the 𝐽-𝑉 scan of a device with both acceptor-like defects near the ETL and donor-like
defects near the HTL. This shows that hysteresis is even stronger if both defects are present in the
same device. In a way, the detrimental effect of charge polarisation on both sides of the perovskite
layer adds up.

So far, we have seen that our model can reproduce hysteresis in n-i-p architectures. Our model,
however, can be easily extended to other device architectures. Figure 6.1d shows the 𝐽-𝑉 scans for a
PSC with p-i-n structure. We used a simple band-to-band tunneling model for the inter-band transfer
between the TCO and HTL. The material and device parameters are shown in Table D.1 in Appendix D.

55



56 6. Realistic model based on interface defects

0 0.2 0.4 0.6 0.8 1 1.2

Voltage (V)

0

5

10

15

20

C
u

rr
e

n
t 

d
e

n
s
it
y
 (

m
A

/c
m

2
)

(a) Donor-like defects near ETL.

0 0.2 0.4 0.6 0.8 1 1.2

Voltage (V)

0

5

10

15

20

C
u

rr
e

n
t 

d
e

n
s
it
y
 (

m
A

/c
m

2
)

(b) Acceptor-like defects near HTL

0 0.2 0.4 0.6 0.8 1 1.2

Voltage (V)

0

5

10

15

20

C
u

rr
e

n
t 

d
e

n
s
it
y
 (

m
A

/c
m

2
)

(c) Donor- and acceptor-like defects.
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(d) Inverted architecture (n-i-p).

Figure 6.1: - scans for different device architectures and defect distributions. The corresponding properties are summarised
in Table 6.1. The scan rate is 0.1V s 1 in all cases.

Table 6.1: Properties used for simulations of - curves in Figure 6.1. In all cases .

Figure Architecture Defect type 𝐸t, (eV) 𝑁t,ETL (cm 3) 𝑁t,HTL (cm 3) 𝜎 (cm2)

6.1a n-i-p Acceptor 0.25 1019 0 10 24

6.1b n-i-p Donor 1.3 0 1 × 1019 10 24

6.1c n-i-p Acceptor/Donor 0.25 / 1.3 1019 / 0 0 / 1019 10 24

6.1d p-i-n Acceptor 0.25 3 × 1018 0 10 24
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6.2. Current-voltage curves
Figure 6.2 shows simulated 𝐽-𝑉 scans for a range of scan rates. The simulation parameters are given
in Table 3.2 in chapter 3. Pronounced hysteresis is present at scan rates around 0.1-1V s 1. For lower
scan rates hysteresis diminishes, as both the forward and reverse scan approach the steady state 𝐽-
𝑉 curve. Also for higher scan rates we observe reduced hysteresis. This goes along with improved
performance.

The fact that the steady-state 𝐽-𝑉 curve (dashed line in Figure 6.2) lies much lower than the 𝐽-𝑉
curves at high scan rates, reflects that the device degrades over a relatively short time (tens to hundreds
of seconds) due to slow defects near the interface. Figure 6.2 also shows quite well how hysteresis
complicates device characterisation. The long-term PCE (as determined by the steady-state response)
cannot be accurately determined using scan rates slower than 0.01V s 1.
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Figure 6.2: Simulation of - curves under illumination showing pronounced hysteresis. Arrows denote the scan direction and
the scan rates are from 0.01 to 10V s 1. The dashed line represents the steady-state solution.

It stands out that the forward scan shows a clear ‘S-shaped’ curve. A bend is present in the forward
curve, which is responsible for a poor fill factor. Such ‘S-shaped’ curves have previously been reported
in literature for organic and inorganic solar cells, where their origin was attributed to an energetic barrier
for charge extraction at the interface [118].

This particular shape does not quite match the hysteresis as observed in experiments with real
devices. Remarkably, our results do not show hysteresis in the open circuit voltage. Such is for example
the case in measurements of Snaith et al. [29], Chen et al. [119] and Wei et al. [120]. This was also
noted by van Reenen et al. when they modeled hysteresis using ion migration [91]. They suggested
that current and voltage hysteresis must be explained by an alternative mechanism.

On the other hand, the precise shape of 𝐽-𝑉 curves varies vastly across different experiments and
also our simulations show a wide variation in shapes, depending on the defect distribution and scan
rate. ‘S-shapes’ are present in some curves measured by Wu et al. and to some extent also in the
measurements by Tress et al. [45, 110]. Tress et al. also observed a bump in the 𝐽-𝑉 curve during the
reverse scan, which is not observed in our simulations.
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6.3. Capture cross-sections
In Figure 6.3 the Hysteresis Index is shown as a function of scan rate for different capture cross-
sections. This clearly shows the observed trend (Figure 6.2) that hysteresis is most pronounced at a
particular scan rate and diminishes when the scan rate is either decreased or increased. Further, we
observe that varying the capture cross-section shifts the occurrence of hysteresis towards higher or
lower scan rates, but does not change the maximum value of HI itself.
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Figure 6.3: Hysteresis Index for device simulations with varied capture cross-section as a function of scan rate.

Furthermore, we investigated what happens if the capture cross-sections differ for electrons and holes.
Varying 𝜎 while keeping 𝜎 constant (or vice versa) can entirely remove hysteresis in a simulation.
This is because the ‘limiting’ factor is the fastest interaction, i.e. the fastest interaction predominantly
determines how rapid defects are filled and emptied. As we have seen before, there is no hysteresis if
the process of trapping and detrapping is much faster than the scan itself. For a similar reason, different
capture cross-sections can also lead to more extreme hysteresis in simulations.

Capture cross-sections could be different across different devices, depending on the origin of the
defect. Based on Figure 6.3, this could explain why hysteresis is observed at different scan rates for
different architectures.
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6.4. Defect density
To study the effect of defect passivation, we varied the defect density at the ETL/perovskite interface,
while keeping the defect density in the bulk and at the HTL/perovskite constant. Figure 6.4 shows
the Hysteresis Index as a function of scan rate for different defect densities 𝑁t,ETL near the ETL. As
expected, hysteresis becomes more severe with increasing defect density and is clearly noticeable for
defect densities above ~1018 cm 3. Next to this, the range of scan rates for which hysteresis occurs
shifts upwards as the density increases.

The trends in figure Figure 6.4 show that hysteresis can be eliminated by reducing the defect density
near the interface. We discuss this in more detail in chapter 7.
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Figure 6.4: Hysteresis Index for device simulations with varied defect density at the ETL/perovskite interface.
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6.5. Defect energy
Figure 6.5 shows HI as a function of the average defect energy 𝐸t, , all other parameters being equal to
those given in Table 3.2. We observe that hysteresis is most apparent for 𝐸t, = 0.27eV and diminishes
for lower and higher average defect energies. This confirms the earlier analysis in chapter 5 indicat-
ing that, considering acceptor-like defects, only defects with energy close to 𝐸F, cause anomalous
hysteresis.
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Figure 6.5: Hysteresis Index as a function of average defect energy t, for a device with acceptor-like defects near the ETL.

Table 6.2: Defect model parameters used in figures 6.5 and 6.6.

Figure Defect type 𝐸t, (eV) 𝑁t,ETL (cm 3) 𝑁t,HTL (cm 3)

6.5 Acceptor 0.25 1019 1 × 1018

6.6 Donor 1.3 1 × 1018 1 × 1019

Both DFT calculations and measurements indicate that real devices have indeed such electronic defect
states.

Duan et al. have identified the defect energy distribution which reveals a deep defect state 0.16eV
above the valence band in the MAPbI3 perovskite using admittance spectroscopy [115]. Similarly, Xue
et al. found hole traps using admittance spectroscopy in the energy range 0.16-0.23eV with a relatively
large 𝑁t = 1015−1016 cm 3 and a hole carrier capture cross-section 𝜎 = 10 15−10 16 cm2 s 1 [116].
These defects were identified as interface-type defects. Measurements done by Heo et al. revealed
defects with an activation energy of 0.27-0.28eV and defect density of 1017 cm 3, slightly deeper than
the aforementioned results [117].

Shao et al. found even higher activation energies (0.35-0.40eV). Their PL measurements clearly
verified that the majority of defect states are close to the surface of the MAPbI3 films and that they are
most likely electron defects. Moreover, they were only able to passivate these defects by the diffusion
of PCBM into the perovskite using thermal annealing. This is in good agreement with our model that
defects are not strictly localised at the interface, but that instead the defect density gradually decreases
away from the interface.
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6.5.1. Origin of defect states
The defect states are possibly attributed to iodine interstitials (often abbreviated as 𝐼 ). According
to density-functional theory (DFT) calculations an acceptor-like defect with 𝐸T = 0.18eV above the
valence band edge is introduced by such defects [122]. The iodine interstitial is the only one among
the native defects (i.e. vacancies, interstitials, and antisites) causing a low-energy defect state. DFT
analysis of surface defects also showed that only 𝐼 has a deep carrier-trapping state [123]. The results
are also confirmed in another theoretical study, where a defect energy of 0.15eV above the valence
band was found [124].

6.5.2. Donor-like defects near HTL
Based on the analysis in chapter 5, we know that hysteresis can be caused by donor-like defects near
the HTL as well. Figure 6.6 shows HI as a function of the average defect energy 𝐸t, , but this time
for a PSC with donor-like defects. Here, we assumed higher defect densities near the HTL (𝑁t,HTL =
1019 cm 3). The corresponding model parameters are summarised in Table 6.2. Hysteresis is most
apparent for 𝐸t, = 1.26eV. This is in accordance with our earlier analysis in chapter 5 indicating that
donor-like defects causing anomalous hysteresis have energies close to 𝐸F, . Also note that HI is higher
for PSCs with defects near the HTL (the maximum values are 0.17 in Figure 6.5 and 0.41 in Figure 6.6).
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Figure 6.6: Hysteresis Index as a function of average defect energy t, for a device with donor-like defects near the HTL.

6.6. Impedance spectra
To study the behaviour in the frequency domain, impedance spectra are calculated from a small-signal
AC analysis [114]. The response of the device to small sinusoidal signals superimposed on a DC bias is
computed as a function of frequency. The results are shown in Figure 6.7. For comparison we incuded
the impedance spectroscopy results from Neukom et al. in Figure 6.8 [27].



62 6. Realistic model based on interface defects

10-2 100 102 104 106 108

Frequency (Hz)

0

200

400

600

800

1000

C
a

p
a

c
it
a

n
c
e

 (
n

F
/c

m
2
)

 = 10-20 cm2

 = 10-22 cm2

 = 10-24 cm2

(a) Under dark conditions for different capture cross-sections.

10-2 100 102 104 106 108

Frequency (Hz)

100

102

104

106

108

1010

C
a
p
a
c
it
a
n
c
e
 (

n
F

/c
m

2
)

 = 10-20 cm2

 = 10-22 cm2

 = 10-24 cm2

(b) Under illumination for different capture cross-sections.

Figure 6.7: Simulation results of impedance spectra (a) in the dark and (b) under illumination.

(a) In dark conditions. (b) Under illumination.

Figure 6.8: Impedance spectra (a) in the dark and (b) under illumination (measured and simulated by Neukom et al.). Adapted
from Neukom et al. [27]. Copyright 2019 American Chemical Society.

Figure 6.7a shows the capacitance as a function of frequency under dark conditions. The simulations
reproduce the trends of rising capacitance at low frequencies that is also observed by Neukom et al.
[27]. The transition frequency depends strongly on the capture cross-sections. We varied the capture
cross-sections and observed a clear shift of the transition frequency to higher frequencies with increas-
ing cross-sections. Varying the defect density has a similar effect. Higher defect densities shift the
transition frequency to higher frequencies. In addition we observe that the capacitance reaches higher
values if the defect density is increased.

Under illumination a dramatic enhancement of the capacitance is observed for low frequencies.
This is again consistent with reported results in literature [27, 125]. Based on the timescales, it is
likely a manifestation of the 𝐽-𝑉 hysteresis. In this context the term ‘capacitance’ is actually a bit mis-
leading. Capacitance is normally associated with charge-storage, but Jacobs et al. showed that the
giant response can be associated with the quasi-steady-state recombination current of electrons and
holes [87]. In our model the oscillating voltage drives the filling and subsequent emptying of defects.
When defects are filled, carrier injection to the ETL is suppressed. And when the defects are empty, in-
jection is enhanced. As a consequence of suppressed injection, a larger recombination-induced current
flows through the contacts. Because of the delayed carrier (de)trapping, the charge accumulation is
out-of-phase with the voltage modulation and a high conductance is observed. The higher capacitance
under illumination can thus be understood as a consequence of higher recombination rates.
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Discussion

There is still debate about the origin of hysteresis in the current-voltage curve. In previous chapters we
already discussed the most important explanations (chapter 2) and the governing physical processes
(chapter 4 and 5). Here, we provide a broader discussion about the limitations of our model, the origin
of hysteresis and strategies for device improvements.

7.1. Model limitations
In this section, we discuss the model limitations.

• The interfaces layers are sharp/flat and layers are homogeneous.
Our results show that the interfaces play a key role in the device and adding surface roughness
to the model could be a valuable improvement.

• The model neglects ion migration.
So far, the physics of ion migration is not completely understood, but experimental evidence
shows that the local ion concentration is dependent on the applied bias. This could affect material
properties and the defect densities.
On the other hand, so far additional models for ion diffusion have not provided a improved picture
of hysteretic behaviour compared to our model based on consistent semiconductor theory.

• The spatial distribution of defects (figure 3.4) is modeled using an exponential distribution near
the interface. Real distributions show more complex profiles (see figure 2.6 and Ni et al. [70]).
The densities depend on the type of charge-transport layers connecting the perovskite [29, 70],
but there is a lack of information about how exactly.
Moreover, the charge-transport materials, TiO2 and spiro-OMeTAD, contain defect states [115]
as well. In our model, the ETL and HTL are assumed to be free of defects. Modeling efforts by
Almosni et al., however, show that such defects could also induce hysteresis [97].

• We use the same, relatively low capture cross-sections for all defects (see also section 7.2).
Moreover, all defects have the same capture cross-sections for electrons and holes. In chapter 6
we briefly discussed the effect of different capture cross-sections for electrons and holes.

This thesis can be used as a foundation for further research, in which the limitations can be addressed
to reveal more insights about the governing physics.
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7.2. Defect states in perovskites
There is still a lot to elucidate about the defect states in perovskite materials. There is ambiguity in
whether defect states are electron or hole traps [68]. Also capture cross-sections reported by different
laboratories often do not agree, if reported at all. For instance, reported values for the capture cross-
sections vary from 10 21 cm 3 to 10 15 cm 3 [60, 62, 116, 126]. The main problem is that there are
very few reliable techniques for the determination of the capture cross-section of defects. Measuring
very slow defects would demand advanced characterization techniques.

The reported capture cross-sections are lower than we have used in this work. We speculate that
this is caused defect metastability (see Grasser [127]). Metastable defects can occur in more than
one configuration, so the process of trapping could consist of a fast transition followed by a very slow
transition.

7.3. Strategies for device improvement
In this section, we discuss possible strategies for device improvements. Some are already used in
high-efficiency perovskite solar cells [128].

• Interface passivation can be used to reduce defect density near the interfaces. It is usually ap-
plied to reduce SRH recombination. The inclusion of passivating layers is a universal method to
improve device performance and stability and a wide variety of materials is reported to be effec-
tive as passivator in PSCs [74, 129]. For example fullerene is frequently used to passivate the
ETL/perovskite interface and can reduce the number of defects by two orders of magnitude [121].
It is also observed that the hysteresis can be eliminated by surface passivation [130]. Shao et al.
and Wojciechowski et al. showed that fullerene passivation eliminates hysteresis by defect pas-
sivation at the ETL/perovskite interface [121, 131].
Next to this, physical passivation can be applied in perovskite-based solar cells to isolate certain
functional layers from the outside environment to avoid material degradation [130].

• The carrier selective contacts (ETL and HTL) have a large effect on the current-voltage hysteresis.
Utilization of alternative transport layers leads to different magnitudes and timescale of observed
hysteresis [44]. This suggests that surface defect states play a key role in the origin of hysteresis,
which is also in line with our results from chapter 6 that reducing defect densities eliminates
hysteresis. Likewise, Li-treatment of mesoscopic TiO2 electron transport layer can greatly reduce
hysteresis [132]. Heo et al. attributed this to improved charge separation and injection from the
perovskite into the ETL, but also noted that it might be further reduced by the reduction of surface
defects.

• Addition of potassium iodide or 2-aminoethanesulfonamide hydro-chloride (ASCl) in the per-
ovskite were also found to reduce hysteresis [28, 133]. In both cases the bulk and interfacial
defect densities are significantly reduced. The potassium ion is able to prevent the formation of
Frenkel defect. Addition of ASCl results in better morphology and improved crystallization.

The PSC based on the material and device parameters in Table 3.2 in chapter 3 has an open circuit
voltage 𝑉OC = 1.01V, short circuit current 𝐽SC = 11.4A cm 2 and FF = 0.58. Removing all defects
yields a significant increase in 𝐽SC (18.8A cm 2) and FF (0.67), whereas 𝑉OC remains approximately
the same (1.03V). This shows that reduction of defect densities, for example by the above-mentioned
strategies, is important for the development of high-efficiency cells.

If, in addition, we increase the perovskite bandgap to 𝐸G = 1.6eV, we observe an improvement of
𝑉OC (1.25V) and FF (0.71), whereas 𝐽SC (18.6A cm 2) decreases only slightly. Application of different
perovskite materials (or mixed compounds) with different bandgaps could thus also improve device
performance.

For reference, the highest certified efficiency of thin-film PSCs is 25.2% [128, 134]. This cell has an
open circuit voltage of 1.18V, short circuit current density of 25.1mAcm 2 and FF of 0.85. Moreover,
Liu et al. [48] demonstrated that open-circuit voltages exceeding 1.26V are possible. The lower external
parameters in our simulations are probably due to a non-optimized design, use of different materials and
the fact that we do not use an advanced optical simulation for advanced light management schemes.
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7.4. Ion migration
It is often speculated that ion migration plays a predominant role in hysteresis in PSCs [135]. Until
a few years ago, all evidence and modeling efforts consistently supported this idea and simulations
[27, 30, 36, 89–91]. A major objection against this hypothesis was that hysteresis can be reduced by
changing the interfacial contact materials [95]. However, simulation results based on ionmigration show
that hysteresis depends heavily on surface recombination and the diffusion length of charge carriers
[27, 136].

The measurements by Weber et al. [88] that we described in section 2.7, however, reveal a more
fundamental objection against the hypothesis of ion migration. The formation and release of interfacial
charges, as measured by Weber et al. cannot be explained by the simplified solid-state electrolyte
model1 alone. In such a model one would expect electrostatic double layers to form on either sides of
the perovskite layer. Instead a strong potential drop at the perovskite/ETL interface and a much weaker
potential drop towards the perovskite/HTL interface was observed [88]. If ionic migration is indeed
responsible for hysteresis, there must be additional mechanisms like chemical binding or complexation
of ions at the interfaces.

Moreover, Lee et al. observed average migration lengths no higher than 110-130 nm [36]. This
means that iodide ions migrate only approximately 1/3 of the perovskite layer thickness, which suggests
that ion migration cannot explain the observed results of Weber et al. [88].

So far, ion migration has been simulated using a drift-diffusion model for mobile ions [27, 30, 91, 95].
In such models a fraction of the ions is mobile and is able to move trough a homogeneous solid-state
electrolyte, confined to the perovskite layer. These models have their limitations. Neukom et al. dis-
cussed for example that ion migration may be field-dependent and dispersive, and that ions migrate
preferably along grain boundaries [27]. Furthermore, ion migration most probably affects other proper-
ties of the perovskite material as well. Ions are considerably larger than electrons (10 10m vs. 10 18m)
and thus impact the crystal structure, for example through the introduction of iodine vacencies [27]. We
therefore believe that a limit should be posed on the local ‘ion concentration’.

1So far, ion migration is usually understood and modeled as diffusion of ionic species inside the perovskite layer [27, 30, 91, 95]





8
Conclusions and outlook

We have shown that the remarkable transient behaviour of perovskite solar cells can be explained
by charge carrier accumulation due to electronic defect states near the interfaces. We successfully
emulated the phenomenon of hysteresis using the drift-diffusion model. Simulations of perovskite solar
cells with both n-i-p and p-i-n architectures show that acceptor-like defects near the ETL/perovskite
interface with

• defect energy 𝐸t ≈ 0.25eV (with respect to VBE)

• capture cross-section 𝜎 ≈ 10 23 cm2

• density 𝑁t > 1018 cm 3

would cause severe hysteresis at commonly used scan rates. Such defect states are possibly attributed
to iodine interstitials.

We also found that donor-like defects near the HTL/perovskite interface with defect energy 𝐸t ≈ 0.2eV
(with respect to CBE) would cause hysteresis in the 𝐽-𝑉 curve. There is, however, no convincing evi-
dence for the existence of such defect states in perovskite materials. Further research should provide
more clarity on this.

All the evidence suggests that the driving force behind current-voltage hysteresis is slow accumulation
and release of charge near the perovskite interfaces. So far, this was usually attributed to ion migration
in the perovskite material. In this thesis we have shown that the origin could be in interfacial defects
with relatively low capture cross-sections. We were able to reproduce hysteresis using realistic defect
distributions in the spatial and energetic domain. The relatively low capture cross-section is probably
below the limit that we can measure using current techniques. Our results support the claim that
interface defects play a crucial role in the formation of hysteresis.

Further, we ruled out the that band tails are the cause of hysteretic behaviour in PSCs. Interestingly,
while exploring various defects, we noticed that the work function of the perovskite material could
explain why some devices show normal hysteresis and others show inverted hysteresis.

Finally, we studied how the performance of perovskite solar cells can be improved. It was found that
reducing the number of defects is crucial for this. Promising strategies are interface passivation (for
example by inclusion of a fullerene layer) and utilization of alternative materials for the absorber layer,
ETL or HTL.
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8.1. Recommendations
It stands out that we observe a clear ‘S-shaped’ curve in our simulated current-voltage characteristics.
Our results do not show hysteresis in the open circuit voltage and the ‘S-shape’ does not quite match
the hysteresis as observed in experiments with real devices. So far, it is not yet understood why. A
study of the devices at very high applied biases might reveal more insights. Also calibration with real
devices could be fruitful to achieve a closer match between simulations and experiments.

For future device improvements it is essential to reveal the nature of these defect states. So far,
DFT calculations performed on perovskites were only for MAPbI3. In order to obtain a broader under-
standing of perovskites it would be of value to reproduce experimental and computational work for other
perovskite compounds as well. Experimentally identifying defects and understanding their properties
requires a range of advanced complementary techniques [68]. Recently, important steps have been
taken towards amore detailed spatial and energetic profiling of traps states [70]. Still there opportunities
for research in the area of understanding properties of defect states in metal halide perovskites.

Further research is also needed to investigate the effect of ion migration on defect states in the
bandgap. Ion migration could enhance the observed hysteresis and it would be interesting to study the
combined effect with slow carrier trapping near the interfaces.



A
Derivation of the relation between

capture and emission rates
Let 𝑁 be the number of trapping centers per unit volume, 𝑐 (𝐸) the average probability per unit time
that an electron in the range d𝐸 is captured by an empty trap, 𝑒 (𝐸)(𝐸) the average probability per unit
time that an electron is emitted to an empty state in the range d𝐸 by an occupied trap and 𝑁(𝐸) the
density of states function. For the sake of completeness, we repeat that the Fermi-Dirac distribution
function 𝑓(𝐸) is defined as:

𝑓(𝐸) = 1
1 + exp( F )

(A.1)

The electron occupation of a trap is denoted by 𝑓t, which is a number between 0 and 1. It is the
probability that the trap is occupied by an electron. So (1 − 𝑓t)𝑁 is the total number of empty traps
and 𝑓(𝐸)𝑁(𝐸)d𝐸 is the number of electrons in the energy range d𝐸. Evidently the rate of capturing
electrons from the energy range d𝐸 is

(1 − 𝑓t)𝑁 𝑐 (𝐸)𝑓(𝐸)𝑁(𝐸)d𝐸 (A.2)

Similarly, the rate of emitting electrons to the energy range d𝐸 is

𝑓t𝑁 𝑒 (𝐸)(1 − 𝑓(𝐸))𝑁(𝐸)d𝐸 (A.3)

If only this process would be effective, these rates must be equal in the stationary state. It follows that

(1 − 𝑓t)𝑁 𝑐 (𝐸)𝑓(𝐸)𝑁(𝐸)d𝐸 = 𝑓t𝑁 𝑒 (𝐸)(1 − 𝑓(𝐸))𝑁(𝐸)d𝐸 (A.4)

and therefore
𝑒 (𝐸)
𝑐 (𝐸) =

1 − 𝑓t
𝑓t

𝑓(𝐸)
1 − 𝑓(𝐸) = exp(

𝐸trap − 𝐸
𝑘𝑇 ) (A.5)

where we used that

1 − 𝑓(𝐸) = 1 − 1
1 + exp( F )

=
exp( F )

1 + exp( F )
= exp(𝐸 − 𝐸F𝑘𝑇 )𝑓(𝐸) (A.6)

Because 𝑒 (𝐸) and 𝑐 (𝐸) are assumed to be constant, equation (A.5) also holds in non-equilibrium
conditions. In the remainder we will only consider capture of electrons from the conduction band. An
expressions for capture of electrons from the valence band can be derived analogously.
Note that in non-equilibrium we have to consider the quasi-Fermi level 𝐸F, instead of 𝐸F and 𝑓(𝐸)
becomes

𝑓(𝐸) = 1
1 + exp( F, )

(A.7)
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The total rate of capture 𝑐C for an empty trap from the conduction band is:

𝑐C = ∫
C

𝑐 (𝐸)𝑓(𝐸)𝑁(𝐸)d𝐸 (A.8)

Similarly, the total rate of emission to the conduction band for a full trap is obtained by invoking equa-
tion (A.5):

𝑒C = ∫
C

exp(
𝐸trap − 𝐸
𝑘𝑇 )𝑐 (𝐸)(1 − 𝑓(𝐸))𝑁(𝐸)d𝐸 (A.9)

= exp(
𝐸trap
𝑘𝑇 ) ∫

C

exp(−𝐸𝑘𝑇 )𝑐 (𝐸)(1 − 𝑓(𝐸))𝑁(𝐸)d𝐸 (A.10)

= exp(
𝐸trap − 𝐸F,

𝑘𝑇 ) ∫
C

𝑐 (𝐸)𝑓(𝐸)𝑁(𝐸)d𝐸 (A.11)

where we used equation (A.6) again (with 𝐸F replaced by 𝐸F, ). Combining equation (A.8) and (A.11),
we finally find

𝑒C
𝑐C
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (A.12)

Analogously, we have for capture of electrons from the valence band:

𝑒V
𝑐V
= exp(

𝐸trap − 𝐸F,
𝑘𝑇 ) (A.13)



B
Charge polarization at the HTL interface

(a) Positive trapped charge. (b) Negative trapped charge.

Figure B.1: Distribution of space charge when (a) positive charge is trapped in the perovskite layer close to the HTL or (b)
negative charge is trapped in the perovskite layer close to the HTL. For comparison, the space charge distribution without

trapped charge is indicated with a dashed line.

Figure B.2: Electrostatic potential inside the device in thermal equilibrium when positive, negative or no charge is trapped in the
perovskite layer (red) close to the HTL (blue). The corresponding space charge distributions are shown in figure B.1.
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C
Device plots during scans
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Figure C.1: Profiles of the electron density in the perovskite layer as a function of position. The ETL/perovskite interface is at
the left side and the HTL/perovskite interface is at the right side. The red and blue lines denote the profiles during forward and

reverse scan respectively. The steady state profile is indicated with a dashed line.
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Figure C.2: Profiles of the hole density in the perovskite layer as a function of position. The ETL/perovskite interface is at the
left side and the HTL/perovskite interface is at the right side. The red and blue lines denote the profiles during forward and

reverse scan respectively. The steady state profile is indicated with a dashed line.
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Figure C.3: Profiles of the total recombination in the perovskite layer as a function of position. The ETL/perovskite interface is
at the left side and the HTL/perovskite interface is at the right side. The red and blue lines denote the profiles during forward

and reverse scan respectively. The steady state profile is indicated with a dashed line.





D
Simulation parameters of p-i-n PSC

Table D.1: Material and device parameters of the inverted PSC. r is the relative permittivity, G is the bandgap energy, is the
electron affinity, C is the effective density of states of the conduction band, V is the effective density of states of the valence
band, D the concentration of ionized donors, A is the concentration of ionized acceptors, is the electron mobility and is

the hole mobility. Based on Neukom et al. [27].

ITO TaTm CH3NH3PbI3 C60

Thickness (nm) 200 50 500 50

𝜀 3.5 3 30 3.9
𝐸G (eV) 3.1 1.79 1.62 1.92
𝜒 (eV) 4.7 3.59 3.82 3.85
𝑁C (cm 3) 4.12 × 1018 1 × 1021 2 × 1018 1 × 1021

𝑁V (cm 3) 1.7 × 1019 1 × 1021 2 × 1019 1 × 1021

𝑁D (cm 3) 1 × 1020 0 0 1.5 × 1018

𝑁A (cm 3) 0 7 × 1018 0 0

𝜇 (cm2 V 1 s 1) 160 1.5 × 10 3 0.7 8.9 × 10 4

𝜇 (cm2 V 1 s 1) 40 1.5 × 10 3 0.4 8.9 × 10 4
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