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ABSTRACT
Synthetic wind fields generated for wind turbine simulations do not satisfy incompressibility condition, thus, are not divergence-
free. This results in spurious pressure fluctuations when input as a boundary condition to, for example, incompressible large eddy 
simulations (LES). This study investigates the impact of divergence-free correction on synthetic wind fields and their influence 
on wind turbine loads. Although divergence-free correction methods exist, they often modify the wind field energy spectrum 
and unsteady characteristics. Ongoing research addresses these challenges, but the acceptability of such changes and their im-
pact on wind turbine loads has not been adequately studied. This work enforced incompressibility using the Helmholtz–Hodge 
decomposition, solved through spectral and spatial methods. An efficient Fourier-based spectral method was implemented, val-
idated, and tested against the traditional finite difference method used for the spatial approach. Synthetic wind fields based on 
three coherence models were analyzed under three turbine operating conditions. An aeroelastic analysis of the IEA 22 MW wind 
turbine was performed in the 54 wind fields before and after divergence correction. Spectral analysis revealed a reduction in en-
ergy at specific frequencies after the correction for incompressibility. Additionally, the standard deviations of the wind velocities 
changed (despite similar means), consequently affecting the aeroelastic turbine response. A new iterative correction method is 
proposed to mitigate these effects, which preserves first- and second-order statistics while enforcing a divergence-free condition. 
This method is recursively applied, maintaining RMSE changes to the wind field within user-specified bounds. Key findings 
show that the iterative method yields an excellent match in the longitudinal wind field energy spectrum and a closer match in 
wind field standard deviation across the rotor, reducing discrepancies in turbine response. Some discrepancies in the lateral and 
vertical velocity components' higher order statistics were observed. Standard divergence correction (without RMSE constraints) 
led to a decrease of up to 20% in the tower fore-aft moment, while the proposed method reduces this change to −10%. The tower 
top side-side moment was found to increase by 20% by using the former approach, while the proposed correction reduced this 
increase to 10%. Blade root flap-wise bending moment was less affected (up to 5% reduction). Divergence-free wind fields, even 
with similar statistical properties, influence aeroelastic loads. The proposed method aims to achieve physically consistent and 
more comparable wind field analyses and resulting wind loads.

1   |   Introduction

Turbulence is a complex state of fluid motion, consisting of 
pseudo-random yet coherent patterns across various spatial 

and temporal scales, overlaid on an underlying mean flow. 
The range of motions is continuous between large scales de-
termined by the geometry of the problem and small scales 
determined by the viscosity of the fluid [1]. Numerous 
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methodologies can be used to generate turbulence, which 
can be classified into recycling methods and synthetic meth-
ods [1, 2]. The former involves using turbulence modeling 
and numerical simulations to solve for the fluid flow using 
the Navier–Stokes equations for a sufficient amount of time 
to allow for turbulence generation. The latter uses a mathe-
matical procedure to synthesize the turbulence generation to 
fulfill certain constraints. The fidelity of these synthesized 
fluctuations to real turbulence determines how the Navier–
Stokes equations treat them when used as an inflow bound-
ary condition in incompressible numerical simulations. The 
reader is referred to [1–4] for a review of these methods and to 
[5, 6] for a detailed comparison of the performance of differ-
ent inflow generation methods in simulating the atmospheric 
boundary layer (ABL). In one such study, the authors in [6] 
use various synthetic inflow wind fields as an input to com-
putational fluid dynamics (CFD) simulations. They report 
considerable deviations between target and observed values of 
the wind field, which emphasizes the need to refine synthetic 
methods further.

First of all, a brief introduction to the synthetic method is pro-
vided. In computational wind engineering, generating synthetic 
turbulence with defined statistical characteristics is essential 
for numerous applications [7, 8]. The low computational cost of 
synthetic methods makes them more practical for problems of 
industrial interest. The desired characteristics include, but are 
not limited to, mean-velocity profiles, turbulence spectra, and 
representative spatial and temporal correlations. This topic has 
been the focus of extensive research for decades, resulting in the 
emergence of various methodological approaches. Such wind 
fields allow for the assessment of wind loads on structures in 
a controlled and practical manner. Synthesized turbulent wind 
fields may be generated, for instance, using Fourier techniques 
[9, 10], digital filtering techniques [11, 12], and synthetic-eddy 
methods [13]. Within the synthetic methods, this article focuses 
on the Fourier techniques. It may be noted that the abovemen-
tioned synthetic methods may not generally satisfy the continu-
ity equation. In [14], a method was proposed for divergence-free 
inflow using the Fourier method; however, it was applicable 
only for homogeneous and isotropic turbulence, which is not 
truly representative of the ABL [15, 16]. Recent improvements 
to the Fourier method, which can generate anisotropic turbu-
lence, have been proposed in [2]. Similarly, enhancements to the 
synthetic-eddy method have been introduced in [17]. However, 
research on these methods is still not fully mature and needs 
further development and validation. Aiming in general for more 
realism in synthetic fields, and ensuring incompressibility, a 
recent article in [18] proposes a model to generate generalized 
Gaussian wind fields to what they refer to as superstatistical 
random fields. Their approach focuses on constraining these 
random fields on sparse, pointwise atmospheric turbulence mea-
surements to solve the problem of incomplete measurements.

Fourier techniques for generating inflow turbulence are based 
on decomposing turbulence onto a set of harmonic functions 
based on Fourier analysis. Typically, the procedure involves 
using Fourier modes with random phases and a target wind 
field energy spectrum to generate spatially uncorrelated wind 
field fluctuations. Next, a coherence function is introduced, 
and the spatial correlation information is added using Cholesky 

decomposition [19]. Lastly, the mean wind profile is added to the 
fluctuations, resulting in a temporally (using target spectra) and 
spatially (using target coherence function) correlated wind field, 
albeit with random phases. However, this procedure does not 
take into account the compatibility of the synthesized wind field 
with the continuity equation. Consequently, such wind fields 
may not be divergence-free. Hence, despite excellent spatial and 
temporal correlation, the wind fields are not directly suitable 
for use as an input to, for example, numerical simulations using 
large eddy simulation (LES).

Various studies have tackled this drawback and developed 
methods for introducing a divergence-free correction to the 
synthesized wind fields. Several methods involve an a posteri-
ori correction of the synthetic wind field. These research efforts 
stem from the fact that if the synthetic turbulent wind fields do 
not satisfy the continuity equation, spurious pressure fluctua-
tions appear in incompressible numerical simulations to en-
force a divergence-free wind field, leading to inaccuracy in the 
wind field and poor convergence of simulations [17, 20–22]. In 
[20], a method inspired by [23] is used to correct the synthetic 
wind field for incompressibility. The technique from [24] is 
a modification of the algorithm suggested by [25], inspired by 
the well-known pressure-implicit with splitting of operators 
(PISO) algorithm [26] in CFD simulations. These methods are 
applied transiently, that is, at every time step of the synthetic 
wind field or the numerical simulation. In [27], the authors de-
velop a method based on a minimal Lagrangian map to deform 
a Gaussian field generated using random-phase Fourier modes, 
and ensuring incompressibility, and to receive a desired spec-
trum. Another approach is to correct the wind field for incom-
pressibility using the Helmholtz–Hodge decomposition1. This 
approach allows a divergence-free wind field to be used in ap-
plications beyond CFD. For example, one may use more realistic 
wind fields for wind turbine load assessments. The approach 
can also be utilized for wind farm blockage models, for example, 
as seen in [33]. The book by [34] describes the Helmholtz–Hodge 
decomposition as: Let �⃖𝜁  be a sufficiently smooth vector field on a 
bounded domain Ω, with a smooth boundary �Ω. Then, �⃖𝜁  can be 
uniquely decomposed in the form: �⃖𝜁 = ∇D + r⃖, where D is a sca-
lar potential function, the vector field r⃖ has zero divergence and 
is tangential to the boundary along �Ω. Using this information, 
one may apply the divergence operator to the equation and find 
that the scalar potential D can be found by solving the Poisson's 
equation ∇2D = ∇ ⋅

�⃖𝜁  and then the incompressible field r⃖ can be 
found.2 Various methods exist to solve Poisson's equation with 
corresponding boundary conditions (see [30] for different meth-
ods specifically for applying the Helmholtz-decomposition theo-
rem). The most often used methods can be considered either the 
finite difference methods (FDM), which involve solving a sys-
tem of linear equations with matrix operations, or the Fourier 
method, which leverages the properties of the Fourier transform 
to speed up the computation. However, it may be noted that the 
latter faces challenges related to boundary conditions and signal 
periodicity, to name a few (see also [35, 36]). In the field of mag-
netohydrodynamics, the article [37] is also referred to, which 
discusses divergence-cleaning solvers in the same context.

This introduction emphasizes that the divergence-free correc-
tion to synthetic wind fields has gathered significant attention, 
and continuous efforts are made to make them more realistic. 
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For example, the method from [24] is used and tested by the 
authors of [38]. Still, despite similar mean wind profiles in the 
corrected wind field, considerable changes were observed in 
the turbulence intensity profiles. Another study that tackles 
this problem is found in [39], which optimizes the difference in 
Reynolds stresses from a target value. The main objective of this 
study is to improve the accuracy of representing the wind field 
using synthetic methods, for example, when applying synthetic 
turbulence in numerical simulations or wind load simulations. 
In line with the literature, this article addresses two key research 
questions to achieve this goal: (1) How can an algorithm be de-
veloped to enforce the divergence-free condition in synthetic 
wind fields while preserving the characteristics of the original 
field as closely as possible?

(2) What are the effects of neglecting the divergence-free con-
dition on the aeroelastic response of a large wind turbine rotor?

To address these research questions, an iterative method is 
proposed in this article to resolve the unacceptable differences 
in the wind field (as demonstrated later in this study), which 
fulfills both Taylor's hypothesis and the divergence-free con-
dition in the corrected wind field (both identified as essential 
in the study by [2]). A total of 54 different wind fields differing 
in terms of mean wind profiles and coherence models are used 
in this study for a comprehensive assessment and to reduce 
bias due to, for example, random seeds. The iterative method 
is based on solving the Helmholtz–Hodge decomposition using 
a typical FDM method and an efficient FFT-based approach. 
Lastly, a comprehensive analysis is conducted on the wind 
fields and the resulting wind turbine loads in the original and 
the divergence-free wind field, to demonstrate the improved 
accuracy of the proposed iterative algorithm. To contextu-
alize this article in the wind energy domain, it can be noted 
that the current wind turbine design standard laid out in the 
International Electrotechnical Commission (IEC) [40] docu-
ment makes use of two spectral methods, the more physical 
Mann model [41, 42] and the method hereafter referred to as, 
the Kaimal model, given by the Kaimal auto spectrum [43] with 
the modified [44] Davenport's exponential coherence model 
[45]. Theoretically, the homogeneous isotropic Mann model-
based wind field with no shear satisfies the incompressibility 
condition. However, due to the discrete (not continuous) nu-
merical implementation and for anistropic Mann model-based 
wind fields, this is not the case (for instance, see Figure 6 of 
[46]). This study uses the synthetic wind field approach with 
the IEC coherence function and two other coherence functions 
for a comprehensive analysis.

The structure of this article is as follows: in Section  2, the 
methods used in this study are explained, namely, the syn-
thetic wind field generation and the Helmholtz–Hodge decom-
position implementation. Next, Subsection  2.3 describes the 
simulated wind fields and the aeroelastic simulation setup. A 
thorough comparison of the wind field characteristics before 
and after the iterative correction is presented in Section 3. In 
Section 4, the impact of the differences in wind fields on the 
wind turbine aeroelastic response is investigated. Lastly, con-
clusions and recommendations are discussed in Section 5. The 
validation of the Poisson solver developed in this study is pro-
vided in Appendix A.

2   |   Methods

2.1   |   Synthetic Wind Fields

This study utilizes a total of 54 distinct wind fields, correspond-
ing to a combination of three hub-height wind speeds for the 
IEA 22 MW wind turbine [47, 48], three coherence models, and 
six different random seeds (3 × 3 × 6). These wind fields differ re-
garding the inflow conditions, specifically the hub-height wind 
speed, the coherence model applied, and the stochastic variabil-
ity introduced through different random seeds. The three hub-
height wind speed conditions were set as 8.5 m/s (below-rated), 
11.5 m/s (at-rated) and 14.5 m/s (above-rated). The wind shear 
profile for the synthetic wind fields was set based on neutral 
atmosphere LES results, described in [49]. The three coher-
ence models selected were the IEC coherence function [40], the 
Shiotani and Iwatani coherence function (see chapter 9 of [50]), 
and a modified version of the Shiotani and Iwatani function, 
hereafter referred to as SHIW0 and SHIW1, respectively. The 
IEC coherence function for an arbitrary separation r is given by 
Equation (1) [51, 52].

The IEC coherence �2
IEC

 is given in Equation (1), where f  is the 
frequency in Hz, r represents the length of the projection of the 
vector that separates the two points onto a plane that is perpen-
dicular to the average direction of the wind, Lc is the coherence 
scale parameter given as 8.1Λ1 [51], where Λ1 = 42 m is the lon-
gitudinal turbulence scale parameter, for wind load analysis of 
wind turbines with hub heights ≥ 60 m, and Vhub is the velocity at 
the hub height.

The SHIW0 coherence function for vertical (z) and lateral (y) 
directions is given by Equation (2).

In Equation  (2), the coherence functions are defined for only 
purely vertical and lateral points. However, obtaining the coher-
ence functions for diagonally separated points is also necessary. 
The final interpolated SHIW0 coherence function for an arbi-
trary separation r =

√
y2 + z2 is given by Equation (3).

It can be noticed that in Equation (1), there is no dependence on 
altitude (z) and there is no distinction between decay parame-
ters for the lateral and vertical coherence, unlike Equation (3). 
A modified coherence function, SHIW1, was used in addition to 
the abovementioned functions. This altered function was treated 
such that the decay in both lateral and vertical separations was 
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the same, matching the vertical separation decay of the SHIW0 
model, and a = az was employed. It may be noted that the objec-
tive of using multiple coherence functions was to test the robust-
ness of the proposed algorithm in this study—not to compare 
the coherence models.

The synthetic wind fields were generated by adapting the open-
source code [53], which was used in [54] and demonstrated com-
putational efficiency according to [55]. The synthetic wind fields 
were generated for 1024s with a time step of 0.25 s, leading to a 
total of 4096 steps. This 2−D plane of wind data was converted 
to a 3−D wind box using Taylor's frozen turbulence hypothe-
sis [56]. The mean wind speed at hub height and the time step 
were used to convert time steps into spatial steps, for use in the 
Helmholtz–Hodge decomposition. Although a widely used ap-
proach, it should be noted that the use of mean wind speed at 
hub height for the time–space conversion implies that the dis-
tortional effect of shear is not considered in generating the tur-
bulence box. Given the hub-height wind speeds of 8.5, 11.5, and 
14.5 m/s, and the time step used in this study, the stream-wise 
spacing (Δx) was 2.125, 2.875, and 3.625 m, respectively. Given the 
total duration of 1024 s and the different hub-height wind speeds, 
the spanwise length (Lx) of the wind field after implementing 
Taylor's hypothesis was 8.704, 11.776, and 14.848 km, respectively. 
The spanwise (Δy) and altitude-wise spacing (Δz) used was 10 m 
with 35 points in each direction. This led to the total elements 
in the 3−D wind field to be 5017600 elements. A grid sensitiv-
ity study was conducted, which highlighted the implemented 
divergence-correction algorithm's robustness to changes in grid 
size (see Appendix C).

A mathematical coherence formulation was used to assess 
the obtained wind field coherence. The cocoherence, quad-
coherence, and root coherence were computed (Equation  (4), 
where f is the frequency). These refer to the real part, imaginary 
part, and amplitude of a 2-point cross-spectrum, respectively, 
normalized by the product of power spectra for each point [57].

Both the IEC Kaimal and the SHIW coherence model ignore 
the quad cocoherence. Hence, only the cocoherence will be 
presented and discussed in this study. All estimates of cocoher-
ence are later provided using the Welch method [58] with seven 
segments, 50% overlap, and a Hann window function. A simple 
moving average filter over 5 points smoothed the resulting coco-
herence estimates. Lastly, the wind field spatial autocorrelation 
was assessed, as also done in [20], following which the integral 
length scales in the stream-wise and spanwise directions were 
calculated with the formulations described in [59] and shown 
in Equation (5).

The stream-wise integral length scale is denoted by Lx
i
, and the 

spanwise integral length scale is denoted by Ly
i
. Here, i denotes the 

three wind speed components, Ri is the single-sided autocovari-
ance function of the fluctuating wind velocity, and � denotes the 
time lag. Lx

i
 was computed based on the integration up to the first 

zero-crossing [60] of Ri. L
y
i
 was calculated by an integral of an expo-

nential decay function to approximate the correlation coefficients 
as a function of spanwise separation [59].

2.2   |   Helmholtz–Hodge Decomposition

The synthetic wind fields in this study were corrected to en-
force incompressibility using the Helmholtz–Hodge decom-
position. The Helmholtz–Hodge decomposition allows for 
decomposition of the wind field ( �⃖𝜁 ) into an irrotational ( �⃖d) and 
an incompressible field (r⃖). This is shown in Equation (6) [30], 
where D is a scalar potential.

Since by definition the field r⃖ is divergence-free (∇ ⋅ r⃖ = 0), tak-
ing the divergence of Equation (6) allows one to solve for D and 
finally find ⃖r. This is shown in Equation (7), where the Laplacian 
∇2 is replaced by ℒ for brevity.

Hence, it can be seen that a Poisson's equation needs to be 
solved with the appropriate boundary conditions to find the 
scalar potential D. This is typically done using FDM or Fourier 
methods. As mentioned previously, the several instantaneous 
wind field values in a 2−D plane were converted to a 3−D do-
main by means of Taylor's frozen turbulence assumption. Thus, 
the Poisson equation was solved for the entire wind field at once 
for both methods. Firstly, the FDM method involves discretiz-
ing the equations and solving a system of linear equations typ-
ically written as Ax = b. Thus, the equation solved is given as 
Equation (8).

In Equation  (8), the Laplacian was discretized with 
1−D Laplacian matrices for Neumann boundary condi-
tions, as shown in Equation  (9) (see Chapter  9.4 of [61] and 
Chapter 4.8.4 of [62]).

The final Laplacian matrix was constructed in Equation (10).

In Equation (10), the stream-wise, spanwise, and altitude-wise 
grid spacing is given by dx, dy, and dz, respectively. The opera-
tor ⊗ is the Kronecker product, and Ix, Iy, and Iz represent sparse 

(4)
� =

Re
[
Sxy(f )

]
√
Sxx(f )Syy(f )

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
co - coherence

+
Im

[
Sxy(f )

]
√
Sxx(f )Syy(f )

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
quad - coherence

(5)

Lxi =U ⋅∫
t(Ri(t)=0)

t=0

Ri(t)dt

Ly
i
=∫

+∞

0

Ri(�), d�

(6)
�⃖𝜁 = ∇D + r⃖ = �⃗d

���
irrotational

+ r⃗
���

incompressible

⇒ r⃖ = �⃖𝜁 − ∇D

(7)∇ ⋅
�⃖𝜁 = ∇2D + ∇ ⋅ r⃖ ⇒ ∇ ⋅

�⃖𝜁 = ℒ(D)

(8)ℒ(D) = ∇ ⋅
�⃖𝜁 ⇒ M𝜁D = ∇ ⋅

�⃖𝜁 ⇒ D = M−1
𝜁

∇ ⋅
�⃖𝜁

(9)
M� =diag(b)+diag(j, 1)+diag(j, −1),b=(−2, … , −2)∈ℝ

N� ,

b1=bN�
= −1, j=(1, … , 1)∈ℝ

N�−1, � ∈{x, y, z}

(10)

M𝜁 =
1

dx2
(
Iz ⊗ Iy ⊗Mx

)
+

1

dy2
(
Iz ⊗My ⊗ Ix

)
+

1

dz2
(
Mz ⊗ Iy ⊗ Ix

)
.

 10991824, 2025, 11, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/w

e.70062 by T
echnical U

niversity D
elft, W

iley O
nline L

ibrary on [09/10/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



5 of 17Wind Energy, 2025

identity matrices. The divergence of the original wind field 
(∇ ⋅

�⃖𝜁) was input using a fourth-order finite difference scheme. 
With this discretization, Equation (8) was solved to obtain the 
scalar potential D. The equation was iteratively solved until the 
residuals reached a convergence threshold of (10−4). The vali-
dation of the implementation is provided in Appendix A. Finally, 
the gradient ∇D was found using a fourth-order FDM to solve for 
the incompressible wind field r⃖ = �⃖𝜁 − ∇D.

A second method implemented in this study is the Fourier 
method to solve the Poisson equation in spectral space, which 
allows for a significant speedup. Once again, the equation to be 
solved is ℒ(D) = ∇ ⋅

�⃖𝜁 . Once again, the divergence of the orig-
inal wind field (∇ ⋅

�⃖𝜁) was found using a fourth-order finite 
difference scheme, and the rest of the steps were conducted in 
the Fourier domain as discussed below. Thus, for brevity, let 
∇ ⋅

�⃖𝜁 = . To satisfy the requirements of the Fourier method,  
was checked for periodicity in x and y directions and indicated 
periodicity to be a reasonable assumption. However, to satisfy a 
no-flow through condition in the z direction, a mirror extension 
was applied on the bottom boundary to ensure gradients vanish 
at z boundaries. This led to an increase in memory overhead, 
but still lower than the memory overhead for the FDM method. 
One may counteract this by using the discrete cosine transform 
(DCT), which inherently allows for Neumann boundary con-
ditions [63]. Both methods were tested, and finally the former 
was used (validation provided in Appendix A). Upon taking the 
Fourier transform, one obtains Equation (11) (see also [64]).

Next, using properties of the Fourier transform, the scalar poten-
tial D is obtained in the spectral space as shown in Equation (12), 
where ∵ is used for “since” and ∴ is used for “therefore”

The gradient ∇D can then be obtained in Fourier space by a sim-
ple multiplication by wavenumber, as shown in Equation (13). 
The gradient using the Fourier method was comparable to the 
FDM method (Figure A2).

Lastly, upon taking the real part of the inverse Fourier trans-
form of Equation (13), the gradient ∇D is obtained in the spatial 
domain, as shown in Equation (14).

Finally, r⃖ is found as �⃖𝜁 − ∇D, and the divergence-free wind field 
is obtained. As discussed in Section 1, the changes to the wind 
field upon the divergence correction may be significant and 
unacceptable in certain regions. Thus, an iterative method is 
proposed, constraining the correction to a said bound () for devi-
ation from the original wind field. The proposed method utilized 
in this study is shown in Algorithm 1. The algorithm uses the 
validated and efficient Fourier domain method3 (see validation 

in Appendix  A), instead of the typically used FDM method. 
However, the user may choose to use the FDM method if desired.

2.3   |   Aeroelastic Simulations

The wind turbine aeroelastic simulations were performed using 
NREL OpenFAST [65], a widely used open-source aero-hydro-
servo-elastic tool. The v1.0.1 IEA 22-MW reference wind turbine 
(RWT) [47, 48], with a hub height of 170 m and a rotor diame-
ter of 280 m, was chosen for this study. The wind turbine oper-
ation was analyzed during below-, at-, and above-rated wind 
speed conditions. The blade element momentum theory along 
with the time-dependent Øye's dynamic inflow model (see [66] 
for details) was used for the aerodynamic calculations. The 
Beddoes–Leishman dynamic stall model with the Minnema/
Pierce variant (see [67] for more information) was used for in-
corporating the effects of dynamic stall. The module ElastoDyn, 
using the Euler–Bernoulli beam, was used for the structural cal-
culations. The simulations were run for 700 s and the first 100 s 
were discarded as start-up transients.

3   |   Wind Field Characteristics

As outlined earlier, this study considers 54 distinct wind fields. 
This section presents and analyzes the results for the subset cor-
responding to wind fields that utilize the SHIW0 coherence func-
tion illustrated in Equation (3). The divergence-free wind fields 
were obtained using the previously explained Algorithm  1.3 
Firstly, assessing the divergence (∇ ⋅

�⃖𝜁 ) is relevant. The diver-
gence magnitude is displayed in Figure  1, consistent with the 
above-discussed Poisson solvers; a fourth-order numerical 
scheme was employed. As seen in Figure 1, the proposed algo-
rithm corrects synthetic wind fields for incompressibility. The 
reduction order was found to be two orders, leading to a decrease 

(11)
ℱ(ℒ(D)) = ℱ() ⇒ ℱ(ℒ(D)) = ̂(k), where k =

2�

L
, L ∈ x, y, z

(12)
∵ℱ(ℒ(D)) = − |k|2D̂(k) ∴ D̂(k) = −

̂(k)
|k|2

(13)∇ D̂(k) = ikD̂(k)

(14)∇D = ℜ(ℱ−1
(
ikD̂(k)

)

ALGORITHM 1    |    Constrained divergence-free correction to 
wind field.

1: Input: Original wind field �⃖𝜁 = (u, v,w)  
2: Compute divergence: ∇ ⋅

�⃖𝜁  
3: Perform Helmholtz decomposition:  
        Solve for D in ∇2D = ∇ ⋅

�⃖𝜁  
        Compute ∇D  
        Compute new wind field: r⃖ = �⃖𝜁 − ∇D  
4: repeat  
        Compute RMSE of the wind field:  
           

���� =

�
1

N

∑
∥ r⃖ − �⃖𝜁 ∥2

  

        Compute scaling factor:  
           s =min

(
1,


∥ r⃖ − 𝜁 ∥ + ���

)
  

        Update r⃖:  
           r⃖ = �⃖𝜁 + s

(
r⃖ − �⃖𝜁

)
  

        Compute divergence: ∇ ⋅ r⃖  
5: until ∥ ∇ ⋅ r⃖

���
− ∇ ⋅ r⃖

���
∥ ≤ ���  

6: Output: Divergence-free wind field r⃖
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6 of 17 Wind Energy, 2025

in divergence from (10−1) to (10−3). The latter is also an 
order of magnitude observed in measurement data, for example, 
as seen in [68] where the authors report contours of horizontal 
divergence of (10−3). These results demonstrate that the con-
strained algorithm successfully achieves its intended objective. 
In Figure 1, only a subset of the domain was shown, as indicated 
by the axis labels, to limit the number of points displayed. An 
insight into the divergence magnitude throughout the domain 
is shown in Figure 2. The histogram shows the narrow scatter 

of divergence distributed around 2 orders of magnitude lower 
than the original wind field. The higher divergence values were 
primarily observed at the domain edges and in regions of high 
velocity gradients inherited from the original wind field. The 
instantaneous wind velocity components in the center of the do-
main and, at hub height, that is, at 170 m are shown in Figure 3. 
The deviations from the original wind field are restricted by the 
constraint, , in Algorithm 1. The constraint parameter  used in 
Algorithm 1 was set to 0.25 m/s for the u component and 0.5 m/s 

FIGURE 1    |    Wind field divergence throughout the domain of the SHIW0 coherence model-based wind field, in three different wind speed 
conditions.

FIGURE 2    |    Histogram of the wind field divergence throughout the domain of the SHIW0 coherence model-based wind field, in three different 
wind speed conditions.

FIGURE 3    |    Comparison of the instantaneous u, v, and w components of the SHIW0 coherence model-based wind field with hub-height wind 
speed corresponding to the at-rated operating condition.
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7 of 17Wind Energy, 2025

for v and w components, higher for the latter two due to their 
relatively low influence on wind loads. This limit was found to 
limit changes to the wind field while providing the divergence 
reduction by 2 orders of magnitude and limiting the changes to 
the energy spectrum. One may vary this parameter to achieve 
the desired changes in the wind field. Next, two crucial first-
order statistics of the wind field are shown in Figure 4. The wind 
shear is demonstrated by the planar average stream-wise wind 
component along altitude, and the standard deviation of the 
stream-wise wind component is shown at the span correspond-
ing to the nacelle. It can be noted that the divergence-correction 
algorithm causes subtle changes in the wind field that are not 
directly evident from the instantaneous values or the mean val-
ues. This is particularly true for the results of the unconstrained 
algorithm, as discussed in Appendix B, similar to many model 
results reported in the literature. With the constrained algo-
rithm, most differences in standard deviations in the wind field 
across the rotor span are within 10%. This is a desirable char-
acteristic, as the wind turbine aeroelastic response is known to 
depend on variations in altitude, especially for large wind tur-
bines. Another important wind field characteristic is the energy 
spectrum. In previous studies, it has been reported that the wind 
field energy spectrum magnitude reduces upon the divergence 
correction ( [20, 69]). Although not reported, in [38], one can 
note the variations to the energy spectrum using the divergence-
correction algorithm. In Figure 5, it can be seen that the energy 
spectrum of the u component of the divergence-free wind fields 

has an excellent match with the original wind field, but notice-
able differences are observed in the high frequency region of the 
v component energy spectrum, and some differences are seen 
in the high frequency region of w component energy spectrum. 
These differences can, however, be reduced by controlling the 
 parameter in the Algorithm 1. In [49, 70, 71], the importance 
of low-frequency part of the u component energy spectrum was 
reported, thus, establishing the spectra match as one of the nec-
essary criterion for an acceptable divergence-free correction.

The wind field spatial correlation was assessed. In Figure 6, the 
spanwise correlation of the wind field u component is shown 
at hub height. Overall, the comparison shows similar decay in 
the divergence-free wind field compared to the original wind 
field. Some regions of different zero-crossings can be identified 
(also observed in [20]), which lead to different integral length 
scales (Lyu). These were estimated using Equation  (5), and the 
differences in the original and divergence-free wind fields were 
within 5% in most instances. Next, the stream-wise correlation 
was assessed, and the stream-wise integral length scale (Lxu) is 
shown in Figure 7. It can be observed that the integral length 
scales differ at higher altitudes, which correspond to higher ve-
locities in the inflow (Figure 4). Maximum differences in Lxu in 
the original and divergence-free wind fields were found to be 
10%, which are thought not to alter wind turbine loads signifi-
cantly and have a lesser impact on wind turbine loads than the 
differences in turbulence [72].

FIGURE 4    |    Comparison of mean and standard deviation of the SHIW0 coherence model-based wind field with hub-height wind speed corre-
sponding to different operating conditions.

FIGURE 5    |    Comparison of energy spectra of the u, v, and w components of the SHIW0 coherence model-based wind field with hub-height wind 
speed corresponding to the at-rated operating condition.
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8 of 17 Wind Energy, 2025

Another important second-order wind field statistic, the coher-
ence, is compared for the original and divergence-free wind 
fields. In Figure 8, the lateral coherence at various altitudes is 
shown for a separation of 60 m. Once again, an excellent match 
between coherence in the original and the divergence-free wind 
field is evident. Some deviations from the theoretical coherence 
can be seen, which are thought to be due to inaccuracies in co-
herence estimation due to finite signal length and windowing 

effects. The original and divergence-free wind fields exhibit sim-
ilar coherence through the different coherence functions based 
wind fields. This is another desired characteristic owing to the 
wind turbine load sensitivity to coherent structures [49, 73, 74].

Next, the lateral coherence of the v component is shown for 
separation of 60 m, at different altitudes, in Figure  9. Given 
that the constrained algorithm in this study was optimized for 

FIGURE 7    |    Comparison of stream-wise integral length scale of the u component in the SHIW0 coherence model-based wind field with hub-height 
wind speed corresponding to different operating conditions.

(a) Below rated operating condition (b) At rated operating condition (c) Above rated operating condition

FIGURE 8    |    Comparison of the lateral coherence (�uu) in the different coherence model-based wind fields with hub-height wind speed corre-
sponding to the at-rated operating condition. The different subplots in each figure indicate the coherence estimates for points separated by 60 m at 
different altitudes. The black line indicates the theoretical coherence.

(a) SHIW0 coherence model (b) IEC Kaimal coherence model (c) SHIW1 coherence model

FIGURE 6    |    Comparison of spanwise correlation of the u component in the SHIW0 coherence model-based wind field with hub-height wind speed 
corresponding to different operating conditions.

(a) Below rated operating condition (b) At rated operating condition (c) Above rated operating condition
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9 of 17Wind Energy, 2025

prioritizing matches in the stream-wise u component, differ-
ences are observed for the crosswind component. Furthermore, 
in Figure  9, it is observed that the v component coherence is 
almost always higher in the divergence-free wind field than 
in the original wind field. This is accompanied by a slightly 
higher correlation in the spanwise direction for the crosswind 
component (not shown here for brevity). It can be noted that the 
significance of the v component coherence is limited for wind 
turbine loads but more for wind turbine wake meandering, for 
instance [75–77]. Further to the point, the current IEC Kaimal 
coherence function does not specify use for the crosswind or the 
vertical wind component, but only for the stream-wise compo-
nent. However, it is reported here to allow for more insights into 
the corrected wind fields. The next section discusses the corre-
sponding impact on the wind turbine load channel sensitivity to 
this change.

The last wind field characteristic presented is the vertical coher-
ence in wind fields. The vertical coherence at different separations 
is shown in Figure 10. The vertical coherence at various separa-
tions is almost the same in both the original and divergence-free 
wind fields. It may also be recalled that the IEC Kaimal coherence 
function (Equation (1)) does not distinguish between lateral and 
vertical coherence, nor does it account for changes in coherence 
with altitude, unlike the SHIW coherence function (Equation (3)).

4   |   Wind Turbine Aeroelastic Response

The IEA 22 MW wind turbine aeroelastic response in the origi-
nal and divergence-free wind fields is discussed here. The wind 
turbine loads analyzed were the blade root flap-wise bending 
moment (Mflap), the wind turbine tower base fore-aft bending 
moment (MTf−a

), and the wind turbine tower top side-side mo-
ment (MT−y).

Given the almost perfect match in the mean wind profiles (left 
subplots in Figure 4), the mean wind turbine loads were found to 
be within ± 2% from the original wind field. Thus, these are not 
shown in this article for brevity. The standard deviation of loads 
is first discussed, shown in Figure 11. In Figure 11, the dashed 
lines indicate the differences in loads upon use of the typical 
unconstrained divergence-correction algorithm. The solid lines 
in Figure  11 indicate the differences in loads upon use of the 
proposed Algorithm 1. The changes in wind field characteris-
tics, mainly energy spectrum and the standard deviation profile, 
significantly change the unsteady aeroelastic response. The dif-
ferences in �MTf−a

 are found to be as large as − 20% while rela-
tively better for �Mflap

, at − 5%, for the divergence-free wind field 
made using the typical unconstrained algorithm. The higher 
impact on the �MTf−a

 is thought to be due to the rotor sweeping 
through different unsteadiness in the wind profile impacting 

FIGURE 9    |    Comparison of the lateral coherence (�vv) in the different coherence model-based wind fields with hub-height wind speed correspond-
ing to the at-rated operating condition. The different subplots in each figure indicate the coherence estimates for points separated by 60 m at different 
altitudes. The black line indicates the theoretical coherence.

FIGURE 10    |    Comparison of the vertical coherence (�uu) in the different coherence model-based wind fields with hub-height wind speed corre-
sponding to the at-rated operating condition. The different subplots in each figure indicate the coherence estimates for points separated by different 
separations, at the hub height. The black line indicates the theoretical coherence.
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10 of 17 Wind Energy, 2025

the overall unsteadiness in thrust and the resulting �MTf−a
 [78]. 

The different unsteadiness is seen to be lower turbulence in the 
upper half of the rotor (right subplots in Figure  4), leading to 
overall higher velocities, and opposite for the bottom half of the 
rotor. These unsteadiness differences were observed to manifest 
in the azimuthal dispersion in load quantities (see Appendix D). 
The different unsteadiness leads to a disproportionate impact 
on MTf−a

 given the higher moment arm for the upper half of the 
rotor with the higher velocities. While for the �Mflap

, an averag-
ing effect occurs in the two halves of the rotor. The differences 
in �MT−y

 are seen to be a noticeably higher increase (up to 20%), 
for the divergence-free wind field made using the typical uncon-
strained algorithm. However, it can also be observed that this 
increase is only evident for the SHIW0 and SHIW1 coherence 
model-based wind fields, while the differences in �MT−y

 are unre-
markable for the IEC Kaimal coherence model-based wind field. 
It is hypothesized that this behavior is due to the latter model not 
distinguishing between coherence at different altitudes and be-
tween lateral and vertical coherence. Nevertheless, it can be seen 
that the improvement in wind field characteristics' comparison 
in the divergence-free wind field generated from Algorithm  1 
leads to a noticeable decrease in discrepancy in the wind turbine 
aeroelastic response. Differences are still seen, at up to − 10% for 
the �MTf−a

 and �MT−y
, and − 5% for �Mflap

, in few instances.

Finally, to assess the fatigue loads, a fatigue assessment based 
on the damage equivalent load formulation (corrected for mean 
stress) of [79] was used with the input of Mflap, MTf−a

, and MT−y. 
The damage equivalent load (Seq) was found using Equation (15).

Sr,i is the range (difference of maximum and minimum value) 
of the ith load cycle, and Sm,i is the mean of the ith load cycle. Neq 
was chosen as 107 [80] and Sm,eq as 0. Finally, to select Su, the 
authors propose to evaluate it at different Smax

Su
 ratios. So, the value 

of Smax is used, corresponding to the maximum moment in the 
respective case, different for each wind speed bin. The value of 
Smax, which corresponds to the maximum bending moment for 
the respective wind speed was chosen and Su

Smax
= 0.4 along with 

a Wöhler exponent of m = 10 for the flap-wise bending moment 
and m = 4 for the tower base fore-aft bending moment and the 
tower top side-side moment [81]. Following the discussion on the 
standard deviation of loads shown in Figure 11, a similar trend 
is seen in the damage equivalent loads (shown in Figure  12), 
but with a lower change. Once again, lower differences are seen 

(15)Sr,eq =

⎛⎜⎜⎜⎝

∑n
i=1

�
Sr,i

Su−∣Sm,eq ∣

Su−∣Sm,i ∣

�m

Neq

⎞⎟⎟⎟⎠

1

m

FIGURE 11    |    Comparison of standard deviation of root flap-wise bending moment (�Mflap
), tower fore-aft moment (�MTf−a

) and the tower top side-
side moment (�MT−y

). Relative differences are shown in comparison to the original wind field. Solid lines indicate the difference in load metric for the 
constrained algorithm-based divergence-free wind field, while dashed lines indicate the unconstrained algorithm-based divergence-free wind field.

FIGURE 12    |    Comparison of damage equivalent root flap-wise bending moment (DELMflap
), tower fore-aft moment (DELMTf−a

), and the tower top 
side-side moment (DELMT−y

). Relative differences are shown in comparison to the original wind field. Solid lines indicate the difference in load met-
ric for the constrained algorithm-based divergence-free wind field, while dashed lines indicate the unconstrained algorithm-based divergence-free 
wind field.
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11 of 17Wind Energy, 2025

for Mflap up to 3% and slightly higher up to 6% for MTf−a
 and 10% 

for MT−y, when using the constrained divergence-correction al-
gorithm. This discussion suggests that the proposed algorithm 
largely preserves the wind field characteristics after the incom-
pressibility correction. Potential improvements remain and are 
considered in future work listed in Section 5.

5   |   Conclusions and Recommendations

This article addresses the issue of divergence in synthetic wind 
fields, that is, incompatibility with the incompressibility con-
dition. A literature overview highlights the importance of en-
suring divergence-free wind fields to improve the reliability 
of their use in CFD and wind load simulations and enhance 
the overall realism of synthetic wind fields. The standard ap-
proach involves a posteriori correction applied to the generated 
wind field.

In this study, synthetic wind fields were generated using 
Shinozuka and Deodatis's spectral method. The wind fields were 
temporally and spatially correlated, employing energy spectra 
and coherence functions. Helmholtz–Hodge decomposition 
was conducted to find the incompressible wind field. A Poisson 
equation solver was implemented using the typical FDM and 
Fourier methods. The motivation for the latter implementation 
was computational efficiency, especially considering that the 
Poisson equation needs to be solved iteratively to reach conver-
gence. The solver was validated on a manufactured example and 
a case of divergence correction to the synthetic wind field.

The divergence-correction procedure introduces subtle but sig-
nificant differences in the wind field, which can lead to sub-
stantial differences in wind loads on the object. As reported in 
the literature, this correction often causes a drop in the energy 
spectrum, alters the unsteady wind profile with height, and 
affects other second-order characteristics. Although various 
studies have attempted to address these issues, they remain an 
area of ongoing research. This article proposes a constrained 
divergence-correction algorithm, introducing an iterative pro-
cess that limits deviations from the original wind field within 
user-defined bounds. While discrepancies are significantly re-
duced compared to conventional methods, some differences per-
sist, though within a more acceptable range.

The algorithm was comprehensively used on a total of 54 differ-
ent wind fields, differing in wind speeds, coherence functions, 
and random seeds. The algorithm could achieve a three-order 
reduction in divergence and maintain several first- and second-
order wind field statistics. The changes to the standard deviation 
of the wind profile were reduced from up to − 20% to − 8%. The 
resulting wind fields were input to aeroelastic simulations for 
further investigation into the impact of wind field changes on 
the IEA 22 MW wind turbine. The changes to mean wind loads 
were unremarkable, but this was not the case for the standard 
deviation of loads. The wind loads with use of the divergence-
free wind fields generated from the proposed constrained algo-
rithm showed deviations from the wind loads with the original 
wind field, at up to − 10% for the standard deviation of the tower 
base fore-aft bending moment (�MTf−a

), maximal 10% for the 
standard deviation of the tower top side-side bending moment 

(�MT−y
) and maximal − 5% for the standard deviation of root flap-

wise bending moment (�Mflap
). The wind loads with use of the 

divergence-free wind fields generated from the typically used 
unconstrained algorithm showed significant differences up to 
− 20% for �MTf−a

, up to + 20% for �MT−y
 and − 5% for �Mflap

.

Regarding the validated solver, an efficient algorithm and im-
plementation for a posteriori divergence correction on synthetic 
wind fields is proposed in this study. Future work will focus on 
integrating this algorithm into the step of wind field generation 
rather than being a posteriori step. Furthermore, a parallel algo-
rithm implementation of the solver will be beneficial for further 
speedup. Future work will also attempt to incorporate control 
over specific wind field characteristics at user discretion.
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Endnotes

	1	A formal merger of the Helmholtz decomposition of vector fields 
[28, 29] and the Hodge decomposition (named after W. V. D. Hodge, 
and similar to Helmholtz decomposition but for differential forms) do 
not appear to have a clear origin, as also stated by [30]. This approach 
may be linked to [31] as suggested by [32]

	2	A further detailed implementation of this approach for the divergence-
free correction is described in Subsection 2.2

	3	This allowed for up to 5 times speed-up and less memory overhead, 
enabling the algorithm to run for the 5 million element domain within 
10 min on a personal computer. Please note that the algorithm is not yet 
coded in a manner suitable for parallel processing. Thus, the computa-
tional expense reported is for serial processing.

	4	An example of results using the typical, non-constrained algorithm is 
shown in Figure 1, highlighting the need for the constrained algorithm.
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Appendix A

This section provides the validation of the implementation of the Poisson equation solver in Algorithm 1. Two cases are considered for validation. 
First, a manufactured example was considered to solve a general Poisson equation. That is, to solve ℒ(�) = f , where f is typically called a source 
term. � was chosen as � = cos

(
x

2

)
sin(y)cos

(
z

2

)
. Thus, it can be found that ℒ(�) = − 1.5�. Note that � is nonperiodic in the x- and z-directions. This 

was chosen to validate the mirror extension approach alongside the general solver validation. This example was solved using both the finite differ-
ence and the spectral methods to validate the implemented solver. The number of grid points was chosen as Nx = Ny = Nz = 32, and the domain size 
was chosen as Lx = Ly = Lz = 2� , centered around 0. Neumann boundary conditions were used for the x and z-directions while periodic boundary 
conditions were used for the y direction, in line with the characteristics of � . The exact solution or, in this case, the chosen function � is shown in 
Figure A1a, at z = Lz ∕2.

The solution error of this first example, with the use of FDM, is shown in Figure  A1b, and the solution error using the Fourier method is 
demonstrated in Figure A1c for the same location: the FDM employed matrix inversion, iterative, biconjugate gradient, or multigrid methods. 
In Figure A1b, it is observed that the error from the exact solution is acceptable, in the order of 10−3, upon use of the matrix inversion method. 
Note that this error could have been further reduced by, for example, increasing the number of chosen grid points and/or using a higher order 
FDM, albeit at the cost of higher computational expense. Next, in Figure A1c, it can be seen that the solution error is in the order of machine 
precision, 10−16. This is attributed to the fact that with the correct implementation, the chosen Poisson equation should be solved accurately in 
the Fourier method, given the continuous sine and cosine functions, despite the nonperiodicity. Thus, the implementation of the Poisson solver 
is validated using the manufactured example. Next, the solver was validated in terms of the divergence-correction algorithm in its entirety, in an 
unconstrained form of Algorithm 1. That is, to solve ℒ(�) = f  and ∇�, with f = ∇ ⋅

�⃖𝜁 , where �⃖𝜁  is the original wind field and ∇� is the gradient 
of the scalar potential to be subtracted from the original wind field to obtain the divergence-free wind field (Equation (6)). The scalar potential 
� was again found by solving Poisson's equation using the FDM and Fourier methods. Given that the wind field, �⃖𝜁 , was a 3-D wind field, the re-
sulting ∇� is plotted in the three directions, in Figure A2. In Figure A2, the left plot in each subfigure shows the gradient of the scalar potential 
through a stream-wise line along 170-m altitude. The right plot in each subfigure shows the difference between the solution from the FDM and 
the Fourier method, in the entire domain. The FDM results are once again demonstrated by the use of matrix inversion. The results show that 
both methods provide a similar magnitude of the result and the trend. The difference in solutions as indicated in, for example, Figure A2a, is 
within ± 0.05 m/s and thus demonstrates the capability of the implemented Fourier method compared to the typically used FDM.

FIGURE A1    |    Solver validation on a manufactured example.

FIGURE A2    |    Solver validation on a wind field made divergence-free using the solver for the Helmholtz decomposition. The resulting ∇� is 
compared.
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Appendix B

Unconstrained Algorithm-Based Divergence-Free Wind Field Characteristics

This section briefly compares the divergence-free wind field in contrast to the original wind field, upon using an unconstrained form of Algorithm 1. 
First, the order of reduction in divergence can be visualized from Figure  B1a. The order of divergence was found to be 10−4 , thus, in one way, 
validating the implemented algorithm. Next, the instantaneous u component of wind speed is shown at an altitude of 170 m, which is the hub height 
of the IEA 22-MW wind turbine. Deviations from the original wind field were generally found to be within 0.5 m/s but sometimes larger up to 1 m/s. 
The resulting change in energy spectrum is shown in Figure B1c. Unlike the excellent match in energy spectrum in Figure 5a, here, a drop in energy 
spectrum is observed, which is also reported in literature [20, 69]. Lastly, the wind shear and the standard deviation along the altitude are shown for 
the u component. Once again, mean wind profiles are similar, but the unsteady profiles indicate changes of up to − 20%. Such discrepancies motivate 
the proposed constrained Algorithm 1 or the optimization approach proposed by the authors of [39].

Appendix C

Grid Sensitivity

In  Appendix A, the developed Poisson solver for the Helmholtz–Hodge decomposition was validated. In this section, the robustness of the solver is 
assessed in terms of its sensitivity to changes in grid size. This is done using four different resolutions for synthetic wind field generation using the 
SHIW0 coherence model (Equation (3)) for the at-rated operating condition. The comprehensive study discussed in Section 3 and Section 4 utilized 
a grid spacing of 10 m in the lateral and vertical directions by using 35 cells in each direction. The grid sensitivity here is assessed by utilizing 25, 
35, 45, and 55 cells in the lateral and vertical directions. This leads to Δy and Δz being 14, 10, 7.78, and 6.36 m, respectively. The stream-wise spacing 
(Δx) resulting from the chosen time step and the time–space conversion using Taylor's hypothesis is the same as that of the main study. Here, it is 
2.875 m given the at-rated operation wind speed at hub height. With this setup, it can be noted that the sensitivity study inherently assesses the solver's 
robustness to different cell aspect ratios.

The results of the grid sensitivity study are shown in Figure C1. Firstly, the divergence throughout the domain is shown in Figure C1a by means 
of histograms. Here, the histograms are made with a bin-width coarser than in Figure 2 to allow for easier visualization given the multiple histo-
grams. Nevertheless, it can be seen that the divergence correction is similar for the several grid sizes. Next, the important wind field statistics are 
presented, where the solid lines indicate the statistics of the original nonsolenoidal wind field and the dashed lines indicate the statistics of the 
corrected divergence-free wind field. The u and v component energy spectrum are shown in Figure C1b and Figure C1c, respectively. These are 
made by block-averaging for easier visualization of multiple cases. It can be observed once again that the different grid resolutions do not affect the 
solver's performance. Lastly, the wind speed and turbulence shear are shown in Figure C1d. The differences in mean wind shear between the grid 
resolutions are unremarkable, while there are differences in turbulence shear between the grid resolutions. The turbulence at hub height of 170 m is 
the same because a uniform scaling was enforced to ensure comparable wind turbine response in different wind fields. Differences at other altitudes 
are seen; however, these are attributed to the synthetic wind field generation in general. The solver can perform similarly regarding changes to the 
turbulence shear.

FIGURE C1    |    An example of the changes in wind field upon use of the algorithm to obtain the divergence-free wind field. A sensitivity of changes 
to the grid resolution is shown.

FIGURE B1    |    An example of the changes in wind field upon use of the unconstrained algorithm to obtain the divergence-free wind field. Note the 
larger changes, for example, compared to Figure 4b.
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Appendix D

Visualization of the Impact of Differences in Turbulence Shear

In Section 4, the differences in the standard deviation of the loads between the original nonsolenoidal and the divergence-free wind fields were at-
tributed mainly to the differences in wind field unsteadiness. These differences were manifested in the azimuthal dispersion of the rotor perceived 
velocity and are reflected in the below presented standard deviation of loads in each azimuthal bin (Figure D1 and Figure D2). The mean azimuthal 
variation was within ± 5% and thus not shown for brevity. Furthermore, here, a subset of results is shown for the SHIW0 coherence model-based wind 
field at different operating conditions. These plots were made using the open-source MATLAB functions [83, 84].

The azimuthal variation of �Fx (normal force) shown in Figure D1, and the �Fy (tangential force) shown in Figure D2 illustrates a noticeable general 
reduction in the load unsteadiness in the upper half of the rotor, in comparison to the unsteadiness in the original nonsolenoidal wind fields, espe-
cially for the below-rated operating conditions (Figure D1a and Figure D2a). As expected, the differences are higher for the below-rated operation 
condition, and lower for the at-rated and above-rated operating conditions.

FIGURE D1    |    Relative differences in the azimuthal dispersion of axial force (�Fx) in the SHIW0 coherence model-based divergence-free wind 
field, in comparison to the original nonsolenoidal wind field, at different operating conditions.

FIGURE D2    |    Relative differences in the azimuthal dispersion of tangential (�Fy) force in the SHIW0 coherence model-based divergence-free wind 
field, in comparison to the original nonsolenoidal wind field, at different operating conditions.
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