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List of Abbreviations

Throughout this thesis the following abbreviations are used for the biological com-
pounds and enzymes.

Metabolites
AA acetaldehyde
AcCoA acetyl coenzyme A
Act acetate
Ala alanine
Arg arginine
Asn asparagine
Asp aspartate
BPG 2,3-bisphosphoglycerate
Cit citrate
DHAP dihydroxyacetonphosphate
EtOH ethanol
Fum fumarate
F1,6bP fructose 1,6-bisphosphate
F2,6bP fructose 2,6-bisphosphate
F6P fructose 6-phosphate
GAP glyceraldehyde 3-phosphate
Glc glucose
Glm glutamate
Gln glutamine
Glyc glycerol
G1P glucose 1-phosphate
G3P glycerol 3-phosphate
G6P glucose 6-phosphate
His histadine
iCit isocitrate
Ile isoleucine
Leu leucine
Lys lysine
Mal malate
M6P mannose 6-phosphate
OAA oxaloacetate
Orn ornithine
PEP phosphoenolpyruvate
Phe phenylalanine
Pi orthophosphate
Pro proline
Pyr pyruvate
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Ser serine
Suc succinate
Thr threonine
Tyr tyrosine
T6P trehalose 6-phosphate
Val valine
2PG 2-phosphoglycerate
3PG 3-phosphoglycerate
6PG 6-phosphogluconate
αKG α-ketoglutarate

Enzymes
AADH acetaldehyde dehydrogenase
ADH alcohol dehydrogenase
ENO enolase
FBA fructose-bisphosphate aldolase
GAPDH glyceraldehyde-3-phosphate dehydrogenase
GPD glycerol 3-phosphate dehydrogenase
GPP glycerol-3-phosphatase
G6PDH glucose 6-phosphate dehydrogenase
HK hexokinase
PDC pyruvate decarboxylase
PFK 6-phosphofructo-1-kinase
PGI phosphoglucoisomerase
PGK 3-phosphoglycerate kinase
PGM phosphoglycerate mutase
PK pyruvate kinase
TPI triosephosphate isomerase
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Chapter 1

Introduction

1.1 Metabolic engineering

Industrial biotechnology utilizes biocatalysts for the production of useful chemical
substances, such as bulk and fine chemicals, pharmaceuticals, bioplastics, vitamins,
food additives and bio-fuels. The main driving forces for the development and imple-
mentation of bioprocesses, rather than their classical chemical counterparts, are cost
reduction and environmental benefits. The former is due to e.g. the use of cheaper
feedstock, higher yields, less conversion steps and reduced energy consumption. The
latter mainly involves the use of renewable raw materials, such as cellulose and
starch, reduced waste production and reduced CO2 emission, due to lower energy
consumptions.

The applied biocatalysts can be enzymes, microbial and animal cells, as well as
plants. In particular, microorganisms (bacteria, yeast and fungi) have been employed
in well-controlled fermentation processes for an increasing number of products, rang-
ing from inexpensive bulk chemicals (e.g. ethanol and glutamate) to expensive fine
chemicals (e.g. vitamin B12). The competitiveness and hence the viability of these
processes depends on the continuous improvement of relevant properties of these
microorganisms, which is subject to extensive research efforts.

Traditional strain improvement has relied largely on whole cell mutagenesis fol-
lowed by screening, which has increased product yields remarkably through the years,
for instance for penicillin production by Penicillium chrysogenum (Lein, 1983). The
drawback of this methodology is the time-consuming screening of a large number
of mutants and the accumulation of undesirable genetic changes next to the bene-
ficial ones. Conversely, modern recombinant DNA technology allows precise modi-
fications to be introduced to the genetic makeup of cells, leading to alterations in
enzyme amounts and properties, gene regulations and/or biochemical reaction net-
work structure. Such targeted genetic changes, with the aim of enhancing cellular
functionalities, has been coined ‘metabolic engineering’ (Bailey, 1991), which has
emerged into a multi-disciplinary scientific field in the past decade.

Previously, target selection for genetic intervention has largely been directed by
biochemical knowledge of the concerned metabolic pathways, accumulated through
the years from e.g. kinetic studies of purified enzymes or investigation of certain tran-
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MetabolitesTranscripts

Proteins

EnzymesGenes

Figure 1.1 Cellular entities and their interactions: essential features of cellular
metabolism.

scriptional regulators. This knowledge is often qualitative and incomplete; moreover,
it focuses merely on a small part of the entire metabolic and regulatory network and
does not sufficiently take into account the interactions between various pathways
and cellular entities. It is therefore not surprising that this intuitive approach has
met with limited success and has sometimes led to unexpected results. For instance,
overexpression of genes for glycolysis and alcohol fermentation failed to increase the
rate of ethanol production in Saccharomyces cerevisiae (Schaaff et al., 1989).

Hence the so-called metabolic engineering cycle has been proposed (Nielsen, 2001;
Stephanopoulos, 1994): the cycle starts with genetic modification (i.e. ‘synthesis’),
followed by analysis of the resulting metabolic changes at different cellular levels,
which should lead to identification of new targets for a next round of genetic modi-
fication (i.e. ‘analysis’). As molecular biology techniques for the ‘synthesis’ step are
available for an increasing number of microorganisms, the analysis step becomes
crucial to the successful completion of the metabolic engineering cycle. To this end
a range of experimental and modeling tools has been developed, which are briefly
discussed below.

1.2 Experimental tools for metabolic engineering

The principle features of microbial metabolism are depicted in Fig. 1.1. A number
of physical entities can be distinguished, i.e. the genome, transcriptome, proteome
and metabolome, which comprises of all the genes, transcripts, proteins and low
molecular weight chemical species of the microorganism, respectively. In order for
cells to grow and respond to changes in the environment, complex regulations exist,
mediated through interactions between and among these entities. For example, gene
transcription can be regulated by binding of proteins (e.g. transcriptional factors)
to the regulatory elements in the genome; the enzyme capacities can be regulated
by post-translational modifications, realized through the action of e.g. protein ki-
nases and phosphatases; in addition, enzyme activities can be regulated by allosteric
enzyme-metabolite interactions.

Here the focus will be on experimental methods for the investigation of the
individual entities. The high-throughput determination of DNA sequences, gene ex-
pressions, protein abundances and metabolite concentrations, respectively, form the
basis of a series of experimental ‘omics’-technologies, i.e. genomics, transcriptomics,
proteomics and metabolomics.

These experimental tools have evolved to different degrees of maturity in terms
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of their analytical spectrum and their practical, large-scale application. Genomics
is possibly the best-developed technology, with an ever-increasing number of whole
genomes of (micro-) organisms being sequenced. A substantial part of the genes in
these sequenced genomes has however yet unknown functions, even for well studied
microorganisms such as S. cerevisiae (Hughes et al., 2004). Quantification of the
expressions of all genes in a genome (relative to a reference), called transcriptome, is
performed routinely with DNA microarrays, which are however only commercially
available for a limited number of microorganisms of both academic and industrial
relevance, such as S. cerevisiae and Escherichia coli. Compared to the above two
‘genome-wide’ methods, nowadays proteomic and metabolomic technologies cannot
yet provide a complete picture for all proteins and metabolites in a cellular sys-
tem. This is due to a number of factors: for example, proteins are processed and
modified in complex ways (e.g. posttranslational modifications), metabolites can be
heterogeneous in their chemical properties, and both proteins and metabolites have
a dynamic range that spans many orders of magnitude. Nevertheless, considerable
advances have been made towards increased through-put and sensitivity by using
mass spectrometry based technologies, e.g. isotope-coded affinity tags (ICAT) com-
bined with tandem mass spectrometry (MS/MS) for quantitative proteome analysis
(Patterson and Aebersold, 2003) and liquid chromatography electrospray ionization
tandem mass spectrometry (LC-ESI-MS/MS) for intracellular metabolite analysis
(Oldiges and Takors, 2005; van Dam et al., 2002).

1.3 Modeling tools for metabolic engineering

The wealth of information obtained from quantitative ‘omics’ techniques however
does not directly lead to an understanding of what determines the material flows
through different pathways. The material flows in a metabolic system obey the law
of mass conservation, which can be described by a set of mass balances.

Consider a metabolic system consisting of m intracellular metabolites with con-
centrations xi, mc extracellular metabolites with concentrations ci, n reactions with
rates vi, each catalyzed by a different enzyme with a capacity ei. We thus have:

x = [x1, x2, ..., xm]T , c = [c1, c2, ..., cmc
]T , e = [e1, e2, ..., en]T , v = [v1, v2, ..., vn]T

The mass balance of intracellular metabolites is:

ẋ = Sv − µcxi (1.1)

where S is an m×n stoichiometry matrix, µ the growth rate, cx the biomass concen-
tration and i an m×1 unit vector. Generally, the metabolic system reaches a steady
state, in which the concentrations of intracellular metabolites (x) are determined
by the enzyme capacities (e), the enzyme kinetic parameters (P) and the concen-
trations of extracellular metabolites (c). The supply and removal of extracellular
metabolites can be freely manipulated using proper experimental design, leading to
different levels of c. Hence the intracellular metabolites are also called dependent,
while the extracellular ones independent.

The rate of a particular enzyme catalyzed reaction (vi) is an interplay between
the capacity of the enzyme (ei), the concentrations of the dependent and independent
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metabolites (x, c) that interact with the enzyme as reactants or allosteric effectors,
as well as the interaction strength described by a set of enzyme kinetic parameters
(P). This relationship, usually highly nonlinear, is described by an enzyme kinetic
function:

vi = fi(ei,x, c,P) (1.2)
The enzyme capacity is subject to additional regulatory mechanisms, which can

affect the amount by enzyme synthesis and degradation (e.g. through gene expres-
sion and translation) and the specific activity by posttranslational processing of the
enzyme. The resulting complexity in a large metabolic network clearly necessitates
the application of mathematical modeling tools, aiming both at understanding and
quantification of in vivo interactions (Bailey, 1998). Some of the available tools are
briefly discussed below.

Stoichiometric analysis

Stoichiometric analysis is based on mass balances over intracellular metabolites
(Eq. 1.1) without employing knowledge of enzyme kinetics Eq. 1.2. Under (quasi)
steady state conditions, it holds that:

ẋ = Sv = 0 (1.3)

Here the very small term µcxi is neglected. From Eq. 1.3 intracellular fluxes are
estimated using the so-called metabolic flux analysis (Stephanopoulos et al., 1998).
With known stoichiometry and a number of measured fluxes, the linear system of
equations in Eq. 1.3 can become determined or overdetermined, which allows the
direct estimation of intracellular fluxes. When the linear system in Eq. 1.3 is under-
determined, linear programming can be applied with the criteria of, e.g. maximizing
growth or metabolite production. In addition to flux estimation for industrial rel-
evant microorganisms (Vallino and Stephanopoulos, 1993; van Gulik et al., 2000),
metabolic flux analysis has been applied to estimate energetic parameters (van Gu-
lik et al., 2001), validate metabolic networks (Vanrolleghem et al., 1996), compute
metabolic capacities in terms of theoretical yields (van Gulik and Heijnen, 1995),
find optimal flux distributions (Varma et al., 1993) and predict phenotypes from
genotypes (Edwards et al., 2001; Stuckrath et al., 2002; van Gulik and Heijnen,
1995).

Metabolic flux analysis based on stoichiometry suffers from uncertainty around
energy consuming processes and cofactor balances; moreover, fluxes are not observ-
able for parallel pathways and bi-directional reaction steps (Wiechert et al., 2001).
These problems can be circumvented by imposing additional constraints, obtained
by feeding the metabolic system with labeled precursors (e.g. 13C) and measuring
the labeling distribution of intra- and extracellular metabolites by NMR or mass
spectrometry. The 13C metabolic flux analysis is a well-developed technique and has
been applied to different microbial systems (Gombert et al., 2001; Marx et al., 1996;
Sauer et al., 1997; Szyperski, 1995; van Winden et al., 2003).

Kinetic analysis

Stoichiometric analysis provides a description of metabolic fluxes under a particular
(quasi-) steady state physiological condition. However, it does not predict how fluxes
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will change if the metabolic system is changed by e.g. genetic modifications and
therefore does not serve to indicate which genetic modifications should be carried
out to change certain fluxes. To this end knowledge of not only the stoichiometric
network but also the kinetic interactions are needed, which can be represented by a
kinetic model containing a set of ordinary differential equations:

ẋ = Sv, vi = fi(ei,x, c,P) (1.4)

For the set up of a full kinetic model of the metabolic system, two problems need
to be addressed: first, a suitable kinetic format (i.e. the function fi in Eq. 1.4 needs
to be chosen and second, the kinetic parameters need to be determined.

Kinetic functions The true, underlying enzyme kinetics can be approximated by
two classes of kinetic functions: mechanistic and non-mechanistic. The formulation of
mechanistic enzyme kinetic functions requires detailed knowledge of the mechanism
of enzyme catalysis. The possibly best-known mechanistic kinetic function is the
Michaelis-Menten kinetics (Michaelis and Menten, 1913), in which the reaction rate
(v) is a hyperbolic function of the metabolite concentration (x) and proportional to
the enzyme capacity (e):

v = kcate
x

Km + x

The derivation of mechanistic rate equations for reactions with more than one
substrate and product, allosteric and non-allosteric inhibition and activation, as
well as cooperative effects is treated in detail in (Cornish-Bowden, 2004). Multiple
allosteric control often gives rise to complex mechanistic kinetic functions, such as
the phosphofructokinase of S. cerevisiae, for which the Monod, Wyman, Changeux
model for allosteric enzymes (Monod et al., 1965) was used, including cooperative
binding of the substrate F6P, inhibition by ATP and F1,6bP, and allosteric activation
by AMP and F2,6bP (Hess and Plesser, 1979; Teusink et al., 2000). In general,
mechanistic kinetic functions are believed to have good extrapolation capacity in
terms of metabolite concentrations, but are highly nonlinear and contain a large
number of parameters, which poses a serious problem for the parameter estimation.
For example, for the most common type of reaction occurring in metabolism with
two substrates and two products (e.g. A + B = P + Q), 10 kinetic parameters are
needed to describe the sequential ordered bi-bi mechanism, such as observed for
alcohol dehydrogenase (Ganzhorn et al., 1987).

A further general problem is that the use of mechanistic enzyme kinetic func-
tions makes analytical solution of the metabolic network impossible, in terms of
steady state metabolite concentrations and fluxes (x and J, respectively), when a
set of independent metabolite concentrations (c), enzyme capacities (e) and kinetic
rate expressions (fi) are given. Instead, the steady state x and J can only be ob-
tained through numeric simulation, which limits our understanding of the metabolic
network.

Alternatively, non-mechanistic kinetic functions aim to adequately approximate
the underlying enzyme kinetics within a limited range of metabolite concentrations,
often around a chosen reference state. An overview of the proposed non-mechanistic
kinetic functions was given by (Heijnen, 2005). Such approximative kinetic functions
should at least be able to reproduce the following essential features of the mechanistic
kinetic functions:

7



Chapter 1

- the rate should be proportional to the enzyme capacity
- the kinetic function should be able to describe, to a certain extent, saturation-

like behavior, i.e. the reaction rate should show a down concave behavior.

At the same time, the mathematical structure of such approximative kinetic func-
tions should be kept structured and simple for all reactions, should use less kinetic
parameters compared to the mechanistic kinetic functions and should preferably
allow analytical steady state solutions of the metabolic network.

A number of approximative kinetic functions has been developed over the past
years. These include the linear approximations (Heinrich and Rapoport, 1974; Kacser
and Burns, 1973), the log-linear kinetics (Hatzimanikatis and Bailey, 1996), the bio-
chemical system theory (Savageau, 1976; Voit, 2000) and kinetic functions containing
linear combination of logarithmic metabolite concentrations, i.e. the Mosaic Non-
equilibrium Thermodynamics (Westerhoff and van Dam, 1987), the thermokinetic
format (Nielsen, 1997), as well as the recently developed lin-log kinetics (Visser and
Heijnen, 2002, 2003). It has been concluded that the linear-logarithmic type kinetic
functions satisfies the above-mentioned criteria (Heijnen et al., 2004). In general, the
linear-logarithmic type kinetic functions can be given by:

v = [e](a + p lnx + q ln c) (1.5)

Here a, p and q are matrices of the dimension n× 1, n×m and n×mc respectively,
which contain kinetic parameters. By introducing a defined reference state (denoted
by superscript 0) with fluxes J0, enzyme capacities e0 and metabolite concentrations
x0 and c0, Eq. 1.5 can be rewritten to the reference-based lin-log kinetics (Visser
and Heijnen, 2002):

v
J0

=
[ e
e0

] (
i + Ex0 ln

x
x0

+ Ec0 ln
c
c0

)
(1.6)

where the entries in Ex0 and Ec0 (εx0 and εc0 respectively) are kinetic parameters
called elasticities, which are defined in the reference state as scaled local sensitivities
of reaction rates vi towards the metabolite concentrations xk and cl:

εx0
ik =

x0
k

v0
i

(
∂vi

∂xk

)0

, εc0
il =

c0
l

v0
i

(
∂vi

∂cl

)0

(1.7)

In a number of in silico studies (Visser and Heijnen, 2003; Visser et al., 2004a),
the lin-log kinetics has been demonstrated to have adequate approximation capacity
in the case of large changes of enzyme and metabolite levels. In addition, it allows
analytical steady state solution of the metabolic network. The suitability of the lin-
log kinetics to describe experimentally obtained data remains to be demonstrated.

Estimation of kinetic parameters Traditionally, kinetic parameters in mecha-
nistic kinetic functions are estimated through in vitro experiments with (partially)
purified enzymes or cell extracts. This involves measuring reaction rates while vary-
ing metabolite concentrations (usually one at a time) in test tubes, followed by
parameter estimation from these data (Cornish-Bowden, 2004). A wealth of kinetic
information has been accumulated through the years, which has been systematically
stored in e.g. the BRENDA online database.
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A caveat of this methodology is that conditions used in test tubes (in vitro)
deviates considerably from conditions inside the cells (in vivo), which likely leads
to altered kinetic properties of the studied enzyme. For example, the concentration
ratio of enzyme/metabolite in the cells is usually much higher than used in test tubes.
In vivo effects, such as crowding, channeling and interactions between proteins, are
likely to affect enzyme kinetic properties but are not easily examined in vitro. A
number of models based on in vitro derived kinetic parameters failed to reproduce
experimental observations (Teusink et al., 2000; Wright and Kelly, 1981).

Hence, there exists the need to obtain kinetic information under in vivo condi-
tions. In general, in vivo kinetic properties can be exposed through perturbation
of the metabolism of intact cells. The perturbation can lead to new (quasi-) steady
states, or a short dynamic transient. The first type of perturbation experiments can
be called multiple steady state experiments and the second type dynamic experi-
ments.

In multiple steady state experiments, in vivo fluxes, enzyme capacities and
metabolite concentrations are determined under a sufficient number of different
(quasi-) steady states; parameters are obtained by solving Eq. 1.2 with the ob-
tained data. For example, Giersch (1995) established multiple steady states in a
reconstituted metabolic system by separately varying enzyme levels and indepen-
dent metabolite concentrations; the parameters of a linearized kinetic function were
subsequently estimated. Multiple steady states can be established in vivo by e.g. ap-
plying different dilution rates in chemostat cultures (Yang et al., 2003) or changing
the capacity of specific enzymes by genetic engineering (Moritz et al., 2000; Petersen
et al., 2001). In these in vivo studies enzyme kinetic properties were evaluated with
fluxes and metabolite concentrations determined in vivo, as well as enzyme capacities
measured in vitro, which requires a considerable experimental effort. Another sig-
nificant drawback is that the information content might be severely constrained; for
example, due to homeostasis the metabolite concentrations might not significantly
change between different steady states.

The principle of dynamic experiments is illustrated in Fig. 1.2. This involves per-
turbation of a metabolic system at (quasi-) steady state by external stimuli followed
by measurement of its dynamic metabolic responses. The required experimental in-

v0

x0

e0

Reference steady state

v

x

e0

Transient

t t

Figure 1.2 Dynamic experiments for the investigation of in vivo kinetics.
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Figure 1.3 Characteristic times of different cellular processes.

formation for in vivo kinetic parameter estimation can be significantly reduced by
using time scale analysis. Various cellular processes operate on very different time
scales, as illustrated in Fig. 1.3. Obviously, by limiting the observation time window
to a few hundreds seconds or shorter, it can be assumed that the metabolic responses
are primarily triggered by kinetic interactions and that enzyme capacities, which are
modified by the slower processes (e.g. enzyme induction), are essentially constant.
Thus, contrary to multiple steady state experiments, enzyme capacities do not need
to be quantified and measurement of only metabolite concentrations as a function of
time allows the estimation of kinetic parameters, from a set of ordinary differential
equations:

ẋ = Sv, vi = fi(x, c,P)

Dynamic experiments have been applied to study the in vivo kinetics in the
central metabolism (Chassagnole et al., 2002; Theobald et al., 1997; Vaseghi et al.,
1999, 2001; Visser et al., 2004b) and product pathways (Oldiges et al., 2004; Schmitz
et al., 2002). Parameters of mechanistic kinetic functions have been estimated for the
primary metabolism (i.e. glycolysis, TCA cycle and the pentose phosphate pathway)
of S. cerevisiae (Rizzi et al., 1997; Vaseghi et al., 1999) and E. coli (Chassagnole
et al., 2002; Degenring et al., 2004).

It is worth mentioning that in the kinetic models obtained so far, the simpli-
fying assumption has often been made that rates of lumped biosynthetic reactions
depend on the concentrations of precursors and energy equivalents. Since consid-
erable amounts of biosynthetic precursors (e.g. G6P and pyruvate) are withdrawn
from the primary metabolism, it is important, from a mass conservation point of
view, to understand the extent of changes of the biosynthetic rates during stimulus
response experiments. This is however hampered by yet incomplete measurements
of metabolic responses, such as the unquantified dynamic responses of the important
carbon sink CO2 and the redox sink O2.

Experimental aspects of dynamic experiments The essential steps of a dy-
namic experiment are illustrated in Fig. 1.4. The most often used perturbation is
a glucose pulse on a carbon-limited culture, which results in a step increase of the
residual glucose concentration and triggers large changes in metabolite concentra-
tions and fluxes. In addition, it has been shown that an ethanol pulse on a carbon-
limited chemostat of S. cerevisiae provides valuable, complementary information
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Figure 1.4 Essential steps of a dynamic experiment.

next to glucose pulse experiments (Visser et al., 2004b).
Due to the very short time window of observation (i.e. in the order of seconds

to a few minutes), rapid sampling is required to monitor the fast metabolite con-
centration changes in the metabolic system. Different rapid sampling devices have
been developed to realize a sampling frequency of 0.2 − 5 Hz (Buziol et al., 2002;
Lange et al., 2001; Schaefer et al., 1999; Theobald et al., 1993; Visser et al., 2002;
Weuster-Botz, 1997).

The further turnover of metabolites should be prevented directly after sampling.
This is realized by a quenching step, using e.g. methanol/water mixture at −40◦C
(de Koning and van Dam, 1992) or by immediate cell disruption under extreme
pH conditions, using e.g. perchloric acid or KOH (Theobald et al., 1997). When
extracellular metabolites are of interest, the fermentation broth is rapidly quenched
and filtered (Mashego et al., 2003).

The same metabolite might be present both in cells and in the culture super-
natant (secreted by cells or released due to cell death). Since intracellular metabolite
concentrations are usually very low (e.g. in the order of µmol/gDW), it is important in
this case to separate the biomass from the culture. This is achieved by centrifugation
and (repeated) washing under conditions which do not allow metabolite turnover.
Cell disruption and metabolite leakage should be minimized during the quenching
and washing steps.

Intracellular metabolites are subsequently extracted from the cell pellet after the
washing step to obtain a cell-free extract. Frequently applied extraction agents are
boiling ethanol (Gonzalez et al., 1997), cold acid/alkaline (Theobald et al., 1997)
and cold chloroform (de Koning and van Dam, 1992).

Typically, about a few hundred different intracellular metabolites are present in
µM range in the final cell-free extract of a small volume (usually in the milliliter
range). Hence, an ideal analytical procedure should combine high specificity, high
sensitivity and high throughput with minimal sample usage. In a number of studies,
LC-ESI-MS has been shown to be a promising platform for metabolome analysis,
which satisfies the mentioned criteria (Buchholz et al., 2001; van Dam et al., 2002).

Several pitfalls can occur in the said experimental and analytical procedures. Cell
leakage during quenching and washing, incomplete metabolite extraction, metabolite
degradation during sample processing and analysis, as well as ion suppression effects
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in LC-ESI-MS (Annesley, 2003), can hamper the unbiased quantification of intracel-
lular metabolite levels. Careful evaluation of these effects, such as standard addition
and spiking experiments, which are and unfortunately quite laborious, should be
carried out for the different microorganisms of interest (Castrillo et al., 2003; Gon-
zalez et al., 1997; Hajjaj et al., 1998; Lange et al., 2001; Maharjan and Ferenci, 2003;
Wittmann et al., 2004).

Application of kinetic models Once a kinetic model has been obtained, it can
be applied for a number of purposes (Wiechert, 2002). First, kinetic models are
helpful to organize the available knowledge of enzyme-metabolite interactions. Sec-
ond, fundamental properties of the metabolic system, e.g. stability, bifurcation or
possible oscillations, multiplicity of steady states, can be investigated with kinetic
models (Hatzimanikatis and Bailey, 1997; Torres, 1994a; Wolf et al., 2000). In addi-
tion, kinetic models allow simulation of the metabolic system, which could assist in
understanding of its general properties. When kinetic models are coupled to compu-
tational fluid dynamic models, the dynamic metabolic behavior of microorganisms
can be studied in industrial scale fermentors, where concentration gradient occurs.
This can serve to optimally scale-up fermentation processes (Schmalzriedt et al.,
2003).

Furthermore, sensitivity analysis can be performed with a full kinetic model
of the metabolic system. Scaled sensitivity coefficients (e.g. elasticities defined in
Eq. 1.7) form the basis of the well-developed Metabolic Control Analysis (MCA),
which has been widely applied for the quantitative understanding of the distribution
of control in metabolic systems (Fell, 1997). These sensitivities, such as the flux and
concentration control coefficients, can be straightforwardly computed from a kinetic
model (Mauch et al., 1997; Pissara et al., 1996; Torres, 1994b). Alternatively, sensi-
tivities to kinetic parameters can be derived, which could facilitate model reduction
(Degenring et al., 2004).

Finally and most importantly, kinetic models are applied for the genetically-based
redesign of metabolic systems. A set of optimal enzyme capacities can be computed
under the constraint of e.g. maximizing the product flux. This can be combined with
additional constraints, such as limited changes in metabolite concentrations and/or
total enzyme levels to avoid crowding stress and maintain homeostasis in the cell
(Alvarez-Vasquez et al., 2000; Mauch et al., 2001; Visser et al., 2004a). Further opti-
mization has been made possible by incorporating a gene expression model (Schmid
et al., 2004), or by co-optimizing the structure and strength of allosteric interactions
(Hatzimanikatis et al., 1998).

1.4 Aim and outline of the thesis

An in vivo kinetic model of cellular metabolism is a crucial part of the successful
completion of the metabolic engineering cycle and has been a focus of research in the
bioprocess technology group of the Department of Biotechnology at Delft University
of Technology, using among others the primary metabolism of S. cerevisiae as a
model system. The primary metabolism is the key supplier of precursors and energy
and redox cofactors, needed for growth and product formation. It can be expected
that enhancement of only the product pathway will eventually lead to limited sup-
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ply of precursors and cofactors from the primary metabolism, which will therefore
become a further metabolic engineering target. Compared to a product pathway, the
primary metabolism contains many more enzymes (about 30 vs. 5− 10 in a typical
product pathway) that are tightly regulated; hence, its kinetic analysis is consider-
ably more complex, which necessitates heavy use of both experimental and modeling
tools.

Experimental tools for stimulus response experiments, i.e. rapid sampling and
analysis of intracellular metabolites by LC-MS/MS, have been established in the
bioprocess technology group (Lange et al., 2001; van Dam et al., 2002). In parallel,
a structured yet simple approximative kinetic format, i.e. the lin-log kinetics, has
been developed (Visser and Heijnen, 2003). These have laid the foundation of the
research described in this thesis, which aims at further development and application
of these tools towards a kinetic model of the primary metabolism of S. cerevisiae.

Chapters 2 and 3 describe new tools to obtain information from the stimulus
response experiments. In chapter 2, we develop a mathematical method to recon-
struct the in vivo oxygen uptake rate (OUR) and carbon dioxide evolution rate
(CER) from the off-gas measurements during a dynamic experiment. The OUR and
CER convey valuable information of major metabolic processes, such as the respi-
ration, the TCA cycle and the fermentative pathway, but have not been estimated
in previous dynamic studies. The proposed method has been improved to incorpo-
rate the dissolved oxygen measurement and to take into account variations in the
gas flow rate (Bloemen et al., 2003). In chapter 3, we develop a novel method for
the metabolome quantification by isotope dilution mass spectrometry. This method
uses a mixture of fully U-13C-labeled metabolites as internal standards in sample
processing and LC-ESI-MS/MS analysis, and corrects for metabolite degradation,
ion suppression and variations in sample preparation.

Chapters 4 and 5 focus on the application of the lin-log kinetics. Chapter 4
addresses the problem of estimating elasticities and metabolic control parameters,
defined according to the MCA, from multiple steady state data. The traditional
MCA-based approach requires infinitesimal changes to be made in the metabolic
system, which is experimentally impractical and statistically not sound. It is shown
that the application of lin-log kinetics circumvents these problems and leads to a
consistent set of elasticities. Chapter 5 addresses the problem of identifying un-
known gene functions from only metabolome data. Previous attempt (i.e. FANCY)
compares co-response of metabolites in strains deleted for known and unknown genes
(Raamsdonk et al., 2001). In our approach, enzyme capacity changes due to genetic
alteration are obtained solely from metabolome data, using a lin-log kinetic model. It
is shown in silico that enzyme capacity changes calculated from metabolome changes
lead to sound hypotheses regarding the unknown gene functions.

Chapters 6 and 7 investigate the in vivo kinetics in the primary metabolism of S.
cerevisiae with the developed experimental and modeling tools. Chapter 6 employs
multiple steady state measurements to identify relevant kinetic mechanisms in pro-
longed chemostat cultivation (70 − 95 generations) of S. cerevisiae, where constant
fluxes has been observed accompanied by large changes in enzyme and metabolite
levels (Mashego et al., 2005). These measurements are used to estimate elasticities
of a lin-log kinetic model. It is shown that due to the limited information content of
multiple steady state experiments, only linear constraints between the parameters

13



Chapter 1

can be obtained. This prompts the use of dynamic experiments for in vivo kinetic pa-
rameter estimation. In chapter 7, comprehensive metabolome measurements from
a glucose pulse experiment are used to construct cumulative mass, redox and en-
ergy balances within a transient of 300 seconds. From these balances, important
metabolic processes during the various phases of the transient are identified, which
is a prerequisite for the construction of kinetic models.

Finally, chapter 8 discusses the existing bottlenecks and challenges for in vivo
kinetic analysis.
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Chapter 2

Determination of
in vivo OUR and CER

Abstract In vivo kinetics of S. cerevisiae is studied, in a time window of 150 seconds,

by analyzing the response of O2 and CO2 in the fermentor off-gas after perturbation of

chemostat cultures by metabolite pulses. A new mathematical method is presented for the

estimation of the in vivo oxygen uptake rate (OUR) and carbon dioxide evolution rate

(CER) directly from the off-gas data in such perturbation experiments. The mathematical

construction allows effective elimination of delay and distortion in the off-gas measurement

signal under highly dynamic conditions. A black box model for the fermentor off-gas system

is first obtained by system identification, followed by the construction of an optimal linear

filter, based on the identified off-gas model. The method is applied to glucose and ethanol

pulses performed on chemostat cultures of S. cerevisiae. The estimated OUR is shown

to be consistent with the independent dissolved oxygen measurement. The estimated in

vivo OUR and CER provide valuable insights into the complex dynamic behavior of yeast

and are essential for the establishment and validation of in vivo kinetic models of primary

metabolism.

2.1 Introduction

Targeted alteration of metabolic pathways by recombinant DNA techniques allows
the redirection of metabolic fluxes towards desired final products (Lessard, 1996).
Prediction of the targets and the outcomes of these alterations is impeded, however,
by intrinsic nonlinearity of biological systems, which calls for the application of
mathematical models to cellular metabolism (Bailey, 1998). Kinetic models, which
combine enzyme kinetics with known stoichiometry of metabolic pathways, have
proven useful in describing and understanding the global dynamic behavior of mi-

Published as: Wu L, Lange HC, van Gulik WM, Heijnen JJ. 2003. Determination of in vivo
oxygen uptake and carbon dioxide evolution rates from off-gas measurements under highly dynamic
conditions. Biotechnol Bioeng 81: 448-58.
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crobes (Gombert and Nielsen, 2000). The importance of using in vivo enzyme kinetics
in this kind of models, instead of in vitro kinetics, has been illustrated by Wright
et al. (1992) and Teusink et al. (2000).

In vivo enzyme kinetics can be evaluated by pulse experiments, during which
a substrate pulse is administered to a steady state chemostat culture (Theobald
et al., 1997). The responses of the culture are observed in a short time window, e.g.
100− 200 seconds after the pulse, to ensure approximately constant enzyme levels.
Analysis of intra- and extracellular metabolite concentrations within this time frame
allows the estimation of in vivo kinetic parameters (Rizzi et al., 1997; Vaseghi et al.,
1999), or the validation and diagnosis of the entire kinetic model (Visser et al., 2000).

In addition to metabolite concentrations, continuous measurements of oxygen
and carbon dioxide content in the fermentor off-gas or the fermentation broth can
be obtained from online sensors, which facilitate in principle the estimation of the
in vivo oxygen uptake rate (OUR) and carbon dioxide evolution rate (CER). Both
are closely related to the primary metabolism, either through the respiratory chain
or reactions in the pyruvate branch point, the TCA cycle and the PP pathway.
Despite their relevance to kinetic modeling, estimation of the OUR and CER during
transient, in the time scale of 100 − 200 seconds, has not been reported previously
in the field of metabolic engineering.

Instead, nonstationary OUR estimation has been addressed in wastewater treat-
ment processes, utilizing dissolved oxygen (DO) measurement. Both instrumental
(e.g. respirometry) and software sensors have been applied. A continuous respira-
tory meter suffers from large calculation intervals (typically 60 seconds) (Spanjers
et al., 1994). With software sensors, a constant (oxygen) partial pressure in the gas
phase is assumed (Carlsson et al., 1994; Holmberg and Olsson, 1989). Recursive least
square techniques or Kalman filtering have been applied to estimate the OUR and
the oxygen mass transfer coefficient (kLa) simultaneously, the latter being modeled
as a function of the gas flow rate. Lindberg and Carlsson (1996) used a polynomial
filtering method to reduce the influence of DO sensor dynamics.

In the case of pulse experiments, the assumption of a constant gas phase O2 and
CO2 partial pressure no longer holds. Sudden changes in the OUR and CER lead to
dynamics in the mass transfer between the liquid and gas phase in the fermentor, and
consequently rapid changes in the gas partial pressure. Coupled mass balances for
O2 and CO2 in the liquid and gas phase are therefore required for the reconstruction
of OUR and CER during pulse experiments.

The gas phase O2 and CO2 partial pressure is monitored as the volume fractions
in the fermentor off-gas, while the dissolved oxygen and carbon dioxide (DO and
DCO2) can be measured closer to the source. The DO and DCO2 measurements
have several drawbacks, however:

- DO or DCO2 sensors are prone to drift and fouling, which cannot be easily
corrected by repeated calibration during fermentations.

- The DCO2 sensors based on a pH difference measurement are impractical for
use in continuous cell cultivation (Pattison et al., 2000), while commercial fiber
optic DCO2 probes do not provide sufficient sensitivity in the concentration
range of interest (typically under 5% partial pressure of CO2). The CER esti-
mation therefore solely depends on off-gas CO2 measurement.
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Figure 2.1 Left: schematic depiction of the off-gas system; right: modeling of
the off-gas system.

Moreover, off-gas measurements can be easily extended to volatile metabolites by
other detection methods, such as mass spectroscopy.

During transient, the off-gas measurement does not reflect the actual gas partial
pressures in the fermentor gas phase. The off-gas system in a conventional fermenta-
tion setup (see Fig. 2.1) contains large dead volumes, such as headspace and tubing,
which cause mixing effects and a time delay. The measured signal is further influ-
enced by sensor dynamics and process and measurement noises.

Taking account of these effects, a new approach is presented in this paper to
estimate the OUR and CER during pulse experiments in a time window of 150 sec-
onds, using off-gas measurements. The method is based on the identification of an
input-output transfer function model for the off-gas system, followed by the con-
struction of a linear polynomial filter as described by Lindberg and Carlsson (1996).
The practical application of this new approach is demonstrated with glucose and
ethanol pulse experiments on chemostat cultures of Saccharomyces cerevisiae.

2.2 Theoretical aspects

Model development Both the liquid and gas phase (that is the gas present as gas
bubbles in the fermentation broth) in the fermentor are described as ideally mixed
CSTR’s with the following set of differential equations: Gas phase:

Vg
dcg

dt
= Φg(cg,in − cg)− kLa · Vl(

cg

m
P

P0
− cl) (2.1)

Liquid phase:
dcl

dt
=

Φl

Vl
(cl,in − cl) + kLa (

cg

m
P

P0
− cl) + r (2.2)

In Eq. 2.1 the gas flow rate in and out of the fermentor is assumed to be constant.
At an operating pH of 5, the concentration of carbonate ion is negligible and only
dissolved carbon dioxide will contribute to the mass transfer (Royce and Thornhill,
1991). The term Φl(cl,in−cl)/Vl is neglected in further analysis, since the liquid flow
rate is very small.
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Further, it is assumed that the complex mixing effects of the off-gas in different
compartments (e.g. the headspace, the cooler, the tubing system, etc.) can be ap-
proximated by a finite number of CSTR’s in a series, all with appropriate dimensions.
The model equation for the ith CSTR in the series of CSTR’s is given by

dci

dt
=

1
τi

(ci−1 − ci), i = 1, 2, · · · , N (2.3)

where ci and τi are the gas concentration and the residence time of the ith CSTR
respectively. c0 corresponds to the O2 or CO2 concentration in the gas bubbles,
which enter the headspace. The dynamics of the off-gas analyzer is assumed to be
first order and given by

dx

dt
=

1
τa

(cN − x) (2.4)

where τa is the first order analyzer constant and x the measured gas concentration.
The final measurement y is given by

y(t) = x(t− k) (2.5)

where k is the combined net time delay produced by the dead volumes in the off-
gas system. The modeling steps above are shown schematically in Fig. 1.1. Laplace
transformation of Eq. 2.1 to 2.5, assuming steady state initial conditions (i.e. all
derivatives are zeros in Eq. 2.1 to Eq. 2.5) yields:

c′g(s) =
B1(s)
F (s)

c′g,in +
B2

F (s)
r′(s) (2.6)

y′(s) = e−sk Gn

Gd(s)
c′g(s) (2.7)

Here, the prime denotes a deviation from the steady state (e.g. y′ = y − y0). The
definitions of all transfer functions are given in Appendix A. Combining Eq. 2.6 and
Eq. 2.7 by eliminating c′g(s) yields:

y′(s) = e−sk Gn

Gd(s)
B1(s)
F (s)

c′g,in(s) + e−sk Gn

Gd(s)
B2

F (s)
r′(s)

= e−sk Bc(s)
A(s)

c′g,in(s) + e−sk Br

A(s)
r′(s)

= Gc(s) c′g,in(s) + Gr(s)r′(s) (2.8)

where

Bc(s) = GnB1(s), Br = GnB2, A(s) = Gd(s)F (s)

Gc(s) = e−sk Bc(s)
A(s)

, Gr(s) = e−sk Br

A(s)
(2.9)

Since off-gas measurements are registered by a digital computer at discrete time
intervals, it is convenient to rewrite Eq. 2.8 in a discrete fashion. With the intro-
duction of the forward shift operator q and the backward shift operator q−1, defined
by

q f(nT ) = f(nT + T ), q−1 f(nT ) = f(nT − T ) (2.10)
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the discrete time transfer functions can be obtained by approximation of s in the
continuous time transfer functions with Euler’s method, when the sampling interval
T is short:

s ≈ q − 1
T

(2.11)

Assuming that corruption of the measurement can be described by white noise
e(t), a combination of Eq. 2.8, 2.10 and 2.11 gives the final discrete-time input-output
transfer function model of the off-gas system:

y′(t) = Gc(q)c′g,in(t) + Gr(q)r′(t) + H(q)e(t) (2.12)

where

Gc(q) = q−k Bc(q)
A(q)

, Gr(q) = q−k Br

A(q)
, H(q) =

C(q)
D(q)

and A, B, C and D are polynomials in q−1:

A(q) = 1 + a1q
−1 + · · ·+ ana

q−na

B(q) = b1q
−1 + · · ·+ bnb

q−nb

C(q) = 1 + c1q
−1 + · · ·+ cncq

−nc

D(q) = 1 + d1q
−1 + · · ·+ dnd

q−nd

System identification The transfer functions in Eq. 2.12 contain a large number
of unknown parameters, e.g. the number of CSTR’s in series, their residence time
τi, etc. (see also Appendix A), the estimation of which will be extremely laborious,
if not impossible. We therefore chose to treat the transfer functions as polynomi-
als in q−1 with unknown polynomial coefficients, which no longer possess physical
relevance. This ‘black box’ approach allows the estimation of all coefficients with
standard system identification techniques (Ljung, 1987). During system identifica-
tion experiments the off-gas system is excited with known inputs while its response
(output) is recorded. A linear quadratic estimate of the polynomial coefficients and
time delay can be obtained with the input-output data.

According to Eq. 2.12, the off-gas system has two inputs, namely the gas feed
concentration cg,in and the reaction rate r. The choice of the input used for system
identification is however limited to cg,in, since the reaction rate r cannot be directly
and precisely manipulated. Keeping r at a constant level during identification while
varying cg,in results in:

y′(t) = Gc(q)c′g,in(t) + H(q)e(t) (2.13)

which allows the identification of Gc(q) and H(q). Gr(q) can be obtained from the
identified Gc(q) as follows: since the two transfer functions share the same denomi-
nator A(q) and time delay k, the problem can be reduced to the determination of the
scalar Br, the nominator of Gr(q). The gain G of the continuous or discrete transfer
functions can be determined by taking s = 0 or p = 1. We thus have:

Gc = 1, Gr = τ (2.14)
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Figure 2.2 A random binary sequence with a fixed low input level and a fixed
high input level.

Hence, using Eq. 2.9 and 2.14 we obtain:

Br = τ ·A(s)|s=0 or Br = τ ·A(q)|q=1

The gain relationship allows thus the identification of Br.
For the actual ‘shape’ of the input, the generalized binary sequence (GBN) has

been chosen, illustrated in Fig. 2.2. It is a stochastic signal, which randomly switches
between two fixed levels at discrete points in time, with the nonswitching probability
p defined as:

P (St = St−1) = p, P (St 6= St−1) = 1− p

The expectation of the switching interval Tsw is given by

E[Tsw] =
Tb

1− p

where Tb is the length of a fixed basic switching interval.
The GBN can be easily implemented and is at the same time optimal for the sta-

tistical information content (Ljung, 1987). Our choice of p was guided by the global
guideline outlined by Tulleken (1990), which leads to (sub)optimal GBN design in re-
lation to global dynamic properties of the system to be identified. For a second-order
overdamped system, the (sub)optimal nonswitching probability p satisfies

E [Tsw]
τs

= 1 (2.15)

where τs is the 99% settling time. From the step response of the off-gas system it can
be verified that the off-gas system is at least second-order. During identification, the
GBN is realized by switching the concentration of O2 or CO2 in the gas feed between
two constant values. The difference between these two levels has been chosen to cover
as much as possible the concentration changes of O2 or CO2 in pulse experiments.

The off-gas system during identification should resemble as close as possible
the off-gas system during perturbation experiments. This is partially satisfied due
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to the time-invariant physical properties of the components of the off-gas system,
e.g. the headspace, cooler, tubing system and analyzer. However, care has to be
taken that the operational parameters, such as the stirring speed, pH, temperature,
pressure, gas flow rate, liquid volume and gas hold-up, are the same during the
identification as during the pulse experiments. Additionally, the physical properties
(such as density, viscosity, gas holdup and kLa, etc.) of the fermentor liquid phase
used for identification should ideally be the same as those of a chemostat broth,
which infers the use of a steady state chemostat broth for identification experiments.
A serious drawback is that the steady state OUR and CER might be affected by step
changes of the input gas concentrations. This is circumvented by using a resting cell
culture as an alternative, which possesses approximately the same physical properties
as the chemostat broth. The resting cell culture is obtained after switching off the
medium feed to the chemostat for several hours, while keeping the other cultivation
conditions unchanged.

Optimal linear filtering Based on the identified transfer function Gr(q), a linear
filter can be constructed to estimate the actual reaction rates in a least square sense.
In the filtering problem the following linear system is defined:

y(t) = G(q)u(t) + H(q)e(t) (2.16)

where

G(q) = q−k B(q)
A(q)

, H(q) =
C(q)
D(q)

, u(t) =
M(q)
N(q)

v(t)

Ee(t)2 = λe, Ev(t)2 = λv, ρ = λe/λv

Here e(t), v(t) are two independent stationary white and zero-mean noise processes;
the noise to signal ratio ρ is defined as the quotient of their variances λe and λv. q−k

corresponds to a pure time delay in the transfer function G(q), so that B(q) does
not contain any time delays. With the input model M(q)/N(q), u(t) is modeled as
an Auto Regressive Moving Average (ARMA) process.

A polynomial based linear filtering method is used to estimate the input u(t) by
minimizing the mean square estimation error (Ahlen and Sternad, 1989):

E[ε(t)2] = E[u(t)− û(t|t−m)]2 (2.17)

For the estimation of reaction rates, m is negative and the filter corresponds to
a fixed lag smoother. The optimal filter can be represented as:

û(t|t−m) =
Q(q)
R(q)

y(t−m) (2.18)

The polynomials Q(q) and R(q) that attain the minimum value of Eq. 2.17 are
given as:

Q

R
=

Q1DA

β

where the backward shift operator q−1 is substituted by the complex argument z−1,
which is omitted for convenience.
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With the definition of the polynomial P and its conjugate P∗ as:

P = P (z−1) = 1 + p1z
−1 + · · ·+ pnpz

−np

P∗ = P (z) = 1 + p1z + · · ·+ pnpz
np

The polynomial factors Q1 and β are obtained by solving first a spectral factoriza-
tion:

Rββ∗ = MBDM∗B∗D∗ + ρCANC∗A∗N∗ (2.19)

followed by a Diophantine equation (Ahlen and Sternad, 1989):

zm+kM∗B∗D∗MC = RβQ1 + zNL∗ (2.20)

The choice of noise to signal ratio ρ in Eq. 2.19 is a tradeoff between better
tracking of changes in u(t) (when ρ is small) and low variance in estimated u(t) (when
ρ is large). The optimal ρ is determined by tuning (Lindberg and Carlsson, 1996).
This filtering method is equivalent to stationary Kalman filtering. But compared to
the state space formulation of Kalman filtering, the design calculations are simpler,
especially for systems with significant time delays and for smoothing problems.

For the off-gas system during perturbation, the reaction rates r are varying while
the input gas concentration remains constant, we have according to Eq. 2.12:

y′(t) = Gr(q)r′(t) + H(q)e(t)

Substitution of y(t|t−m) with y′(t|t−m) in Eq. 2.18 delivers the desired estimate
of r(t). To account for the varying nature of r(t), the input model M(q)/N(q) is
parameterized as a random walk, which is widely used to model nonstationary time-
series (Grewal and Andrews, 1993):

M(q)
N(q)

=
1

1− q−1

2.3 Materials and methods

Organism and chemostat cultivation Saccharomyces cerevisiae CEN.PK 113-
7D was cultivated in carbon limited continuous cultures with a working volume of
4 l in a 7 l fermentor (Applikon, The Netherlands) at a dilution rate of about 0.05
h−1. Conditions applied were a temperature of 30◦C, a pH controlled at 5.0, a stirrer
speed of 600 rpm, a gas feed (air) flow rate of approximately 3/4 vvm and an over-
pressure of 0.3 bar. A doubled mineral medium with 27.1 g/l glucose and 1.42 g/l
ethanol was used to obtain approximately 15 g biomass (dry weight) per liter in
steady state (Lange et al., 2001).

Model identification experiments Identification experiments were performed
in a resting cell culture. The (sub)optimal nonswitching probabilities used in model
identification experiments were determined by Eq. 2.15, given in Table 2.1.

The GBN was realized by switching between two different levels of O2 and CO2

in the gas inlet (Table 2.2). The oxygen and carbon dioxide contents in the off-
gas were measured by a NGA200 gas analyzer (Rosemount Analytics, USA). The
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Table 2.1 Nonswitching probabilities

cg,in Tb (second) p

O2 3 0.98
CO2 5 0.98

Table 2.2 Applied O2 and CO2 concentrations in the gas inlet

% O2 % O2 %CO2 %CO2

high level low level high level low level

gas/gas mixture Air Air+N2 Air+CO2 Air
concentration 20.95 18.93 1.13 0.034

dissolved oxygen tension (DOT) was measured by a Mettler Toledo DOT sensor
(Mettler-Toledo GmBH, Switserland). The sampling rate of all measurements was
1 s−1. Estimation of the polynomial coefficients was carried out with the Matlab 5.3
system identification toolbox.

Pulse experiments Under steady state conditions, a pulse of glucose or ethanol
was injected into the chemostat with a syringe to give an initial liquid phase con-
centration of 1 g/l glucose or 0.5 g/l ethanol. The injected volume is negligible
compared to the broth volume. Two glucose pulses were conducted on duplicate
chemostat cultures G1 and G2. Two ethanol pulses were conducted on duplicate
chemostat cultures E1 and E2.

2.4 Results and discussion

Chemostat cultivation Pulse experiments were performed on four separate che-
mostat cultures. Steady state conditions were checked routinely via biomass concen-
tration and off-gas analysis (Table 2.3). All carbon and redox balances closed within
±3%.

Table 2.3 Summary of steady state chemostat measurements

Chemostats D cx OUR CER
h−1 g/l mmol/gDW/h mmol/gDW/h

G1 0.051 14.03 1.61 1.60
G2 0.053 14.63 1.55 1.50
E1 0.053 14.69 1.51 1.49
E2 0.048 14.53 1.41 1.39
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Figure 2.3 Input and output dataset for the identification of a transfer function.

Table 2.4 Polynomial coefficients and their standard deviations of the iden-
tified transfer functions

O2 CO2

a1 −2.81 (± 0.004) −1.96 (± 0.0002)
a2 2.63 (± 0.009) 0.96 (± 0.0002)
a3 −0.82 (± 0.004)
b1 1.44e-4 (± 3.34e-6) 3.35e-4 (± 1.61e-6)
c1 −0.56 (± 0.01) −0.23 (± 0.008)
d1 −0.98 (± 0.003) −0.98 (± 0.002)
d2

k 48 34

System identification A resting cell culture was obtained by switching off the
medium feed to the chemostat. This resulted in both the OUR and CER to drop to
very low levels (typically < 5% of the chemostat reaction rates) and no significant
change was observed during identification experiments.

A typical identification dataset is shown in Fig. 2.3, from which the distortion of
the off-gas measurements is clearly visible. A large number of models with different
polynomial orders were evaluated. Model selection was carried out according to the
following criteria:

- minimization of mean square prediction error (loss function)
- minimization of parameter confidence intervals;
- fit between the measured output and output simulated by the model;
- whiteness of the prediction errors (residuals);
- independence between the residuals and past inputs;
- a gain close to 1.

The parameters of the selected models and their confidence intervals are sum-
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Figure 2.4 Model prediction (—) compared with measured output (· · · ) for an
identified transfer function.

marized in Table 2.4. The identified models give good descriptions of the off-gas
system, as can be seen from the excellent agreement between the measurement and
the simulation (Fig. 2.4).

Optimal linear filtering and verification The pulse responses in a time window
of 150 seconds, as measured from the off-gas O2 and CO2 content and DO, are plotted
in Fig. 2.5 for glucose and ethanol pulses. It is obvious that the off-gas measurements
are subject to a large time delay, compared with the fast DO response. The (biomass
specific) OUR and CER, estimated from off-gas measurements through the optimal
filtering procedure, are plotted in Fig. 2.6. Although the estimated OUR and CER
from duplicate cultures are slightly different in magnitude, reproducibility of the
trend is satisfactory, which is underlined by the reoccurring patterns.

The estimated OUR and CER can be verified by simulating the identified models
with the estimated OUR and CER and compare the outputs, i.e. the simulated off-
gas O2 and CO2 concentrations, with the measured ones. As can be seen from
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Figure 2.5 Off-gas and DO responses after a glucose pulse on chemostat G1
(A) and an ethanol pulse on chemostat E1 (B). The pulses were both given at
t = 0. O2 —; CO2 - - -; DO, · · · .
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Figure 2.6 Estimated biomass specific OUR and CER in mmol/gDW/h after
perturbation of chemostat cultures of S. cerevisiae. Left panel: glucose pulses
given at t = 0 on chemostat G1 (—) and chemostat G2 (· · · ); right panel: ethanol
pulses given at t = 0 on chemostat E1 (—) and chemostat E2 (· · · ). For OUR,
ρ = 0.01, m− k = 20; for CER, ρ = 0.001, m− k = 20.

Fig. 2.7, the simulated values fit closely to the measurements.
The initial response of the OUR following the glucose pulses shows a rapid in-

crease followed by a sharp decrease within 50 seconds (see Fig. 2.6). This trend is
not obvious in the off-gas O2 measurement and contradicts what has been expected,
i.e. a continuous increase until the capacity of the respiratory chain is saturated.
However, the same trend can be observed in the available DO measurement, which
supports the estimated initial sharp increase in OUR (as seen from a drop in DO),
followed by a decrease in OUR (as seen from the increase in DO). To further confirm
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Figure 2.7 Measured (—) and simulated (· · · ) off-gas O2 and CO2 concentrations
during an ethanol pulse on the chemostat E1. The pulse was given at t = 0.

this, we simulated the DO corresponding to the estimated OUR during glucose and
ethanol pulses, using the dynamic mass balances Eq. 2.1 and Eq. 2.2. In this cal-
culation, the kLa is assumed to remain constant at the steady state value kLa0. As
shown in Fig. 2.8, the pattern in the measured DO within 100 seconds after the pulse
is structurally well matched by the simulated DO, which validates the unexpected
trend in the estimated OUR in the glucose pulses. The same agreement between the
measured and simulated DO is shown in Fig. 2.8 for an ethanol pulse. The pattern
of estimated OUR is thus consistent with the independent DO measurement.

It should be emphasized that the DO measurement has neither been part of the
identified model nor is it used for the OUR calculation. Further, the DO data is
not corrected for possible dynamics of the DO probe. This partially explains the
deviation of the simulated DO from the measured values in Fig. 2.8. As for the
glucose pulses, this deviation amplifies from 100 second onwards. An explanation
could be an increase of kLa after the glucose pulse, due to a release of surface-
active compounds by the cells. Although we were unable to determine kLa during
the highly dynamic period immediately after the pulse, the ‘apparent’ kLa values
is calculated from Eq. 2.1 by assuming a pseudo steady state after approximately
7 minutes after the pulse, the result of which suggests a non-constant kLa during
glucose pulses (Fig. 2.9).

Because a constant kLa has been assumed in the modeling procedure and em-
bedded in the identified transfer functions, it is important to access the error in the
estimated OUR caused by possible changes in kLa during pulse experiments. The
error ε can be expressed as:

ε = rkLa − rkLa0

rkLa is the OUR calculated from a true, possibly varying kLa, while rkLa0 denotes
the current OUR estimate with a constant kLa assumption. It is shown in Appendix
B that ε is within 2% of the current OUR estimate.

The discrepancy between the estimated and simulated DO values and the rela-
tively small error in the estimated OUR can be interpreted as follows: an increase in
kLa would, in view of the low solubility of O2, immediately lead to a large increase
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Figure 2.8 Measured (—) and simulated (· · · ) DO during a glucose pulse in
chemostat culture G1 (A) and an ethanol pulse in chemostat culture E1 (B),
given at t = 0. The plotted measured DO is corrected for a delay of 5 seconds.

in the dissolved oxygen concentration, while the O2 concentration in the gas phase,
and hence in the off-gas, is only slightly affected. Thus, the constant kLa assump-
tion would have resulted in an erroneous OUR estimation if based solely on DO
measurement. In the case of CER, the influence of kLa is even less, due to the high
solubility of CO2, which strongly reduces the changes in the driving force

cg

m
P

P0
− cl

during a pulse. This can be an advantage of estimating OUR and CER using off-gas
measurements only, in cases when kLa is likely to vary and cannot be accurately
determined.

Transient OUR and CER responses Two distinct types of response in the di-
rect measurements were triggered by glucose and ethanol as pulse substrate (Fig. 2.5).
Both the off-gas O2 concentration and DO drop shortly after the addition of either
glucose or ethanol. This indicates a rapid initial oxygen uptake, which is confirmed by
the OUR estimates. The off-gas CO2 concentration shows however a different trend:
it increases during the glucose pulse, but decreases initially during the ethanol pulse.

The complexity of the in vivo dynamic behavior during a pulse is better demon-
strated by the transient OUR and CER responses. For both glucose pulses (Fig. 2.6),
the OUR showed a rapid increase of 50% within 25 seconds, probably due to the
direct oxidation of cytosolic NADH produced in the glycolysis. The CER rose about
100%, leading to an RQ close to 2. This indicates ethanol formation, which is con-
firmed by the measured extracellular ethanol concentration (results not shown).
After 25 seconds both OUR and CER decreased, followed by a gradual increase
starting from 55 seconds. The reason of this unexpected decrease of both OUR and
CER is yet unclear and is subject to further investigation.

For both ethanol pulses (Fig. 2.6), again an initial increase of the OUR was
observed, which is of the same magnitude and speed as that observed for the glucose
pulse experiments. Contrary to the glucose pulse experiments, the OUR remained
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Figure 2.9 Apparent kLa based on pseudo steady state assumption. The calcu-
lation is left out within 7 minutes after the addition of pulse substrate due to
the dynamic nature. G1 (+), G2(o), E1(�), E2(�).

at an elevated level thereafter and increased within 150 seconds towards a plateau of
about 2.5 mmol/gDW/h, a value which was also reached in a glucose pulse. However,
the CER showed a large unexpected decrease after the ethanol addition and started
to increase only after 90 seconds. A possible explanation for the decrease of CER
would be as follows: the cytosolic and mitochondrial pyridine nucleotide pool become
fully reduced, due to the rapid oxidation of ethanol by alcohol dehydrogenase. This
results in a very low level of NAD+, which is a substrate of the TCA cycle. A
temporary cessation of the TCA cycle would thus lead to the decrease in CER.

2.5 Conclusion

A new method has been developed to estimate the OUR and CER under highly dy-
namic conditions, taking into account the delay and distortion effects of the off-gas
system. The mathematical formulation of the off-gas system, along with the black
box simplification of Eq. 2.12, is verified by the capability of the identified models
to correctly describe the system response. The linear filtering procedure provides
subsequently the OUR and CER estimates, which is consistent with the indepen-
dent DO measurement and insensitive to kLa variations. Good reproducibility of
estimated in vivo OUR and CER is observed between duplicate cultures.

Distinct types of responses were observed after the addition of either glucose or
ethanol as pulse substrate to steady state cultures of Saccharomyces cerevisiae grown
aerobically on glucose. The dynamics of OUR and CER during glucose and ethanol
pulses are resolved for the first time within a time frame of 150 seconds and reveals a
complex interplay between various parts of the primary metabolism, which can not
yet be adequately accounted for by our current knowledge of its kinetic behavior.
The development of reliable in vivo kinetic models of microbial metabolism will be
strongly benefited by the incorporation of this valuable information, in addition to
the measured response of the intra- and extracellular metabolite concentrations.
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Nomenclature

A, B1, Bc, Br, C, D, F , G,
Gc, Gd, Gr, H, M , N , Q, R

transfer functions in s or q

a, b, c, d polynomial coefficients
B2, Br, Gn scalars in transfer functions
c concentration of O2 or CO2 mol/m3

e zero-mean white noise
G gain of transfer function
k time delay s
kLa volumetric mass transfer coefficient s−1

m smoothing lag s
m equilibrium constant
N number of CSTR’s in series
na, nb, nc, nd order of transfer functions A(q), B(q), C(q)

and D(q)
P pressure in the fermentor bar
P0 ambient pressure bar
p nonswitching probability
q forward shift operator
r reaction rate (OUR or CER) mol/m3/s
T sampling interval s
Tb length of basic switching interval s
Tsw expectation of the switching interval s
u input
V volume m3

v zero-mean white noise
x measured off-gas concentration (undelayed) mol/m3

y measured off-gas concentration (delayed) mol/m3

z complex argument in z transform
ε estimation error
εg gas hold-up
λe, λv variance of white noise e and v
ρ noise to signal ratio
τi, i = 1 . . . N residence time in CSTR’s in series s
τa first order time constant of off-gas analyzer s
τg gas residence time s
τs 99% settling time s
Φ flow rate m3/s

Subscript
g gas phase
l liquid phase
in gas or medium feed

Superscript
′ change with respect to steady state
0 steady state value
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Appendix A

B1(s) =
1
εg

[s +
kLa

τg
], B2 =

1
εg

kLa

F (s) = s2 +
[
kLa +

1
εgτg

+
kLaP0

εgmP

]
s +

kLa

εgτg

Gn =
1
τa

N∏
i=1

1
τi

, Gd(s) = (s +
1
τa

)
N∏

i=1

(s +
1
τi

)

The hold-up εg is defined as Vg/Vl and τg is defined as Vl/Fg.

Appendix B

The estimation error made by constant kLa assumption is given by:

ε = rkLa − rkLa0

Subtracting steady state levels yields:

ε = r′kLa − r′kLa0

where the prime denotes a deviation from the steady state.
A useful expression to access the magnitude of ε can be derived as follows: In

the noise-free case (ρ = 0), the optimal filter reduces to a simple inversion of the
transfer function Gr:

r′(s) =
1

Gr(s)
y′(s) (A1)

Eq. A1 can be divided into two separate steps: first, c′g is derived from y′ by inverting
Eq. 2.7. This step is not dependant on kLa, since the transfer functions in Eq. 2.7
do not contain any kLa-dependent terms. The reaction rate r′ can then be obtained
from c′g by combining mass balances in Eq. 2.1 and Eq. 2.2:

r′ =
dc′l
dt

− [Φgc
′
g + Vg

dc′g
dt

]
1
Vl

(A2)

Canceling terms containing c′g in Eq. A2 yields:

ε = r′kLa − r′kLa0 =
dc′l,kLa

dt
−

dc′l,kLa0

dt
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Here c′l,kLa is the actual liquid phase concentration, subject to a varying kLa, while
c′l,kLa0 denotes the liquid phase concentration if kLa were constant.

When process and measurement noise is present, estimation of ε is made possible
by taking the measured and simulated dissolved oxygen concentration in Fig. 2.9
as approximations for cl,kLa and cl,kLa0 respectively. The latter approximation is
allowed by realizing that the estimated reaction rate (r̂′) corresponds exactly to
r′kLa0 . Numerical differentiation of both quantities shows that the error never exceeds
2% of the estimated OUR within 150 seconds after the pulse.
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Chapter 3

Quantitative Metabolome
Analysis by IDMS

Abstract A novel method was developed for the quantitative analysis of the microbial

metabolome, using a mixture of fully U-13C-labeled metabolites as internal standards in the

metabolite extraction procedure and the subsequent LC-ESI-MS/MS analysis. This mixture

of fully U-13C labeled metabolites was extracted from biomass of S. cerevisiae, cultivated

in a fed-batch fermentation on fully U-13C-labeled substrates. The obtained labeled cell

extract contained in principle the whole yeast metabolome, allowing the quantification of

any intracellular metabolite of interest in S. cerevisiae. We have applied the labeled cell

extract as internal standards in the analysis of glycolytic and TCA cycle intermediates in

S. cerevisiae, sampled both in steady state and during a transient following a glucose pulse.

The use of labeled internal standards effectively reduced errors due to variations occurring

in the analysis and sample processing and as a result, the linearity of calibration lines and

the precision of measurements were significantly improved. Co-extraction of the labeled

cell extract with the samples also eliminates the need of performing elaborate recovery

checks for each metabolite to be analyzed. In conclusion, the method presented leads to

less workload, more robustness and a higher precision in metabolome analysis.

3.1 Introduction

The integrated approach for the study of microbial physiology requires compre-
hensive analysis of different functional entities within the cell, such as the levels of
mRNA’s (transcriptome), proteins (proteome) and low molecular weight metabolites
(metabolome) (Delneri et al., 2001). Recently, the importance of metabolomic data
has been increasingly recognized in various application fields (Fiehn, 2002), such as
the quantification of in vivo kinetics using stimulus-response experiments (Buchholz

Published as: Wu L, Mashego MR, van Dam JC, Proell A, Vinke JL, Ras C, van Winden WA,
van Gulik WM, Heijnen JJ. 2005. Metabolome Analysis by Isotope Dilution Mass Spectrometry
Using Fully U-13C-Labeled Cell Extracts as Internal Standards. Anal Biochem 336: 164-71.
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et al., 2002; Rizzi et al., 1997; Visser, 2002) and qualitative studies in functional
genomics (Raamsdonk et al., 2001) and physiology (Tweeddale et al., 1998). Despite
the advent of metabolomics, efficient and reliable quantification of (intracellular)
metabolite concentrations is still impeded by a number of experimental drawbacks,
both in sample preparation and sample analysis.

In practice, sample preparation commences with the fast arrest of metabolism
by e.g. quenching in a cold methanol-water solution (de Koning and van Dam, 1992;
Gonzalez et al., 1997) followed by an extraction step. Different extraction proce-
dures have been developed, which seek to optimize between complete extraction
and limited degradation of metabolites. Established protocols include e.g. boiling
ethanol treatment (Gonzalez et al., 1997) and acid/alkaline extraction with freeze-
thaw cycles (Theobald et al., 1997). Due to the severe conditions applied (i.e. high
temperature or acidity/alkalinity) and instability of a large variety of intracellular
species, degradation of metabolites is to be expected and recovery of each metabo-
lite of interest during the sample extraction procedure must be experimentally ver-
ified (Gonzalez et al., 1997; Lange et al., 2001). The development of proper sample
processing procedures is therefore very time-consuming. Moreover, the overall sam-
ple preparation process is elaborate and involves multiple manual handling, which
is prone to operator-to-operator and run-to-run variations.

Intracellular metabolite concentrations in the obtained cell extracts can be mea-
sured with a range of analytical techniques. The traditional enzymatic and chromato-
graphic methods are being increasingly replaced by high throughput mass spectro-
metric techniques, which allow the simultaneous identification and quantification of
a larger number of metabolites with high selectivity, adequate sensitivity and mini-
mum sample usage (e.g. 5− 10 µl versus 100 µl or more for enzyme assays). Various
studies have shown that liquid chromatography electrospray ionization mass spec-
trometry (LC-ESI-MS) is particularly appropriate for the quantification of phospho-
rylated carbon compounds, such as encountered in the study of primary metabolic
pathways (Buchholz et al., 2001; van Dam et al., 2002). The performance of LC-
ESI-MS can however be compromised by ion suppression effects (Annesley, 2003),
which renders a different signal response of the analyte due to changes in the sample
matrix. The composition of the sample matrix is influenced by e.g. sample prepara-
tion procedures and the species of microorganism. The evaluation of ion suppression
effects thus encompasses extensive standard addition protocols for each metabolite
and each microorganism of interest, which seriously impairs the flexibility of LC-
ESI-MS in its implementation and strongly increases the required developmental
efforts.

The above-mentioned drawbacks in sample preparation and LC-ESI-MS analysis
can be tackled by the isotope dilution technique, where a stable-isotope-analog (i.e.
isotopologue, see Hellerstein and Neese, 1999) of the analyte compound is used as an
internal standard (IS) in the MS analysis. This technique has found a large variety of
applications (Baillie, 1981). Due to the high physical-chemical similarities between
the labeled IS and the analyte, degradation during sample preparation, variations in
instrumental response and ion suppression effects in LC-ESI-MS can be compensated
(Grey et al., 2002; Kuklenyik et al., 2002; Magni et al., 2001; Sojo et al., 2003).

The availability of labeled intracellular metabolites is however scarce and de novo
synthesis of the isotopologue of interest is often required. Biosynthesis is the preferred
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method for the preparation of bio-molecules of complex structure (Matwiyoff and
Ott, 1973), e.g. 13C-labeled sugars were obtained by means of photosynthesis from
13CO2 (Kollman et al., 1973). In a number of publications (Evans et al., 2002; Magni
et al., 2001), small-scale microbial fermentations were used to yield desired labeled
compounds from labeled precursors. For metabolome wide analysis, it is desirable
to produce all labeled intracellular metabolites in one stroke. This can be achieved
by cultivating organisms exclusively on substrates containing a specific isotope, such
as deuterated algae grown on heavy water, in which all the hydrogen present is in
the form of the heavy isotope (Katz and Crespi, 1966). Recently, Mashego et al.
(2004) have cultivated 13C-labeled biomass by switching the unlabeled feed of a
chemostat culture to 100% U-13C-labeled feed. They found that a short labeling
period (4 hours) has led to an incomplete replacement of the unlabeled metabolites
in the primary metabolism by U-13C-labeled ones, possibly due to the relatively slow
turnover of unlabeled storage pools. Co-extraction of the partially labeled biomass
and unlabeled biomass samples and subsequent LC-ESI-MS/MS analysis provided
the ratios of each unlabeled metabolite and its U-13C-labeled isotopologue (with the
necessary correction of the partial labeling in the IS), whereby an improved precision
was obtained compared to conventional analysis without IS. However, the adopted
methodology still has a number of disadvantages. The production of labeled biomass
by chemostat cultivation is rather laborious and much of the labeled material is lost
in the effluent from the fermentor. Also the direct use of labeled biomass as IS
only provides the relative ratios between unlabeled and U-13C-labeled metabolites
and does not allow determination of absolute metabolite concentrations in samples.
The incomplete labeling of the metabolites in the primary metabolism has to be
corrected for, increasing the computational complexity and the error in the results.
More importantly, certain metabolite pools (especially the conserved moieties such
as the adenine and pyridine nucleotides) have a relatively slow turnover rate and will
therefore be poorly labeled after a short labeling period, which impedes the isotopic
dilution based analysis of these physiologically important metabolites.

We have circumvented the above-mentioned drawbacks by cultivating biomass in
a small scale fed-batch fermentation on 100% U-13C-labeled substrates, from which
the labeled metabolites were extracted using proper rapid sampling and quenching
procedures . By using a fed-batch culture, all labeled precursors are effectively incor-
porated into the biomass, resulting in a metabolome-wide labeling that provides in
theory fully U-13C-labeled internal standard for each intracellular metabolite of in-
terest. Moreover, by adding the labeled cell extract to both the unlabeled calibration
standards and the samples prior to extraction, absolute metabolite concentrations
can be obtained instead of isotopologue ratios. In this paper, we demonstrate the ap-
plicability of these labeled cell extracts as IS in LC-ESI-MS/MS analysis and its ad-
vantages compared to conventional 12C-based methods for the analysis of glycolytic
and TCA cycle intermediates of S. cerevisiae in both steady state and transient
conditions.
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3.2 Materials and methods

Materials U-13C6 Glucose (> 99 at%) and U-13C2 ethanol (> 99 at%) was pur-
chased from Campo Scientific (Veenendaal, The Netherlands). The naturally labeled
metabolites G6P, F6P, F1,6bP, G1P, T6P, 2PG, 3PG, Pyr, Cit, αKG, Fum, Suc, Mal
were obtained from Sigma (St. Louis, MO, USA). All chemicals used were of ana-
lytical grade.

Cultivation of labeled biomass Saccharomyces cerevisiae (CEN.PK 113-7D)
was cultivated in a 1 l fermentor (Applikon, Schiedam, The Netherlands) equipped
with a sampling port at the bottom of the vessel. Throughout the cultivation, the
pH was kept at 5, the temperature at 30◦C and the overpressure at 0.1 bar. The
composition of the mineral medium (0.2 l) used for the batch phase was based
on Verduyn et al. (1992) with 14.1 g/l U-13C6 glucose as the sole carbon source.
Upon depletion of the carbon source, an aerobic fed-batch phase was started with
an exponential feed profile supporting a specific growth rate of 0.05 h−1. The fed-
batch medium contained 56.8 g/l U-13C6 glucose, 3.0 g/l U-13C2 ethanol, 16.7 g/l
(NH4)2SO4, 10 g/l KH2PO4, 1.7 g/l MgSO4.7H2O, 3.3 ml/l vitamin solution and 3.3
ml/l solution with trace elements. The vitamin solution contained 0.05 g/l unlabeled
D-biotin and 1 g/l unlabeled vitamin B1. The composition of the trace element
solution was according to Verduyn et al. (1992). CO2 in the air supply was completely
removed during the entire cultivation except for the initial batch phase, by passing
the air through 2 1-Litre bottles containing 4 M KOH solution connected in series.
The stirrer speed and the gas flow rate were adjusted to keep the dissolved oxygen
tension above 20%.

Preparation of labeled cell extracts The labeled biomass was sampled three
times with a 2-hour-interval between each sampling. To compensate for the volume
changes, the feed profile was adjusted after the sampling to ensure a constant growth
rate of 0.05 h−1. During each sampling, 100 ml broth was withdrawn from the
bottom sampling port of the fermentor into 500 ml of continuously stirred 60 v%
methanol kept at −40◦C. The 600 ml broth-methanol mixture obtained from each
sampling was divided into 100 test tubes in aliquots of 6 ml and kept at −40◦C.
Centrifugation and washing of the cells in each test tube was carried out as described
previously (Mashego et al., 2004). The three sampling runs gave thus 300 test tubes
containing cell pellets, which were stored at −80◦C no more than 100 hours before
being extracted in boiling ethanol (75 v%) as described previously (Mashego et al.,
2004). The thus obtained 300 cell extracts were pooled, well mixed and subsequently
redistributed in 2 ml vials and stored at −80◦C for later use as internal standards.

Preparation of unlabeled biomass samples An aerobic carbon-limited chemo-
stat culture of S. cerevisiae (CEN.PK 113-7D) was grown at pH 5, 30◦C and a dilu-
tion rate of 0.05 h−1 in a 7 l fermentor (Applikon, Schiedam, The Netherlands) with
a working volume of 4 l. The feed contained 27.1 g/l glucose and 1.4 g/l ethanol,
which supports a biomass concentration of about 15 gDW/l. After about 170 hours,
steady state samples were taken within a period of 300 seconds. The chemostat cul-
ture was subsequently perturbed by a sudden increase of the extracellular glucose
concentration by 1 g/l from the steady state level of 20 mg/l. During the transient
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after the perturbation samples were taken within a time window of 300 seconds. The
sampling, quenching and extraction procedures followed essentially those described
previously (Mashego et al., 2004), except that 100 µl of labeled cell extract was
added to each cell pellet prior to the ethanol boiling step. This resulted in a 5 times
dilution of the added labeled cell extract in the final sample of 500 µl.

LC-ESI-MS/MS analysis The LC-ESI-MS/MS method for quantification of the
glycolytic intermediates in S. cerevisiae has been described previously (van Dam
et al., 2002). The citric acid cycle compounds were analyzed with the same analysis
method and conditions. The metabolites 2PG and 3PG cannot be resolved with the
applied analytical procedure, the same held for Cit and iCit. Consequently, only the
sum of these compounds (i.e. 2PG+3PG and Cit+iCit) can be determined.

The labeling content of the obtained cell extract was quantified by measuring
the concentration of U-13C-labeled and unlabeled metabolite with a conventional
calibration line of unlabeled standards, of which the peak areas corresponding to
the mass M+0 were determined (where M is the molecular mass of the metabolite
or its fragment). With this procedure we assume that the sensitivity of the analysis is
the same for the U-13C-labeled and 12C-labeled compounds. While we have no pure
labeled standards this assumption cannot be checked, but is plausible considering the
similarity of physical and chemical behavior of labeled and unlabeled compounds.

For isotope dilution LC-ESI-MS/MS (IDMS) analysis, labeled cell extracts were
added to the naturally labeled calibration standards in a 1:4 ratio. The ratio of
the unlabeled and U-13C-labeled metabolites in the samples and the calibration
standards was subsequently determined by measuring peak areas corresponding to
the masses M+0 and M+N (where N is the number of carbon atoms of the metabolite
or its fragment).

3.3 Results and discussion

Production of labeled cell extract With the aim to obtain fully U-13C-labeled
biomass, S. cerevisiae (CEN.PK 113-7D) was grown on fully U-13C-labeled sub-
strates (glucose and ethanol) in an aerobic fed-batch culture and the preceding batch
phase. Incorporation of unlabeled carbon was prevented by removing unlabeled CO2

from the air supply and omitting unlabeled nonessential vitamins from the medium.
The only sources of 12C were therefore the inoculum of the batch phase (about 1 ml
on a total end volume of 500 ml), the 12C contamination of the labeled substrates
(less than 1 at%), the essential vitamins (unlabeled D-biotin and vitamin B1) present
in trace amounts in the medium and the 12CO2 incorporated into the biomass during
growth in the initial batch phase, when CO2 in the air supply was not removed to
prevent retardation of growth. Extraction of the thus cultivated and U-13C labeled
biomass yields essentially the whole yeast metabolome and therefore can in principle
provide U-13C-labeled internal standard for each intracellular metabolite of interest.

To assess the extent to which the obtained cell extract was 13C-labeled, the cell
extract was analyzed by LC-ESI-MS/MS. The results summarized in Table 3.1 show
that the U-13C enrichments of the metabolites measured are close to 1, indicating
a negligible presence of unlabeled fractions, which might interfere with the IDMS
analysis.
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Table 3.1 Labeling extent of intracellular metabolites in the labeled cell
extract a

Metabolite Labeling extent Metabolite Labeling extent

G6P 0.99± 0.01 Cit+iCit 1.00± 0.00
F6P 0.99± 0.00 αKG 0.99± 0.03
F1,6bP 0.99± 0.03 Suc 1.00± 0.00
2PG+3PG 1.00± 0.03 Fum 1.00± 0.00
PEP 0.99± 0.00 Mal 1.00± 0.00
Pyr 0.97± 0.00

a Labeling extent is defined as the concentration ratio of U-13C-labeled and the sum of
U-13C- and 12C-labeled metabolites. Concentration ratios and 95% confidence
intervals were determined from quadruple measurements of a sample of the labeled cell
extract.

Table 3.2 Coefficients of determination (R2) obtained from IS- and 12C-
based calibration lines a

Metabolite IS-based
cal. line

12C-based
cal. line

Metabolite IS-based
cal. line

12C-based
cal. line

G6P 0.9972 0.9928 Cit+iCit 0.9927 0.9703
F6P 0.9896 0.9724 αKG 0.9937 0.9903
F1,6bP 0.9986 0.9927 Suc 0.9978 0.9385
2PG+3PG 0.9919 0.9695 Fum 0.9933 0.9700
PEP 0.9963 0.9340 Mal 0.9900 0.9641
Pyr 0.9755 0.8592

a For a proper comparison linear calibration lines were used without forced zero
intercept for the same set of 12C-standard concentrations.

Calibration with labeled cell extract as IS Labeled cell extracts were added
as internal standard in equal amounts to the unlabeled calibration standards and
the peak areas of the U-13C and 12C metabolites were measured by LC-ESI-MS/MS.
Linear calibration lines were obtained when the area ratios between the U-13C and
12C metabolites are plotted against the known concentrations of 12C metabolites in
the calibration standard. Since the peak areas of unlabeled metabolites were mea-
sured as well in the IDMS analysis, it was also possible to obtain a conventional
12C calibration line. The calculated coefficients of determination (R2) given in Ta-
ble 3.2 show an improved linearity of the IS-based calibration lines compared to
12C-based calibration lines for all metabolites analyzed. In Fig. 3.1 several parity
plots are given where the known concentrations in the standards are plotted against
the calculated concentrations according to the two different calibration lines. It can
be seen in Fig. 3.1 that the outliers (e.g. Suc and Cit+iCit) and nonlinearity (e.g.
Mal and PEP) observed with the 12C calibration lines, which may be caused by in-
strumental variations and/or ion suppression effects, are effectively corrected by the
use of U-13C-labeled IS. This demonstrates the principle of isotope dilution, i.e. the
ratio between the U-13C-labeled IS and the unlabeled analyte is much less sensitive
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Figure 3.1 Parity plots for selected metabolites. Known concentrations in the
standards (x-axis, in µM) are plotted against calculated concentrations (y-axis,
in µM) according to the IS-based calibration line (o) and 12C-based calibration
line (+).

to adverse experimental and instrumental conditions than the absolute peak areas.
The slope of each IS-based calibration line equals the reciprocal of the corre-

sponding U-13C-labeled metabolite concentration in the labeled cell extracts and
should in principle be independent of possible instrumental variations and should
therefore show no variation between different analysis runs. To confirm this, a single
set of calibration standards, to which labeled extracts were added, was subjected to
four independent calibration runs (see Table 3.3). In the last two calibration runs a
decrease of both the 12C and U-13C peak areas was observed for all metabolites, indi-
cating either loss of sensitivity of the LC-ESI-MS/MS or degradation of metabolites.
This leads to large changes in the slopes of 12C-based calibration lines (for F6P e.g.
the estimated slopes in the four runs, in the same sequence as Table 3.3, are 207.6,
120.6, 11.0 and 20.4) but hardly effects the IS-based calibration, demonstrating the
robustness of the applied isotope dilution methodology.

Metabolite analysis in steady state and transient samples IDMS analysis
was applied to the steady state samples from a chemostat culture of S. cerevisiae
and transient samples when the chemostat was perturbed by a pulse of concentrated
glucose. Absolute concentrations of intracellular metabolites were obtained from the
peak area ratios of 12C- and U-13C-labeled metabolites in the samples and the IS-
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Table 3.3 Slopes and their 95% confidence intervals of selected IS-based calibra-
tion lines in four LC-ESI-MS/MS runs

G6P F6P F1,6bP PEP αKG Fum

Run 1 0.042±0.002 0.30±0.02 0.24±0.01 0.59±0.03 0.15±0.01 0.32±0.02
Run 2 0.042±0.002 0.32±0.02 0.24±0.01 0.60±0.05 0.16±0.01 0.31±0.01
Run 3 0.042±0.002 0.28±0.01 0.25±0.00 0.59±0.03 0.16±0.01 0.32±0.02
Run 4 0.042±0.002 0.29±0.03 0.24±0.01 0.63±0.02 0.15±0.01 0.33±0.02

based calibration lines. This was possible because the labeled cell extract was added
to the calibration standards and to the samples to the same final concentration (i.e.
diluted 5 times). Due to the high physical-chemical resemblance of the U-13C-labeled
IS and the unlabeled analyte, metabolite degradation during sample preparation, as
well as ion suppression effects and variations in the sample analysis were corrected
for. It should, however, be mentioned that addition of IS cannot correct for cell
leakage during quenching and centrifugation as well as incomplete extraction of
metabolites from the cells. For S. cerevisiae, it has been shown that the sample
preparation procedure as applied in this study effectively preserves cell integrity by
quenching with cold methanol and leads to complete release of the metabolites by
extraction with boiling ethanol (Gonzalez et al., 1997).

A number of metabolites (e.g. G1P and T6P) are present in the labeled ex-
tracts in extremely low concentrations and therefore cannot be properly detected in
the current LC-ESI-MS/MS setup. Therefore the concentration of these metabolites
in samples cannot be determined by means of the isotope dilution method. This
might, however, be circumvented by e.g. adding a larger amount of labeled extract
to samples and standards, increasing sample injection volumes or applying differ-
ent fed-batch cultivation strategies for the production of labeled extract, leading to
different concentrations of intracellular metabolites.

The average steady state concentrations, determined from 16 steady state sam-
ples, are given in Table 3.4 for each metabolite. The absolute concentrations of gly-
colytic intermediates correspond very well with those reported in (Mashego et al.,
2004), determined by conventional LC-MS/MS analysis. The temporal profiles of
several representative intracellular metabolites during the transient after a glucose
pulse are plotted in Fig. 3.2. The dynamics of the glycolytic intermediates is compa-
rable to published data (Mashego et al., 2004), showing increase in the hexose phos-
phates concentrations and decreases in the concentration of 2PG, 3PG and PEP.
The concentrations of TCA cycle metabolites are much less perturbed than the gly-
colytic intermediates, since major part of the increased carbon influx is redirected
to ethanol instead of entering the TCA cycle.

Precision of isotope dilution LC-ESI-MS/MS To evaluate the precision of
IDMS analysis, the relative standard errors (RSE) of each metabolite using IDMS
and conventional 12C-based LC-ESI-MS/MS analysis were compared. For each meta-
bolite the RSE of the two analytical methods was evaluated by calculating the RSE
of each duplicate measurement of all 42 samples (steady state and transient) from the
S. cerevisiae fermentation: for IDMS, 42 RSEs of peak area ratios were calculated;
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Figure 3.2 Intracellular metabolite concentrations (µmol/gDW) following a glu-
cose pulse to a chemostat culture of S. cerevisiae.

Table 3.4 Steady state intracellular metabolite concentrations (µmol/gDW)
in a chemostat culture of S. cerevisiae a

Metabolite Concentration Metabolite Concentration

G6P 2.11± 0.05 Cit+iCit 5.57± 0.11
F6P 0.38± 0.02 αKG 0.09± 0.00
F1,6bP 0.20± 0.03 Suc 0.05± 0.00
2PG+3PG 1.33± 0.02 Fum 0.06± 0.00
PEP 1.05± 0.05 Mal 0.28± 0.02

a Concentrations and 95% confidence intervals were determined from duplicate
measurements of 16 steady state samples.

for the conventional 12C-based analysis, 84 RSEs of peak areas of both the 12C- and
U-13C-labeled metabolites were obtained. By using duplicate measurements of the
same sample, error sources other than the MS-analysis are excluded. Moreover, the
fairly large number of the calculated RSEs ensures that the obtained distribution is
representative for both analytical methods. The average RSEs for each metabolite
obtained from the two analytical methods are given in Table 3.5, which demonstrate
that isotope dilution leads to much smaller RSEs compared to the 12C-based method
and therefore provides metabolomic data with a higher precision.
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Table 3.5 Precision of the IDMS analysis evaluated by relative standard
errors (RSE)

RSE

Metabolite steady state samples IDMSb 12C-based
by IDMSa LC-ESI-MS/MSc

G6P 4.9 3.7 13.3
F6P 7.8 11.3 15.7
F1,6bP 10.4 3.7 9.6
2PG+3PG 4.2 6.0 10.2
PEP 9.5 7.5 13.5
Cit+iCit 3.7 3.4 5.4
αKG 11.1 6.0 6.1
Suc 20.1 12.3 14.8
Fum 13.1 8.2 13.7
Mal 10.3 7.4 14.5

a RSE of the intracellular concentration measured in 16 steady state samples.
b Average of RSEs from 42 duplicate area ratio measurements of the same steady state

samples and transient samples.
c Average of RSEs from 84 duplicate 12C and U-13C area measurements of the same

steady state samples and transient samples.

The decrease in the average RSE of duplicate measurements indicates that the
influence of variations during LC-ESI-MS/MS analysis is effectively reduced by iso-
tope dilution. A number of error sources during sample preparation (e.g. metabolite
degradation) can be effectively eliminated by isotope dilution as well. However, in-
accuracies in sample weight determination as well as errors in added volumes of
labeled extracts could still influence the accuracy of the final result. To evaluate the
possible contribution of these remaining error sources, we calculated the RSEs of
16 individually processed steady state samples of S. cerevisiae (i.e. containing all
experimental error sources) and compared those in Table 3.5 with the average RSE
of the duplicate measurements of single samples by IDMS. It should be mentioned
that due to the limited population of steady state samples, the calculated RSEs of
steady state concentrations might not be precise. Table 3.5 shows that more vari-
ations are present in steady state concentrations than could be accounted for by
errors in IDMS analysis alone (except F6P and 2+3PG), indicating that additional
errors might be involved in the sample preparation. It can however not be excluded
that variation in steady state metabolite concentrations reflects partially the true
fluctuations of intracellular metabolites in cells present in the fermentor occurring
during the time period that the samples were taken.

In conclusion, fully labeled cell extracts, obtained by fed-batch cultivation of S.
cerevisiae on fully U-13C-labeled substrates, were used as internal standards in the
IDMS analysis of low molecular weight metabolites, present typically in µM range
in samples. We have demonstrated, with the analysis of glycolytic and TCA cycle
intermediates in yeast, that the IDMS method presented here significantly improves
the precision of metabolite concentration measurements (by about a factor 2, see
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the last two columns in Table 3.5) and the linearity of calibration lines compared to
conventional LC-MS/MS analysis. Method-development effort can be largely reduced
as co-extraction of the labeled extract together with the samples eliminates the need
for laborious recovery checks. Extension of the presented method to other mass
spectrometric analysis can be readily made as any possible metabolite degradation
(e.g. during derivatization steps needed for GC-MS) can be accounted for by labeled
internal standards. IDMS with labeled extracts as internal standards thus enables a
robust quantification of intracellular metabolite concentrations with high precision
and holds great potential in future metabolomics research.
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Chapter 4

Lin-Log Kinetics for Control
Parameter Estimation

Abstract The control properties of biochemical pathways can be described by control

coefficients and elasticities, as defined in the framework of Metabolic Control Analysis

(MCA). The determination of these parameters using the traditional MCA relationships is

however limited by experimental difficulties (e.g. realizing and measuring small changes in

biological systems) and lack of appropriate mathematical procedures (e.g. when the more

practical large changes are made). In this chapter, the lin-log kinetics is proposed to avoid

the above-mentioned problems and is applied to estimate control parameters from measure-

ments obtained in steady state experiments. The lin-log approach employs approximative

linear-logarithmic kinetics parameterized by elasticities and provides analytical solutions

for fluxes and metabolite concentrations when large changes are made. Published flux and

metabolite concentration data are used, obtained from a reconstructed section of glycol-

ysis converting 3-phosphoglycerate to pyruvate [Giersch, C. (1995) Eur. J. Biochem. 227,

194-201]. With the lin-log approach, all data from different experiments can be combined

to give realistic elasticity and flux control coefficient estimates by linear regression. Despite

the large changes, a good agreement of fluxes and metabolite concentrations is obtained

between the measured and calculated values according to the lin-log model. Furthermore,

it is shown that the lin-log approach allows a rigorous statistical evaluation to identify the

optimal reference state and the optimal model structure assumption. In conclusion, the

lin-log approach addresses practical problems encountered in the traditional MCA-based

methods by introducing suitable nonlinear kinetics, with elasticities as kinetic parameters,

thus providing a novel framework with improved procedures for the estimation of elasticities

and control parameters from large perturbation experiments.

Published as: Wu L, Wang WM, van Gulik WM, Heijnen JJ. 2004. A new framework for the
estimation of control parameters in metabolic pathways using lin-log kinetics. Eur J Biochem 271:
3348-59.
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4.1 Introduction

Cellular metabolism is complex and interconnected by nature, and the quantita-
tive understanding of it requires mathematical modeling tools (Wiechert, 2002).
Metabolic control analysis (MCA) (Heinrich and Rapoport, 1974; Kacser and Burns,
1973) provides such a mathematical framework that quantifies the changes in meta-
bolic variables (such as fluxes and concentrations) as a result of changes in system
parameters (such as enzyme levels and metabolite concentrations) through sensitiv-
ity analysis. In the context of a rational redesign of metabolic networks (Bailey, 1991;
Nielsen, 1998), the changes of fluxes by changing the levels of pathway enzymes is of
particular interest. In MCA this is quantified by the flux control coefficient (FCC)
CJ , defined as the scaled infinitesimal change of flux Ji in response to an infinitesi-
mal change in enzyme level ej around a reference (quasi-) steady-state (denoted by
0) (Fell, 1997):

CJ0
ij =

e0
j

J0
i

(
dJi

dej

)0

(4.1)

Control coefficient represents a global property of the metabolic system, which is in
turn determined by the kinetic property of individual enzymes, parameterized by
their elasticities ε towards a dependent metabolite concentration xk (which cannot
be freely manipulated) or an independent metabolite concentration cl (which can be
freely manipulated):

εx0
ik =

x0
k

v0
i

(
∂vi

∂xk

)0

, εc0
il =

c0
l

v0
i

(
∂vi

∂cl

)0

(4.2)

Since the introduction of MCA in the 1970’s, extensive research has been devoted
to the experimental determination of FCCs (Fell, 1997). These can be calculated
directly according to their definitions, by introducing small changes in enzyme ac-
tivities close to a reference state and measuring the resulting small changes in fluxes
(i.e. the ‘direct’ method). Alternatively, FCCs can be calculated from elasticities
(the ‘indirect’ method): small changes are introduced in either enzyme levels or in-
dependent metabolite concentrations around a reference state and the resulting small
changes in fluxes and metabolite concentrations measured; these measurements are
subsequently used in Eq. 4.2 to obtain the elasticities. According to the definition of
MCA parameters, small perturbations of, e.g. the enzyme activity, must be realized
accurately in a biological system and the resulting response of fluxes and metabolite
concentrations, usually minor, must be recorded with high precision. This is experi-
mentally demanding and the attainable precision often fails to yield reliable results
(Giersch, 1995; Pettersson, 1996).

In practice, a series of larger perturbations has to be made to produce measur-
able effects. However, the MCA framework cannot directly deal with the resulting
nonlinear responses, as it is only valid in the vicinity of the reference state. The
infinitesimal perturbation required by MCA has to be approximated numerically by
first fitting the data with a nonlinear (e.g. polynomial) function (Small, 1993), fol-
lowed by determination of the slope at the reference state. A large number of (quasi)
steady-state measurements is required to ensure a good fit and a reliable slope at the
chosen reference state. The fitting is inevitably subject to underlying assumptions of
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the nonlinear function used and accompanied by the loss of information contained
in individual data points. Moreover, this also gives rise to nontrivial statistical treat-
ments, as attempted previously (Ainscow and Brand, 1998; Ehlde and Zacchi, 1996).
Altogether it leads to a poor utilization of the available information obtained via
such extensive experimental efforts.

Extensions of the MCA framework have been made to accommodate larger
changes in e.g. fluxes, enzyme levels or metabolite concentrations (Heinrich and
Schuster, 1996; Hofer and Heinrich, 1993; Small and Kacser, 1993a,b) and applied
to simple metabolic systems (Simpson et al., 1998). The applicability of these ex-
tensions are rather limited, either due to difficulties in the determination of addi-
tional parameters (e.g. second-order elasticities) (Hofer and Heinrich, 1993), or to
the mathematical complexity which arises when realistic metabolic networks are
considered. Estimation of MCA parameters in practical conditions of larger changes
is yet insufficiently addressed.

In the ideal situation of the current MCA approach, where small perturbations
can be realized, the results obtained by different experimental methods (i.e. the
‘direct’ or ‘indirect’ method) or at different reference states have to be treated as
separate datasets and provide elasticities and FCCs at the specific reference state
only. At this moment it is not possible to combine different types of perturbations
performed at different reference states within the same experimental setup to give
one set of MCA parameter estimates.

In this chapter, an improvement on the mathematical approach to MCA para-
meter estimation is proposed and elucidated by an example. The new approach is
based on a linear-logarithmic approximation of enzyme kinetics (lin-log kinetics)
(Visser and Heijnen, 2003). In the lin-log kinetics the reaction rate is a nonlinear
function of metabolite concentrations and proportional to enzyme levels. This allows
a satisfactory approximation of large perturbations in both metabolite and enzyme
levels, as often encountered in biological experiments. In addition, the lin-log ap-
proach provides general steady state solutions for flux and dependent metabolite
concentrations, as a function of changes in enzyme levels and independent metabo-
lite concentrations. The lin-log approach also allows to combine easily all types of
experimental information (e.g. measurement of fluxes, enzyme levels and metabolite
concentrations in different reference states) into one consistent set of MCA parame-
ter estimates. Finally, in the lin-log kinetics the elasticities are present in a linear
form and therefore can be estimated using simple linear regression. In this article,
the lin-log approach is tested on data from a set of experiments published by Gier-
sch (1995), in which different perturbation experiments were performed on a linear
reconstituted (i.e. in vitro) pathway. A comparison between the lin-log approach
and the multiple modulation method used by Giersch is made, based on the MCA
parameters estimated from both methods.

4.2 Theory

Relations from the metabolic control analysis Consider a metabolic network
consisting of m dependent metabolites with concentrations xk (k = 1, 2, · · · ,m),
r independent metabolites with concentration cl (l = 1, 2, · · · , r) and n enzymes
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Table 4.1 Definition of MCA parameters

Elasticity with respect to xk Flux control coefficient

εx0
ik =

x0
k

J0
i

�
∂vi
∂xk

�0

CJ0
ij =

e0
j

J0
i

�
dJi
dej

�0

Elasticity with respect to ej Metabolite control coefficient

εe0
ij =

e0
j

J0
i

�
∂vi
∂ej

�0

Cx0
kj =

e0
j

x0
k

�
dxk
dej

�0

Elasticity with respect to cl Flux response coefficient

εc0
il =

c0l
J0

i

�
∂vi
∂cl

�0

RJ0
il =

c0l
J0

i

�
dJi
dcl

�0

Metabolite response coefficient

Rx0
kl =

c0l
x0

k

�
dxk
dcl

�0

Table 4.2 MCA relations for a linear pathway

Cx0 = −
�
S
�
J0

�
Ex0

�−1 · S ·
�
J0

�
CJ0 = Ex0Cx0 + i

Rx0 = Cx0Ec0 RJ0 = CJ0Ec0

with enzyme level ei (i = 1, 2, · · · , n), each catalyzing a reaction with reaction rate
vi. Table 4.1 summarizes the definition of MCA parameters that follows from the
metabolic network under consideration (Visser and Heijnen, 2002).

A set of relations between the global system properties (such as the control and
response coefficients) and the elasticities can be derived following various mathemat-
ical procedures (Visser and Heijnen, 2002). The MCA relations for a linear pathway
without conserved moieties, which will be dealt with further, are summarized in
Table 4.2.

Lin-log kinetic approach The general dependency of a reaction rate vi on en-
zyme levels, dependent and independent metabolite concentrations can be expressed,
with a nonlinear function fi, as:

vi = fi(e,x, c) (4.3)

In the lin-log kinetic formulation, the nonlinear function fi in Eq. 4.3 is parameter-
ized as

vi = ei(ai + pi,1 lnx1 + pi,2 lnx2 + · · ·+ pi,m lnxm+
qi,1 ln c1 + qi,2 ln c2 + · · ·+ qi,r ln cr) (4.4)

The reaction rate vi in Eq. 4.3 is assumed to be proportional to the enzyme level
ei and a linear combination of logarithms of dependent and independent metabolite
concentrations.
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Approximative kinetics involving logarithmic concentration terms has its origin
in the concept that the rate of a chemical reaction is proportional to the reaction
affinity A when the rate is close to equilibrium (Onsager, 1931):

v = LA

For e.g. a reaction x1 
 x2 the affinity is given by:

A = RT ln
(

Keq
x1

x2

)
Rottenberg (1973) and van der Meer et al. (1980) have shown that for an enzyme-
catalyzed reaction far from equilibrium, the reaction rate can be linear (but not
proportional) with respect to reaction affinity in a wide range of reaction affinities,
i.e.

v = L#(A−A#) =
(
L#RT lnKeq − L#A#

)
+ L#RT lnx1 − L#RT lnx2 (4.5)

where L# and A# are kinetic coefficients solely determined by the enzyme kinetic
parameters. An extensive description of this concept is given in Westerhoff and van
Dam (1987).

Two points deserve attention regarding Eq. 4.5. First, the rate of an enzyme-
catalyzed reaction is not only influenced by the reactants involved (i.e. x1 and x2),
but in general also by allosteric effectors. These effectors increase or decrease the
reaction rate without contributing to the reaction affinity. To take such kinetic ef-
fects into account, Westerhoff and van Dam (1987) had L# also depend on the
concentration of these effectors. Indeed, this is the very basis of their Mosaic Non
Equilibrium Thermodynamic approach which, in contrast to classical non equilib-
rium thermodynamics, can be used to address mechanisms (see e.g. Hellingwerf et al.
1979; Westerhoff et al. 1981, 1982). Later, Nielsen (1997) proposed to extend Eq. 4.5
by including logarithmic concentration terms of allosteric effectors using empirical
kinetic coefficients. A second point is that the kinetic coefficients for the logarithmic
concentrations in Eq. 4.5 (i.e. L#RT for lnx1 and −L#RT for lnx2) are related to
each other, having the same absolute value but opposite signs. The dependency be-
tween the kinetic coefficients has its origin in using the reaction affinity A as the sole
variable in the reaction kinetics. This seems unnecessarily restrictive. Westerhoff and
Van Dam introduced the so-called ‘asymmetry coefficients’ or ‘force-stoicheiometries’
(γ), which allow the reaction rate to be differentially sensitive to the logarithms of
the concentrations of the various reactants (van Dam et al., 1981; Westerhoff and
van Dam, 1987). Likewise, we adopt independent, empirical coefficients in Eq. 4.4,
not only for each allosteric effector, but also for individual reactants.

A reference state can be introduced in Eq. 4.4, with enzyme level e0
i , dependent

metabolite concentration x0
k, independent metabolite concentration c0

l and steady
state flux J0

i . It follows from Eq. 4.4 that:

J0
i = e0

i (ai + pi,1 lnx0
1 + pi,2 lnx0

2 + · · ·+ pi,m lnx0
m

+ qi,1 ln c0
1 + qi,2 ln c0

2 + · · ·+ qi,r ln c0
r) (4.6)

Using the definition of elasticity in Eq. 4.2, one obtains for reaction i the elasticities
in the reference state for the kth dependent metabolite (εx0

ik ) and the lth independent

57



Chapter 4

metabolite (εc0
il ):

εx0
ik =

pi,ke0
i

J0
i

, εc0
il =

qi,le
0
i

J0
i

(4.7)

Combining Eq. 4.4, 4.6 and 4.7, the kinetic parameters ai, pi,k and qi,l can be
eliminated to give the reference based lin-log kinetic equation:

vi

J0
i

=
ei

e0
i

(
1 + εx0

i,1 ln
x1

x0
1

+ εx0
i,2 ln

x2

x0
2

+ · · ·+ εx0
i,m ln

xm

x0
m

+ εc0
i,1 ln

c1

c0
1

+ εc0
i,2 ln

c2

c0
2

+ · · ·+ εc0
i,r ln

cr

c0
r

)
(4.8)

For the whole metabolic network considered, Eq. 4.8 can be written in a matrix
form:

v
J0

=
[ e
e0

] (
i + Ex0 ln

x
x0

+ Ec0 ln
c
c0

)
(4.9)

with i being the unit vector and Ex0 and Ec0 the elasticity matrix for dependent
metabolites (x) and independent metabolites (c) respectively. The logarithm-based
nonlinear dependencies in Eq. 4.9 allow the approximation of reaction rates over
a broad range of enzyme levels and metabolite concentrations, which is illustrated
for Michaelis-Menten type kinetics in Fig. 4.1 (the conversion of Michaelis-Menten
kinetics to the corresponding lin-log kinetics and the linear kinetics is given in the
Appendix A). The approximative performance of lin-log kinetics has been further
demonstrated successfully for an in silico pathway involving highly nonlinear kinet-
ics, conserved moieties and large changes in fluxes and metabolite concentrations
(Visser and Heijnen, 2003). It is therefore possible to apply lin-log kinetic formu-
lation to measurements obtained from large perturbation experiments (i.e. v/J0,
e/e0, x/x0 and c/c0, with which Ex0 and Ec0 can be estimated from Eq. 4.9 by
linear regression.

Having obtained the elasticity parameters for Eq. 4.9, a full dynamic model of
the whole metabolic network can be set up. Such a model allows in principle the
calculation of control coefficients also under dynamic conditions. Moreover, the lin-
log formulation enables the analytical solution of the steady state mass balances over
the metabolic network (Visser and Heijnen, 2003), which gives rise to the following
relationships:

CJ0

(
v
J0

e0

e

)
= i + RJ0 ln

c
c0

(4.10)

ln
x
x0

= −Cx0

(
v
J0

e0

e

)
+ Cx0 ln

c
c0

(4.11)

When the reference state elasticities are known, the control and response coefficients
in Eq. 4.10 and 4.11 can be calculated according to MCA relationships given in
Table 4.2. The above two equations therefore provide the steady state fluxes (J0)
and dependent metabolite concentrations (x), as a function of the (reference) enzyme
levels (e, e0) and the (reference) independent metabolite concentrations (c, c0).
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Figure 4.1 Approximation of the MichaelisMenten kinetics (—) by linearization
(· · · ) and lin-log kinetics (- - -), taking e/e0 = 1, ε0

x = 0.5.

In perturbation experiments where the enzyme levels are altered and the inde-
pendent metabolite concentrations remain constant, Eq. 4.10 reduces to

CJ0

(
v
J0

e0

e

)
= i (4.12)

With Eq. 4.12 FCCs in the reference state can be directly estimated, using measured
large perturbations in v/J0 and e/e0.

It has been long realized that elasticities are related to the kinetics of individual
enzymes; in fact, when the enzyme kinetics are known, the elasticity at the refer-
ence state can be calculated straight-forward from the assumed enzyme kinetics. It
is also known that the elasticities depend on the chosen reference state. However,
the relationship between elasticities at different reference states cannot be calculated
within the conventional MCA framework. In the lin-log formulation, elasticities serve
directly as kinetic parameters in the nonlinear kinetic approximation (Eq. 4.9, see
also Fig. 4.1). Analogous to the nonlinear hyperbolic types of kinetics from which
elasticities can be calculated, it is possible to calculate elasticities from lin-log kinet-
ics at arbitrary reference states (εx′

ik), based on elasticity at a chosen reference state
(εx0

ik ). From Eq. 4.7 it follows that

εx′

ik =
pi,ke′i

J ′
i

(4.13)

Combining Eq. 4.7 and 4.13 by eliminating pi,k, one obtains the relationship between
the elasticity εx0

ik and εx′

ik:

εx′

ik = εx0
ik

[
J0

i

e0
i

e′i
J ′

i

]
(4.14)

Similar relationships hold for the elasticities of independent metabolites.
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3PG PGM 2PG PEP Pyr Lactate

G6P

NADH
BPG

ADP NADATP

ENO PK LDH

HK Glc

+

Figure 4.2 The reconstituted pathway (Giersch, 1995). The assumed stimula-
tory effects of BPG on PGM and ADP on PK is indicated by ‘+’ signs. The
system boundary is indicated by the dashed lines. LDH: lactate dehydrogenase.

4.3 Methods

Experimental approach of Giersch The in vitro reconstituted pathway used
by Giersch (1995) is illustrated in Fig. 4.2. In brief, the pathway consists of three
glycolytic pathway enzymes: PGM, ENO and PK, converting 3PG to pyruvate. 2PG
and PEP are considered as dependent metabolites; 2,3-bisphosphoglycerate (BPG)
and ADP are independent metabolites, which are assumed to modulate specifically
the activity of PGM and PK, respectively. A quasi steady state was established us-
ing a sufficiently high concentration of 3PG, the continuous regeneration of ADP
(by adding HK and glucose) and the continuous removal of pyruvate (by irreversibly
converting pyruvate to lactate with lactate dehydrogenase and NADH). The linear
decrease of NADH fluorescence and the minimal changes in metabolite concentra-
tions after approximately 1 hour confirmed the establishment of a quasi steady state
and the choice of the system boundary, as indicated by the dashed lines in Fig. 4.2.

Two sets of quasi steady-state experiments were performed and the results, plot-
ted in Fig. 3 and Fig. 4 in (Giersch, 1995), are summarized in Table 4.3. In the first
set of experiments (Table 4.3, nr. 2 to 10), the concentrations of BPG and ADP
were varied separately while the enzyme levels were constant; in the second set of
experiments (Table 4.3, nr 11 to 19), the three enzyme levels were altered one by
one and the concentrations of ADP and BPG were constant. Flux and metabolite
concentrations were measured in all experiments. It was attempted to establish the
same reference state within either sets of experiments. However, the same initial
concentrations of reagents didn’t always result in the same quasi steady state, as
can be seen in Table 4.3. In addition, Giersch used experiment 1 to demonstrate the
establishment of a quasi steady state.

Elasticity estimation using the lin-log approach Prior to the elasticity es-
timation, an assumption about the pathway connectivity has to be made. Connec-
tivity denotes which metabolites affect which reaction rates, hence, it determines
how many elasticity parameters have to be estimated. Two types of connectivities
were recognized by Giersch: for the mass-action type of connectivity, it is assumed
that each reaction rate is affected only by it’s direct substrate(s) and product(s)
and that the independent metabolites are specific, i.e. BPG affects only PGM and
ADP affects only PK; for the maximum connectivity, every metabolite may affect
every reaction rate. Since the reconstituted pathway contains 3 enzymes, 2 depen-
dent metabolites and 2 independent metabolites, there are 12 unknown elasticities
when maximum connectivity is assumed. In the case of mass-action connectivity, the
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Table 4.3 Experimental data obtained by perturbation experiments (Giersch,
1995)

Exp. Parameter PGM ENO PK 2PG PEP BPG ADP Flux
nr. changeda U/l U/l U/l µM µM µM µM µM/h

1 31 5.6 46 170 50 13.2 107 157
2 ADP 25 12 30 60 103 13.2 61 87
3 (61− 130 µM) 25 12 30 57 91 13.2 83 114

4b 25 12 30 55 83 13.2 107 128
5 25 12 30 54 76 13.2 130 136

6 25 12 30 40 60 8.5 107 111
7 BPG 25 12 30 46 70 10.8 107 118

8b (8.5− 18 µM) 25 12 30 55 81 13.2 107 122
9 25 12 30 59 89 15.6 107 130
10 25 12 30 63 95 18 107 133

11 PGM 36.8 6.5 34 161 81 13.2 107 108
12c (36.8− 53.2 U/l) 45 6.5 34 178 82 13.2 107 108
13 53.2 6.5 34 204 81 13.2 107 108

14 ENO 45 5.3 34 206 75 13.2 107 106
15c (5.3− 7.7 U/l) 45 6.5 34 195 87 13.2 107 108
16 45 7.7 34 180 92 13.2 107 112

17 PK 45 6.5 30.9 192 91 13.2 107 96
18c (30.9− 37.1 U/l) 45 6.5 34 192 84 13.2 107 106
19 45 6.5 37.1 196 79 13.2 107 116

a The extent of changes is indicated between the brackets.
b Reference state chosen by Giersch for the first set of experiments
c Reference state chosen by Giersch for the second set of experiments

number of unknown elasticities reduces to 6.
Giersch compared both connectivity assumptions for the second set of experi-

ments but used only the mass-action connectivity for the first set of experiments
(maximum connectivity cannot be used as this would result in an under-determined
system of equations).

In this paper, we compared both connectivity assumptions using data from all
19 experiments. From 19 experiments one can be chosen as the reference state. For
the remaining 18 experiments, Eq. 4.8 can be rearranged in the following form for
the reaction catalyzed by the ith enzyme(

vi

J0
i

e0
i

ei

)
− 1 = εx0

i,1 ln
(

x1

x0
1

)
+ εx0

i,2 ln
(

x2

x0
2

)
+ εc0

i,1 ln
(

c1

c0
1

)
+ εc0

i,2 ln
(

c2

c0
2

)
(4.15)

where x1, x2, c1 and c2 stands for the concentration of 2PG, PEP, BPG and ADP,
respectively. The three reactions thus lead to a total of 54 linear equations in the
form of Eq. 4.15 for each chosen reference state. Entering the measured values of
enzyme levels, fluxes and metabolite concentrations, the elasticities belonging to the
chosen reference state were estimated from Eq. 4.15 by multiple linear regression
(Matlab R13, The Mathworks Inc., Natick, MA, USA).
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Since there are 19 experiments, 19 different reference states can be chosen, lead-
ing to 19 sets of elasticities. To find an optimal reference state for the whole dataset,
the convenient and widely applied R2-statistics (also called the coefficient of deter-
mination) was used to evaluate the goodness of fit of the 19 linear regressions. Since
two connectivity assumptions are involved with different numbers of elasticity para-
meters, R2 is augmented to accommodate the resulting difference in the degrees of
freedom according to

R2
a = 1− (1−R2)

N

N − P
(4.16)

where R2
a is the adjusted coefficient of determination, N is the number of observa-

tions and P is the number of elasticities parameters (Draper and Smith, 1998). The
reference state with the highest R2

a-value is regarded as the optimal reference state.
Details of the multiple linear regresssion and adjusted R2-statistics can be found in
Appendix B.

FCC estimation using the lin-log approach In experiment 11 to 19, the en-
zyme levels were changed while the concentration of BPG and ADP remained con-
stant (see Table 4.3). According to Eq. 4.12, FCC can be directly estimated from
these experiments. For the pathway considered it holds

J0

J
= CJ0

1

(
e0
1

e1

)
+ CJ0

2

(
e0
2

e2

)
+ CJ0

3

(
e0
3

e3

)
(4.17)

where e1, e2 and e3 represent the enzyme levels of PGM, ENO and PK, respectively.
At a chosen reference state out of experiment 11-19, the measured enzyme levels and
fluxes were entered into Eq. 4.17, leading to 8 equations linear in the FCCs. These
were then estimated by multiple linear regression (Matlab r13).

Alternatively, eliminating CJ0
1 from Eq. 4.17 by the summation theorem reduces

one degree of freedom, which gives:

J0

J
− e0

1

e1
= CJ0

2

(
e0
2

e2
− e0

1

e1

)
+ CJ0

3

(
e0
3

e3
− e0

1

e1

)
(4.18)

The two remaining FCCs were estimated as described above. CJ0
1 was subsequently

calculated from the summation theorem.

4.4 Results and discussion

Elasticity estimation using the lin-log approach For each connectivity as-
sumption, 19 sets of elasticities were obtained from multiple linear regression, each
has one out of the 19 experiments as a reference state. To find an optimal reference
state for the whole dataset, we used the adjusted coefficient of determination (R2

a) as
a criterion. Fig. 4.3 shows that experiment 2 provides the highest R2

a value out of 19
regressions for both connectivity types and is hence the best reference state for the
whole dataset. The corresponding set of elasticities at reference experiment 2 and
their 95% confidence intervals are given in Table 4.4 under ‘mass-action connectivity’
and ‘maximum connectivity’.
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Figure 4.3 Adjusted coefficient of determination for 19 different reference
states. +, Mass-action connectivity assumption; o, maximum connectivity as-
sumption.

Table 4.4 Estimated elasticities at the optimal reference statesa

Enzyme Elasticity
Mass-action Maximum Optimized
connectivity connectivity connectivity

PGM

εPGM,2PG −0.24 (±0.14) 0.56 (±0.05) 0.38 (±0.03)
εPGM,PEP 1.16 (±0.23) 0.89 (±0.04)
εPGM,BPG 0.37 (±0.86) 1.45 (±0.25) 1.05 (±0.13)
εPGM,ADP 0.17 (±0.12)

ENO

εENO,2PG 0.82 (±0.17) 0.77 (±0.05) 0.20 (±0.03)
εENO,PEP −2.06 (±0.48) −3.09 (±0.23) −0.80 (±0.04)
εENO,BPG − 1.83 (±0.25) 0.48 (±0.13)
εENO,ADP − −0.42 (±0.12) −

PK

εPK,2PG − −0.27 (±0.05) −0.21 (±0.02)
εPK,PEP 0.14 (±0.80) −0.05 (±0.23) −
εPK,BPG − 0.56 (±0.25) 0.46 (±0.12)
εPK,ADP 0.50 (±0.43) 0.70 (±0.12) 0.59 (±0.12)

a Elasticities which are set to zero, due to the connectivity assumption made, are indicated by
‘-’.

The goodness of fit reflected in the R2
a values can be further visualized in con-

nection with the data in Table 4.3. Using the elasticities at reference experiment
2 with the measured enzyme levels and independent metabolite concentrations, we
calculated the fluxes and dependent metabolite concentrations for each experiment
with Eq. 4.10 and 4.11. In Fig. 4.4, the calculated values are set out against the
measured ones in parity plots, which show that under mass-action connectivity as-
sumption, all calculated fluxes and dependent metabolite concentrations deviate
from the measured ones. Also, a rather low R2

a of 0.88 was found from the multiple
linear regression with large confidence intervals of estimated elasticities (Table 4.4,

63



Chapter 4

80 100 120 140 160
80

100

120

140

160

measured flux

ca
lc

ul
at

ed
 fl

ux

0 50 100 150 200
0

50

100

150

200

measured 2PG concentration

ca
lc

ul
at

ed
 2

P
G

 c
on

ce
nt

ra
tio

n

0 20 40 60 80 100 120
0

20

40

60

80

100

120

measured PEP concentration

ca
lc

ul
at

ed
 P

E
P

 c
on

ce
nt

ra
tio

n

A

B

C

Figure 4.4 Parity plot of (A) measured and calculated fluxes (in µmol/l/h);
(B) measured and calculated 2PG concentration (in µM); (C) measured and
calculated PEP concentration (in µM). +, Mass-action connectivity assumption;
o, maximum connectivity assumption.

mass-action connectivity).
The maximum connectivity assumption has an R2

a-value of 0.99 from the multi-
ple linear regression. The calculated fluxes and dependent metabolite concentrations
are all close to the measured values (Fig. 4.4). Since the degree of freedom has been
taken into account in the evaluation of R2

a, the significantly improved fit cannot
be simply attributed to the increased number of elasticity parameters associated
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with the maximum connectivity. Together with much smaller parameter confidence
intervals (Table 4.4, maximum connectivity), we conclude that maximum connec-
tivity is a more realistic assumption for the underlying biochemical pathway than
mass-action connectivity.

The approximative capacity of lin-log kinetics is also illustrated by Fig. 4.4. Based
on a single optimal reference state, the calculated values matches the measurements
closely, bridging large changes in enzyme levels and metabolite concentrations in
all 18 different experiments (consider e.g. a 3-fold change of the 2PG concentration
between the first and the second set of experiments).

Elasticities describe how a metabolite influences a reaction rate around the ref-
erence state; positive elasticities indicate stimulatory effects and negative elasticities
indicate inhibitory effects. In the reconstituted metabolic system, the reactions are
stimulated by their substrates and inhibited by their products; moreover, BPG stim-
ulates the reaction catalyzed by PGM and ADP stimulates the reaction catalyzed
by PK (Giersch, 1995). The signs of the regressed elasticities in Table 4.4 (using the
maximum connectivity assumption) comply with this biological knowledge (except
the elasticity of PEP for PK, which is very close to zero), without applying any a
priori constraints during the linear regression. This demonstrates that the lin-log
kinetic formulation is able to capture the essential kinetic information contained in
the dataset.

A few more biological interactions are predicted by the estimated elasticities (Ta-
ble 4.4, maximum connectivity). For example, PEP is predicted to strongly inhibit
PGM (εPGM,PEP = −1.16). Being a substrate analogue of PGM, the inhibition of
the yeast PGM enzyme by PEP has been reported (Sasaki et al., 1971). The inhi-
bition of PK by 2PG has also been described in green alga (Lin et al., 1989). Other
interactions are found as well, i.e. BPG stimulates ENO and PK; ADP activates
PGM and inhibits ENO. It is important to discuss whether these regressed non-zero
elasticities are of biological significance, or merely a result of minimizing the least
square errors. To simplify the analysis, the dataset in Table 4.3 are split into two
subsets. The first subset contains 16 experiments out of 19 with a constant ADP
concentration (i.e. [ADP] ≈ 107 µM) so that effects of ADP concentration on the
reaction rates are excluded. Similarly, the second subset contains 15 experiments
with a constant BPG concentration (i.e. [BPG] ≈ 13.2 µM). To find the structural
important biological interactions embedded in the two subsets, three different as-
sumptions are tested. Assumption A represents the mass-action assumption, with
the independent metabolites BPG and ADP acting specific on the enzymes PGM
and PK, respectively. In assumption B these independent metabolites are assumed
to be specific as well, but the two intermediates (2PG and PEP) are assumed to
affect all three enzymes. Assumption C is identical to the maximum connectivity
assumption, where all metabolites are assumed to affect all enzymes. Based on these
assumptions, elasticities were estimated from the two sub-datasets as previously de-
scribed. R2

a-values of the best reference state are given in Table 4.5. The fluxes and
dependent metabolite concentrations were calculated and compared to the measured
ones.

As for subset 1, increased number of parameters has led to better fits, indicated
by R2

a. In fact, as shown in Fig. 4.5, the calculated fluxes do not deviate from the
measured ones only under assumption C. For subset 2 on the other hand, both
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Table 4.5 Coefficient of determination with different connec-
tivity assumptions for 2 sub-datasets

R2
a

Assumption
Number of Subset 1 Subset 2
elasticities ([ADP] constant) ([BPG] constant)

A 5 0.88 0.93
B 7 0.97 0.99
C 9 0.99 0.99

80 100 120 140 160
80

100

120

140

160

measured flux

xulf detalucl ac

Figure 4.5 Parity plot of measured and calculated fluxes from sub-dataset 1 (in
µmol/l/h), +: assumption B; o: assumption C.

assumption B and C lead to good agreements between the calculated and measured
values of fluxes and dependent metabolite concentrations (not shown). Also, in both
subsets the estimated elasticity of PEP on PK is close to zero when assumption B
and C are applied (not shown), indicating a negligible effect of PEP on PK. The
Km,PEP of PK is around 50 − 60 µM measured at an ADP concentration of 2 mM
(Consler et al., 1989; Yu et al., 2003). Since the affinity of PK for PEP increases with
decreasing ADP concentration (Ainsworth et al., 1983), the Km,PEP of PK would
be far below 50 µM at the ADP concentration used in Giersch’s experiments (60−
130 µM). The close to zero elasticity of PEP on PK can therefore be explained by the
saturation of PK by PEP at the PEP concentrations used in Giersch’s experiments
(50− 100 µM).

Summarizing, the above evaluation shows that ADP specifically affects PK while
BPG affects not only PGM, but also ENO and PK. Moreover, the elasticity of PEP
on PK can be taken as zero. This leads to a reduced number of elasticity parameters
(9 compared to 12 in the maximum connectivity assumption), which are required
to explain the dataset. These elasticities are then estimated from all 19 experiments
as described previously. The results are given in Table 4.4 under ‘optimized con-
nectivity’ and are used for further calculations. There are no significant changes
in the parity plots of the calculated fluxes and dependent metabolite concentra-
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tions against the measurements (compared to maximum connectivity assumption in
Fig. 4.4) under the optimized connectivity assumption.

Elasticities are enzyme kinetic properties associated with a certain reference
state. Table 4.6 lists elasticities at all reference states, which were derived from
elasticities at the optimal reference experiment using Eq. 4.14.

FCC estimation using the lin-log approach Table 4.7 gives the FCCs obtained
with the lin-log approach. The FCCs given under column A were calculated according
to the MCA relationships in Table 4.2, using the elasticities in Table 4.6 for each
corresponding reference state. Alternatively, FCCs were directly obtained from the
enzyme titration experiment 11-19. While estimated independently using Eq. 4.17,
the three FCCs sum up practically to 1 (Table 4.7, column B). Very similar results
were obtained when the summation theorem is made implicit with Eq. 4.16 (not
shown).

Although the FCCs from the different methods (i.e. indirectly from the elasticities
or directly from enzyme titration experiments) differ slightly in values, which should
be attributed to the different datasets used (i.e. all 19 experiments vs. experiment
11-19), the distribution of control remains very similar, showing that majority of
control is shared by the PK enzyme.

Comparison with results from Giersch Assuming maximum connectivity, Gier-
sch applied enzyme titration experiment 11-19 to estimate elasticities, from which
the FCCs were calculated (Giersch, 1995). The same set of data was also used to
estimate the FCCs directly, by determining at the reference state the slope of the
nonlinear function fitted to enzyme levels and measured fluxes. In Table 4.8, elastic-
ities and FCCs from the lin-log approach and the multiple modulation method by
Giersch are compared, at the reference state used by Giersch (i.e. experiment 18).

The elasticity values found by Giersch are somewhat different than those esti-
mated by the lin-log approach. This is not surprising, since the underlying kinetic
assumptions (linear vs. linear-logarithmic) and connectivity assumptions (maximum
connectivity vs. optimal connectivity) are all different between the multiple modu-
lation and the lin-log approach. It is also worth mentioning that in the maximum
connectivity applied by Giersch as such, no assumptions about the specificity of
ADP and BPG are necessary (since their concentrations were kept constant in the
second set of experiments), while in the optimal connectivity explicit assumptions
are made concerning the specificity of these independent metabolites, based on sta-
tistical evaluation. Moreover, the data used for parameter estimation are different
between the two approaches as well: with multiple modulation, Giersch was only
able to use data from the second set of experiments; while with the lin-log approach,
all available data have been used as a whole. Despite the difference in values, the
sign and magnitude of individual elasticities from the two approaches are in good
agreement, the only exception being the elasticities for PK.

The FCCs calculated by the two approaches indirectly from elasticities (Table 4.8,
column A) are comparable with each other, showing that PK has the majority
of control. CJ

PGM from the lin-log approach is slightly negative (−0.17), although
experiment 11, 12 and 13 (Table 4.3) indicate that PGM has little or no flux control.
The contradiction can be explained by the fact that in the lin-log approach CJ

PGM
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Table 4.7 FCCs estimated by the lin-log approach. A, ‘indirectly’ from elastici-
ties; B, directly from enzyme titration experiment 11-19 with Eq. 4.17

Exp. CJ
PGM CJ

ENO CJ
PK Sum of FCCsb

nr. A B A B A B B

1 −0.34 0.38 0.96
2− 10a −0.34 0.14 1.20
11 −0.21 −0.04 0.24 0.10 0.97 0.94 1.00
12 −0.17 −0.03 0.23 0.10 0.93 0.94 1.00
13 −0.14 −0.03 0.23 0.10 0.91 0.94 1.01
14 −0.16 −0.03 0.27 0.12 0.89 0.92 1.01
15 −0.17 −0.03 0.23 0.10 0.93 0.94 1.00
16 −0.17 −0.04 0.20 0.09 0.97 0.98 1.03
17 −0.15 −0.03 0.21 0.09 0.94 0.92 0.98
18 −0.17 −0.03 0.23 0.10 0.93 0.92 0.99
19 −0.18 −0.04 0.25 0.10 0.93 0.93 0.99

a The enzyme levels were the same in experiment 2 to 10, which gives identical FCCs.
b FCCs estimated ‘indirectly’ (under A) necessarily sum up to 1.

Table 4.8 Elasticities and FCCs estimated by the multiple
modulation method and the lin-log approach with experiment
18 as a reference state. The FCCs are obtained: A, ‘indirectly’
from elasticities; B, directly from enzyme titration experiment
11-19.

Elasticities Multiple modulation Lin-log

εPGM,2PG −2.83 −0.82
εPGM,PEP −1.65 −1.92
εEBO,2PG 0.03 0.34
εENO,PEP −1.35 −1.38
εPK,2PG 0.01 −0.23
εPK,PEP 0.29 0

FCCs A B A Ba

CJ
PGM 0 0 −0.17 −0.03

CJ
ENO 0.17 0.16 0.23 0.10

CJ
PK 0.83 1.00 0.93 0.92

a Estimated with Eq. 4.18.

is calculated based on elasticities, which are in turn estimated from a much larger
experimental dataset. From the estimated elasticities it can be seen that 2PG inhibits
PK. The concentration of 2PG increases with an increasing PGM level (experiment
11-13, Table 4.3), thereby exerting more inhibition on PK. Since PK has the majority
of flux control, increase in the PGM level will indirectly lead to a decreased flux.
Using CJ

PGM = −0.17 and Eq. 4.17, the expected flux change in experiment 11 and
13 is calculated to be less than 4% compared to the reference flux in experiment 12,
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showing that the contradiction between a negative CJ
PGM and experiment 11-13 is

probably only apparent.
The FCCs estimated by the two approaches directly from enzyme titration ex-

periments (Table 4.8, column B) are in good agreement with each other. In the
slope-based method however, the summation theorem is often violated when all en-
zymes in the pathway are titrated (the FCCs determined by Giersch have a sum of
more than 1). In the lin-log approach, the summation theorem is much better ob-
served when all FCCs are estimated independently (using Eq. 4.17). Moreover, the
lin-log approach allows the summation theorem to be incorporated in the estimation
procedure (using Eq. 4.18), which makes the FCCs necessarily sum up to 1 while
utilizing all available enzyme titration data.

4.5 Conclusion

The lin-log kinetic approximation has been applied to estimate elasticities and FCCs
from a literature dataset. Without any a priori constraints, the lin-log approach is
able to deliver biologically sound parameter estimations, although further improve-
ments can be made by implementing biochemical knowledge during the regression.
The estimated elasticities are comparable in signs and magnitudes with those ob-
tained by Giersch by the multiple modulation method. The calculated FCCs are
very close for both methods. However, the lin-log kinetic approach presented here
has several clear advantages compared to the traditional MCA methods to obtain
elasticities and control coefficients.

First, the nonlinear lin-log kinetic formulation allows better approximation when
large changes in e.g. enzyme levels or independent metabolite concentrations are
made. This is evidenced in the good agreement between the calculated and mea-
sured fluxes and dependent metabolite concentrations, despite the large perturba-
tions made to the reconstituted pathway (Fig. 4.4). As pointed out by Giersch, the
traditional experimental approaches for MCA parameter estimation suffer from dif-
ficulties in getting the proper experimental data, which requires small changes to be
made in the system and small differences to be measured. Application of the lin-log
approach would largely reduce the experimental effort and improve the quality of the
estimate, as the influence of experimental scatter would reduce when larger changes
are made.

Second, the lin-log approach allows a more straightforward use of experimental
data through simple (multiple) linear regression to obtain elasticities and avoids the
complicated indirect nonlinear fitting and extrapolation procedures inherent to the
traditional MCA approach. Also, it is possible to combine several datasets within
one regression based on a single reference state, which gives the best fit. This is
not possible with the traditional MCA approach, as it requires that the system
variables (in this case the enzyme levels or independent metabolite concentrations)
be changed one at a time. Also, the lin-log kinetic approach allows to transform
elasticities estimated at one reference state into elasticities and control coefficients
for other reference states.

The statistical evaluation of the parameter estimate is not trivial within the
traditional MCA framework. Error bounds have been obtained by means of e.g.
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Monte-Carlo simulations (Ainscow and Brand, 1998; Ehlde and Zacchi, 1996). In-
stead, the lin-log approach allows a simple and rigorous statistical evaluation as a
result of the linear regression. Different model assumptions can be discriminated on
a statistical basis, such as the connectivity assumptions investigated in this study.

In conclusion, the lin-log approach provides a promising alternative to the stan-
dard MCA parameter estimation procedures for reliable parameterization of the
elasticities, and hence the control coefficients, using large experimental perturba-
tions.

Nomenclature

c concentration of independent metabolite
CJ flux control coefficient
Cx metabolite control coefficient
e enzyme level
Ec0 matrix containing elasticities of independent metabolites
Ex0 matrix containing elasticities of dependent metabolites
J flux
kcat catalytic constant
Km affinity in Michaelis-Menten kinetics
m number of dependent metabolites
n number of reactions
N number of observations
P number of parameters
a, p, q parameters in the lin-log representation
r number of independent metabolites
RJ flux response coefficient
Rx metabolite response coefficient
R2 coefficient of determination
R2

a adjusted coefficient of determination
S stoichiometric matrix
SSE sum of squares due to error
SST sum of squares total
v reaction rate
x concentration of dependent metabolite

Greek letters
εc elasticity of independent metabolite
εx elasticity of dependent metabolite

Superscripts
0 chosen reference state
, arbitrary reference state
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Appendix A

Consider the well-known Michaelis-Menten kinetics:

v = kcate
x

Km + x
(A1)

For the elasticity εx one obtains according to Eq. 4.2:

εx =
1

1 + x/Km
(A2)
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For the reference state with J0, e0 and x0 Eq. A2 turn into:

J0 = kcate
0 x0

Km + x0
(A3)

ε0
x =

1
1 + x0/Km

(A4)

Using Eq. A3 and A4, Km and kcat can be eliminated from Eq. A1, which gives:

v

J0
=

e

e0

(
x/x0

ε0
x + (1− ε0

x)x/x0

)
(A5)

In Fig. 4.1, the linear approximation of Eq. A5:

v

J0
− 1 =

( e

e0
− 1
)

+ ε0
x

( x

x0
− 1
)

and the lin-log approximation of Eq. A5:

v

J0
=

e

e0

[
1 + ε0

x ln
( x

x0

)]
are compared taking e/e0 = 1, ε0

x = 0.5.

Appendix B

Eq. 4.15 used for the estimation of elasticities corresponds to the following equation
of multiple linear regression:

yi = β0 + β1z1 + β2z2 + β3z3 + β4z4

Here yi represents the left-hand side term of Eq. 4.15, zi’s are the logarithmic con-
centrations and βi (i 6= 0) the elasticity parameters. β0 in the above equation is zero,
which results in a special case of linear regression, i.e. regression through the origin
(RTO). It holds for RTO that (Eisenhauer, 2003):

Σ(yi)2 = Σ(yi − ŷi)2 + Σ(ŷi)2

where ŷi is the calculated value of yi from the estimated elasticities, Σ(yi)2 is the
sum of squares total (SST ) and Σ(yi− ŷi)2 is the sum of squares due to error (SSE ).
The coefficient of determination R2 can therefore be defined for RTO as

R2 = 1− SSE

SST

Obviously, R2 equals 1 when the model would perfectly fit the data (i.e. SSE = 0).
ThereforeR2 can be seen as the percentage of variations in the experimental data
explained by regression. In the case of RTO, the degree of freedom of SST equals
the total number of observations (N). The degree of freedom of SSE, on the other
hand, also depends on the number of parameters (P ) to be estimated and equals
N−P . When models with different number of parameters are compared, the different
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degrees of freedom of SSE can be taken into account during the evaluation of R2

by defining an adjusted coefficient of determination R2
a :

R2
a = 1− SSE/(N − P )

SST/N
= 1− (1−R2)

N

N − P

which still equals 1 when a perfect fit is obtained.
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Chapter 5

A Conceptual Functional
Genomics Strategy Using
Solely Metabolome Data

Abstract A gene with yet unknown physiological function can be studied by changing

its expression level followed by analysis of the resulting phenotype. This type of functional

genomics study can be complicated by the occurrence of ‘silent mutations’, the phenotypes

of which are not easily observable in terms of metabolic fluxes (e.g. the growth rate).

Nevertheless, genetic alteration may give rise to significant yet complicated changes in

the metabolome. We propose here a conceptual functional genomics strategy based on

microbial metabolome data, which identifies changes in in vivo enzyme activities in the

mutants. These predicted changes are used to formulate hypotheses to infer unknown gene

functions. The required metabolome data can be obtained solely from high-throughput mass

spectrometry analysis, which provides the following in vivo information: 1) the metabolite

concentrations in the reference and the mutant strain; 2) the metabolic fluxes in both

strains and 3) the enzyme kinetic parameters of the reference strain. We demonstrate in

silico that changes in enzyme activities can be accurately predicted by this approach, even

in ‘silent mutants’.

5.1 Introduction

The increasing availability of whole-genome data is paralleled by an ever increasing
number of genes with unknown function, urging both the development and inte-
gration of functional genomics strategies . Gene functions can be inferred from a
variety of data sources, obtained at the level of genome, transcriptome, proteome
and metabolome (Castrillo and Oliver, 2004).

Published as: Wu L, van Winden WA, van Gulik WM, Heijnen JJ. 2005. Application of
metabolome data in functional genomics: A conceptual strategy. Metab Eng 7: 302-10.
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Among these ‘omics’-approaches, metabolomics aims at the comprehensive analy-
sis of all metabolites (Fiehn, 2002). The metabolome possesses the advantages of be-
ing closely related to phenotypes and being more context-dependent. Furthermore,
metabolome analysis can be easily extended to different organisms, since a metabo-
lite has the same chemical structure across all species (Goodacre et al., 2004). The
application of metabolome data in functional genomics was initiated by the FANCY
approach (Raamsdonk et al., 2001), based on the idea that genetic alterations often
lead to significant changes in metabolite concentrations, even in ‘silent mutations’
with no clear flux-phenotypes (e.g. the growth rate). FANCY suggests gene func-
tions by comparing metabolome profiles of strains deleted for known and unknown
genes. When the genes with known and unknown function are located in the same
monofunctional unit (Rohwer et al., 1996), deletion will result in the same response,
e.g. in the metabolite concentrations, in the rest of the metabolic network. The co-
response coefficient, defined in the framework of metabolic control analysis (Hofmeyr
and Cornish-Bowden, 1996), is used to quantify these responses. To calculate the co-
response coefficient with measured metabolite concentrations, where large changes
are likely to occur due to gene deletion, a linear approximation is used (Raamsdonk
et al., 2001). Genes functions can be inferred based on the calculated approximation
of co-response coefficients. When applied to metabolome-wide data, FANCY em-
ploys multivariate analysis to infer the similarity of metabolite responses. Likewise,
metabolite profiling combined with multivariate statistics has been successfully ap-
plied to genotype differentiation in plants and fungi (Allen et al., 2003; Fiehn et al.,
2000; Smedsgaard and Nielsen, 2005). Next to multivariate data analysis, Foster
et al. (2002) proposed a framework to identify gene functions in single deletion mu-
tants by combining metabolome data with in silico pathway analysis.

One of the major disadvantages of applying metabolome data in functional ge-
nomics is that multiple changes in the metabolome are only indirectly related to
genetic alterations. Instead, they arise directly due to changes in enzyme activity
(i.e. the in vivo maximum catalytic capacity of an enzyme) and kinetic enzyme-
metabolite interactions, the latter often extremely complex. Hence, metabolome data
as such do not provide a straightforward insight in gene function, which necessitates
data-driven approaches, such as FANCY. To enable an abductive and more focused
analysis which complements FANCY, it would be desirable to access enzyme activity
changes, which are indicative of either direct or indirect, regulatory effects of the
altered gene and bear a closer link to its function. Quantitative proteome analysis
has indeed been an integral part of functional genomics investigations in perturbed
metabolic networks (Baliga et al., 2002; Dainese et al., 1997; Haurie et al., 2001;
Ideker et al., 2001; Knowles et al., 2003). However, the applied techniques focus
primarily on protein abundance instead of enzyme activities in vivo, hence they
overlook possible intracellular regulatory mechanisms (Kobe and Kemp, 1999).

In this paper we develop a conceptual functional genomics strategy, which uses
metabolome data only. Unlike the FANCY approach that compares the metabolome
data of different strains and suggests unknown gene functions based on monofunc-
tional units and co-response of metabolites, our approach utilizes metabolome data
to calculate the relative changes in in vivo enzyme activities in the mutant relative
to a reference (e.g. a wild type), thereby making use of a quantitative kinetic model.
These predicted changes reveal the site(s) of action of the altered gene and are es-
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sential to generate sound hypotheses regarding its function, which can be delineated
with further experimental investigation. The merit of this strategy is demonstrated
with an in silico case study.

5.2 Concept of the approach

To calculate in vivo enzyme activity changes, we exploit enzyme kinetics that defines
the flux (vi) through an enzyme i as a nonlinear function of enzyme activity (ei)
and metabolite concentrations (x):

vi = fi(ei,x,P) (5.1)

The in vivo enzyme activity can be thus calculated from Eq. 5.1 when metabolite
concentrations, fluxes and a set of kinetic parameters P are obtained in vivo, in a
suitable kinetic format given by fi.

The kinetic format can be mechanistic enzyme rate laws, i.e. based on detailed
knowledge of catalytic mechanisms, such as the well-known Michaelis-Menten ki-
netics. In addition, a number of non-mechanistic, approximative kinetic formats
have been developed, such as the linear approximation (which has been the basis of
Metabolic Control Analysis, see e.g. Delgado and Liao 1992; Heinrich and Rapoport
1977; Kacser and Burns 1973), the log-linear approximation (Hatzimanikatis and
Bailey, 1996), the powerlaw approximation (Savageau, 1976; Voit, 2000), the thermo-
kinetic approach (Nielsen, 1997; Westerhoff and van Dam, 1987) and the recently
developed linear-logarithmic approximation (Heijnen et al., 2004; Visser and Heij-
nen, 2003; Wu et al., 2004). The approximative kinetic formats have the advantage
of containing much fewer parameters, a uniform structure and universal applica-
bility, also when the catalytic mechanism is unknown. These properties reduce the
efforts for model building and parameter estimation. Another desirable property
for a suitable kinetic format is good approximative capacity over a large range of
metabolite concentrations and fluxes. Hence, nonlinear kinetic formats are preferred
above (semi-) linear kinetics defined close to a reference point.

Here we employ the linear-logarithmic (lin-log) kinetics to illustrate our con-
ceptual strategy. Both in silico and experimental studies have shown a satisfactory
approximative performance of this nonlinear kinetic format upon large changes in
metabolite concentrations, enzyme activities and fluxes (Visser and Heijnen, 2003).
The lin-log kinetics is given by:

v
v0

=
[ e
e0

] (
i + Ex0 ln

x
x0

)
(5.2)

where the metabolic fluxes, enzyme activities and metabolite concentrations are
expressed relative to a reference state (e.g. the wild type strain, denoted by 0).
Relative changes in metabolic fluxes (v/v0) are considered proportional to relative
changes in the activities of the corresponding enzymes (e/e0). The nonlinear effects
of metabolite concentrations on reaction rates are incorporated in lin-log kinetics
as the sum of logarithms of relative changes in metabolite concentrations (x/x0).
The matrix Ex0 contains elasticities, which serve as the kinetic parameters. They are
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defined as the scaled sensitivities of reaction rates towards metabolite concentrations
at the reference state:

εx0
ik =

x0
k

v0
i

(
∂vi

∂xk

)0

(5.3)

Thus, one single elasticity parameter per metabolite is involved in each reaction,
thereby largely reduce the number of parameters to be identified. Calculation of
relative changes in in vivo enzyme activities (e/e0) from Eq. 5.2 therefore requires:
1) the metabolite concentrations in the mutant (x) and reference state (x0), 2) the
metabolic fluxes in the mutant (v) and reference state (v0) and 3) the elasticities
(Ex0) in the reference state only.

All the required information can be obtained solely from mass spectrometry
(MS) analysis of the metabolome. To obtain in vivo metabolite concentrations (x
and x0), cells are rapidly sampled (Lange et al., 2001; Schaefer et al., 1999; Theobald
et al., 1993) and immediately quenched to prevent further turnover of the metabo-
lites (de Koning and van Dam, 1992; Mashego et al., 2003). Cells are subsequently
disrupted to release intracellular metabolites (de Koning and van Dam, 1992; Gon-
zalez et al., 1997; Theobald et al., 1997). The obtained cell-free extracts containing
intracellular metabolites can be analyzed by e.g. LC-MS (Buchholz et al., 2001; van
Dam et al., 2002). Compared to genome-wide transcriptome analysis, spatial and
temporal profiling of the metabolome by MS is still in an early stage of develop-
ment. However, promising advances have been made to improve the precision of
LC-ESI-MS analysis by incorporating metabolome-wide fully U-13C-labeled inter-
nal standards (Wu et al., 2005) and portions of the total metabolome can now be
identified and quantified (Goodacre et al., 2004; Soga et al., 2002).

To obtain in vivo (quasi) steady state fluxes (v0) in a metabolic sub-network with
known stoichiometry, isotopic tracer experiments (e.g. with 13C-labeled molecules)
are required (Wiechert, 2001). Cells are fed with labeled metabolites to reach an
isotopic (quasi-) stationary state. The mass isotopomer distributions of the 13C-
metabolome, e.g. the proteinogenic amino acids (Fischer and Sauer, 2003; Gombert
et al., 2001), excreted metabolites (Wittmann and Heinzle, 2001) or free intracellular
metabolites (Kromer et al., 2004; van Winden et al., 2005), are determined by MS.
These data are subsequently applied to estimate in vivo fluxes using well-established
computational tools (Wiechert et al., 2001).

To obtain the kinetic parameters (Ex0), stimulus response experiments are re-
quired. In such experiments, the metabolism of intact cells in a reference (quasi-)
steady state is perturbed by external stimuli (e.g. a substrate pulse) (Chassagnole
et al., 2002; Rizzi et al., 1997; Vaseghi et al., 1999; Visser et al., 2004). The subse-
quent metabolome responses are followed in a short time window, employing the ex-
perimental procedures described above to obtain in vivo metabolite concentrations.
By limiting the observation time window, it can be assumed that the metabolome
responses are primarily triggered by kinetic interactions and that enzyme activities
are essentially constant (i.e. e(t)/e0 ≈ i) (Theobald et al., 1997). The measured tem-
poral evolution of metabolite concentrations (x(t)) is combined with the measured
x0 to estimate the elasticities with available mathematical procedures (Haunschild
et al., 2005; Kresnowati et al., 2005; Rizzi et al., 1997).

Summarizing, an MS-based metabolomics platform in principle suffices to pro-
vide the required information to calculate e/e0. Unlike the well-established and
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Figure 5.1 Metabolic network of the in silico strains. ‘HK’ represents the lumped
reactions catalyzed by HK and PGI; ‘ENO’ represents the lumped reactions catalyzed by
GAPDH, PGK, PGM and ENO; ‘PK’ represents the lumped reactions catalyzed by PK,
pyruvate decarboxylase and alcohol dehydrogenase. ‘GPD’ represents the two glycerol 3-
phosphate dehydrogenase isoenzymes encoded by GPD1 and GPD2; ‘GPP’ represents the
two glycerol-3-phosphatase isoenzymes encoded by GPP1 and GPP2.

widely applied 13C flux analysis, the unbiased quantification of a large number of
intracellular metabolites and the construction of kinetic models are more challenging
(Wiechert, 2002). The latter not only requires high-throughput metabolome analy-
sis, but also a priori knowledge of existing in vivo (allosteric) interactions between
enzymes and metabolites. Despite decades of in vitro biochemical research, this in-
formation is yet far from complete. Hence, the development and validation of in
vivo kinetic models of metabolic sub-networks of interest is crucial to the practical
implementation of the proposed approach.

5.3 The in silico model

We performed an in silico case study to test whether changes in enzyme activities
can be correctly calculated, when the required information is available for a reference
wild type strain and silent or not-silent mutants. The in silico ‘wild type’ (in a S.
cerevisiae background) was adapted from Teusink et al. (1998) and consisted of 7
(lumped) enzymatic steps in glycolysis converting glucose to glycerol and ethanol
(Fig. 5.1). Each step was assigned a mechanistic rate equation, representing the
‘true’ enzyme kinetics (see Appendix).

Three different genes of S. cerevisiae were chosen and assumed here to have as
yet unknown functions. Hence, we consider three different single-gene mutants to
illustrate our approach:

1) The PFK27 gene encoding 6-phosphofructo-2-kinase (6PF-2-K) (Kretschmer
and Fraenkel, 1991) was assumed to have yet unknown function. 6PF-2-K
converts fructose-6-phosphate (F6P) into fructose-2,6-bisphosphate (F2,6bP),
an activator of 6-phosphofructo-1-kinase (6PF-1-K) (Nissler et al., 1983). In
the pfk27+ mutant, PFK27 is overexpressed, leading to a 50% increase of the
F2,6bP concentration.

2) The GPD1 gene encoding an isoenzyme of glycerol phosphate dehydrogenase
(GPD) (Albertyn et al., 1994) was assumed to have yet unknown function. In
its deletion mutant (∆gpd1), the abundance of GPD is at 30% of its wild type
level. The remaining GPD activity is provided by the isoenzyme Gpd2p (Eriks-
son et al., 1995). The responses of the first two mutants have been previously
described in (Teusink et al., 1998).

3) The X gene encoding a regulator of the GPD1 and GPP2 gene expression.
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The GPP1 and GPP2 genes encode two glycerol-3-phosphatase isoenzymes
(Pahlman et al., 2001). In its deletion mutant (∆x), the abundance of Gpd1p
and Gpp2p is affected such that the total activities of ‘GPD’ and ‘GPP’ are
reduced by 50% each.

The chosen mutants reflect different mechanisms by which enzyme activities are
affected by gene alterations, either direct (in the ∆gpd1 mutant) or indirect, e.g.
through the effect of an allosteric effector (in the mutant pfk27+) or gene regu-
latory mechanisms (in the mutant ∆x). Moreover, these gene alterations lead to
different flux phenotypes, silent or non-silent, as will be shown later. The chosen set
of mutant therefore provides a suitable yet simple benchmark for the approach to
be tested. For each mutant, the proposed metabolomics-based approach should thus
be able to distinguish those few enzymes that are affected by the genetic changes
from the majority of non-affected ones. Further it should deliver a qualitatively cor-
rect prediction of the enzyme activity changes, such that useful hypotheses can be
generated regarding the unknown gene function.

5.4 Methods

Steady state metabolite concentrations and fluxes of the in silico wild type and
mutants were obtained by implementing and simulating the following mass balances
in Matlab (The Mathworks Inc., Natick, MA, USA):

ẋ = Sv (5.4)

S is a stoichiometric matrix obtained from the metabolic network depicted in Fig. 5.1.
v is a vector containing all reaction rates as specified by the mechanistic rate equa-
tions. The concentration of glucose, ethanol and glycerol were fixed at 20 mM, 0
mM and 0 mM respectively. An initial concentration of 1 mM was used for all other
metabolites in the simulation. The F2,6bP concentration in the wild type, ∆gpd1
and ∆x strains was set to 1 mM, in the pfk27+ mutant it was increased by 50% to
1.5 mM. It was further assumed that the flux through 6PF-2-K is negligible.

The elasticities in the lin-log kinetic equations were derived from the mechanistic
rate equations according to Eq. 5.3, taking the steady state of the wild type as a
reference state. For 6PF-1-K, the lin-log rate equation did not include F2,6bP as
an effector, as PFK27 was treated essentially as a gene with unknown function.
Relative changes of enzyme activities were subsequently solved from Eq. 5.2 for all
three mutants.

5.5 Results and discussion

The metabolite concentrations and fluxes in the wild type and the mutant strains,
obtained from simulation, are given in Table 5.1. Nearly all metabolite concentrations
have changed in the three mutant strains, up to a factor of 4 compared to the wild
type, due to the change of only one or two enzymes. This illustrates the necessity
of the proposed approach, which seeks to deduce from the otherwise complex and
unrevealing metabolome data a limited set of enzymes with changed activity. A

82



Conceptual functional genomics strategy

Table 5.1 Simulated steady state metabolite concentrations
(mM) and flux (µmol/l/min) for the in silico wild type and
mutant strains

Metabolites WT pfk27+ ∆gpd1 ∆x

F6P 3.22 1.74 3.22 3.22
F1,6bP 3.07 3.82 6.55 5.56
GAP 0.53 0.51 0.30 0.32
PEP 0.28 0.23 0.10 0.12
DHAP 0.37 0.46 1.30 1.06
G3P 0.16 0.19 0.16 0.38
v‘HK’

a 0.69 0.80 0.69 0.69

a The flux through ‘HK’, which is identical to the fluxes through
6PF-1-K and FBA and two times the fluxes through ‘GPD’, ‘GPP’,
‘ENO’ and ‘PK’, due to the stoichiometric constraint.

Table 5.2 Calculated elasticities for the in silico wild type strain
as a reference state

Ex0 Glc F6P F1,6bP GAP PEP DHAP G3P

‘HK’ 0.37 −0.32 0 0 0 0 0
6PF-1-K 0 0.79 0 0 0 0 0
FBA 0 0 2.10 −2.13 0 −2.05 0
‘ENO’ 0 0 0 1.82 −1.27 0 0
‘PK’ 0 0 2.06 0 1.38 0 0
‘GPD’ 0 0 0 0 0 1.51 −0.86
‘GPP’ 0 0 0 0 0 0 0.86

flux-phenotype is only observed for pfk27+, due to the increased level of F2,6bP,
which activates 6PF-1-K. The ∆gpd1 and ∆x mutants are ‘silent’ with respect to
the fluxes, due to the lack of triose phosphate isomerase, which ensures a fixed 1:1
flux ratio towards glycerol and ethanol set by FBA, and the absence of feedback
effects of metabolites downstream of F1,6bP on ‘HK’ and 6PF-1-K, which ensures a
constant glucose uptake rate.

Elasticities calculated from the kinetic model, with the wild type as a reference
state, are given in Table 5.2. The lin-log kinetic model contains a mere 12 elastic-
ity parameters, a reduction of about 50% compared to mechanistic rate equations
(excluding the vf ’s as they are normalized in the lin-log kinetics). The modulatory
effect of each metabolite on the reaction rate can be immediately seen from the sign
of its elasticity, i.e. positive elasticities indicate stimulatory effects (as can be found
for substrates and activators of the reaction), while negative elasticities indicate
inhibitory effects (as can be found for products of the reaction).

Fig. 5.2 shows the calculated relative enzyme activity changes in the mutants
compared to the wild type strain. In all in silico mutants, the enzymes affected by
genetic perturbation can be clearly distinguished from the non-affected ones, as the
activity changes of the latter are all calculated to be relatively close to 1. For the
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pfk27+ mutant, a nearly 2-fold increase in 6PF-1-K activity is found, which corre-
sponds to the stimulatory effect of the increased concentration of F2,6bP. For the
two ‘silent mutants’, the calculated e/e0 of the affected enzymes are quantitatively
correct: in the ∆gpd1 mutant, the GPD activity is calculated to be 35% of the wild
type level, compared to a 30% implemented in the simulation; in the ∆x mutant,
the GPD and GPP activities are calculated to be 54% and 57% of their wild type
level respectively, compared to a 50% implemented for both enzyme activities in the
simulation. Thus, the proposed method using approximative lin-log kinetics appears
robust and its predictive capacity is satisfactory for in silico strains tested, including
the two ‘silent mutants’.

These calculated changes in enzyme activities allow a more focused analysis of
the function of the altered gene, by means of formulation of hypotheses and the
subsequent delineation of them. This is a process highly dependent on background
biochemical knowledge of the metabolic sub-network. For the in silico strains tested,
three relevant mechanisms can be recognized, leading to calculated changes in en-
zyme activity: A. changes in enzyme abundance; B. changes in post-translational
modification, e.g. the enzyme is (de)phosphorylated; C. concentration changes of
yet unknown effector metabolite(s). All three mechanisms naturally extend to other
enzymes having the same catalytic activity as the affected ones. The altered gene can
either directly cause or indirectly induce these changes in enzyme activities, leading
to a combinatorial set of hypotheses regarding its function.

Using in vitro enzyme assays only, initial delineation of hypotheses can lead
to well-based conclusions, which form leads for further experimental investigation.
For example, in the pfk27+ mutant, a 6PF-1-K assay should reveal an unchanged
enzyme activity, suggesting unchanged abundance and phosphorylation status of
6PF-1-K, which contradicts the calculated increase in e/e0. To simplify matter,
we exclude here the possibility of a combined but opposite change of enzyme abun-
dance and phosphorylation, which can be experimentally verified using either 2D-gel
electrophoresis or isotope-coded affinity tagging (Gygi et al., 1999). This rules out
mechanisms A and B. Hence the PFK27 gene is most likely associated with ‘yet
unknown’ effector(s) of 6PF-1-K (i.e. mechanism C), which might have gone unno-
ticed if only the enzyme abundance were quantified. For the ∆gpd1 and the ∆x
mutant, enzyme assays should confirm the calculated enzyme activity changes. For
Gpd2p, Gpp1p and Gpp2p (Gpd1p is yet an ‘unknown’ gene product), there have
been yet no post-translational processes reported in S. cerevisiae. Thus, most likely,
in the ∆gpd1 mutant the deleted gene either encodes or induces transcriptional reg-
ulation (in this case repression) of an enzyme with GPD activity, assuming a correct
kinetic model. The former hypothesis is supported by the otherwise inconclusive se-
quence comparison, which shows that GPD2 is 69% identical to the ‘unknown’ gene
(Eriksson et al., 1995). Likewise, the enzyme activity changes in the ∆x mutant are
indicative of changes in enzyme abundance. As both affected enzymes participate in
glycerol biosynthesis, the tentative hypothesis could be that they are co-regulated
by gene X.

In Table 5.3 our approach is compared to the FANCY approach in terms of re-
quired information input and deliverables. Both approaches rely on high-throughput
metabolome analysis. The FANCY approach requires a large library of metabolome
profiles of mutants deleted for known genes. In our approach a well-characterized
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Figure 5.2 Calculated relative changes in enzyme activities (e/e0) in the mutant
strains compared to the wild type.

wild type strain, in terms of metabolite concentrations, fluxes and in vivo kinetics,
serves as a reference state that can be used in principle against any mutants be-
longing to the same species. For the mutant of interest, the in vivo fluxes should
be known next to its metabolite concentrations. Central to our approach is a non-
linear approximative kinetic model of a metabolic sub-network, which replaces the
assumption on monofunctional units and the linear approximation of co-response
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Table 5.3 Comparison of the information input and output between the FANCY
approach and current approach

Approach FANCY Current approach

Strains used
Mutants of Mutant of a Wild Mutant of a
genes with gene with un- type gene with un-

known function known function known function

Input
x + + + +
v a − − + +
fi

a − − + −

Output
Suggested similarity Calculated changes

to known genes in enzyme activities

a Metabolome derived in vivo fluxes (v) and kinetic model (fi).

coefficients in the FANCY approach.
In the simple in silico case studies presented, a limited number of enzymes is

considered to have activity changes. Both the ∆x mutant and the ∆gpd1 mutant
contain changes due to a ‘direct’ effect of the gene alteration (∆x can be considered
to have a direct ‘regulatory’ effect), while the pfk27+ mutant contain both a direct
effect (i.e. increase of the Pfk27p activity and the concentration of F2,6bP) and an
indirect effect (i.e. F2,6bP activation of PFK). In practice however, a single gene
alteration might bring about many yet unknown, indirect effects in an integrated
metabolic network and simultaneously affect the activity of various enzymes, which
can complicate the analysis of the unknown gene function.

Targets might be selected for in-depth analytical scrutiny, either based on the
magnitude of their calculated activity changes or the completeness of biochemi-
cal information of affected enzymes. In addition, the number of unknown indirect
effects can be limited by choosing a well-studied ‘core’ metabolic sub-network to
generate working hypotheses. An example is the primary metabolism of S. cere-
visiae, for which abundant literature on kinetic interactions and regulatory mech-
anisms is present. Moreover, genetic perturbations are likely to be reflectible on
enzyme activity changes in the primary metabolism, due to its tight regulation and
high connectivity with other modules of the metabolic network. Understanding of a
well-characterized sub-network can be further synergetic with functional genomics
studies, as the latter allows a continuous extension and iterative improvement of
sub-network models (e.g. in the case of the pfk27+ and ∆gpd1 mutant). The un-
known indirect effects can be further limited by combining transcriptome analysis
of the mutant and wild type with the predicted enzyme activities changes, although
here cautions must be taken that enzyme activities and expression levels are not
necessarily correlated (Ideker et al., 2001). For example, a predicted increase of en-
zyme activity might indicate an indirect effect if this corresponds to an increased
expression of the encoding gene or a positive regulator of it. Finally, it has been
shown that hypothesis generation and delineation can be made more efficient by
implementing well-programmed artificial intelligence algorithms (King et al., 2004).

In conclusion, we have demonstrated in silico that the proposed strategy is able
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to identify changes in enzyme activities upon changes in genes that are assumed
to have yet unknown function, using solely metabolome derived information in a
reference wild type strain and the mutant. The practical implementation of the
proposed strategy will largely rely on high-throughput and unbiased metabolome
quantification and the availability of validated in vivo kinetic models. We expect
that integration of the predicted enzyme activity changes with data emerging from
other individual ‘omics’-approaches will accelerate the elucidation of unknown gene
functions in a model-based, hypothesis-driven fashion and complement the existing,
data-driven FANCY approach.
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Appendix

Michaelis-Menten kinetics for reversible reactions with one substrate and one product
were used for the lumped enzymes ‘HK’, ‘ENO’, ‘GPD’ and ‘GPP’:

v = vf
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For fructose 1,6-bisphosphate aldolase (FBA), Michaelis-Menten kinetics for re-
versible reactions with one substrate and two products was used:

vFBA = vf,FBA
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For all these reactions the Michaelis-Menten constants for substrates and products
were set to 1 mM. The maximum forward velocities used for these (lumped) enzymes
were:

vf,‘HK’ = 1µmol/l/min,

vf,FBA = vf,‘ENO’ = vf,‘GPD’ = vf,‘GPP’ = 5 µmol/l/min

The equilibrium constants used for these (lumped) enzymes were:

Keq,‘HK’ = Keq,‘ENO’ = Keq,‘GPD’ = Keq,‘GPP’ = 1, Keq,FBA = 0.1 mM

For the enzyme 6PF-1-K, Monod, Wyman and Changeux kinetics were used (Monod
et al., 1965). We have included the stimulatory effect of F2,6bP, assuming that it
increases both the affinity of 6PF-1-K for F6P and the maximum velocity of the
enzyme, which has been described for the yeast enzyme (Nissler et al., 1983):

v = vmax
6PF-1-K[F2,6bP]

[F6P]/KF6P

1 + [F6P]/KF6P

1
1 + L6PF-1-K

L6PF-1-K = L0

1
(1 + [F6P]/KF6P)n6PF-1-K

, KF6P =
K0.5

[F2,6bP]

with K0.5 = 1 mM, n6PF-1-K = 8, L0 = 104 and vmax
6PF-1-K = 1 µmol/l/min. For the

lumped step ‘PK’ we used the rate equation for pyruvate kinase, which includes the
stimulatory effect of F1,6bP that turns the Hill type kinetics of PK towards PEP
into hyperbolic, Michaelis-Menten type kinetics:

v = vmax
‘PK’

[PEP]
KPEP

(
[PEP]
KPEP

+ 1

)n‘PK’−1

L‘PK’

(
2

1 + [F1, 6bP]/KF1,6bP

)n‘PK’

+

(
[PEP]
KPEP

+ 1

)n‘PK’
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with KPEP = KF1,6bP = 1 mM, n‘PK’ = 4, L‘PK’ = 100 and vmax
‘PK’ = 10 µmol/l/min.

For simplicity reasons, conserved moieties such as ATP, ADP, phosphate, NAD+

and NADH were not included in the rate equations.
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In Vivo Kinetic Analysis in
Prolonged Chemostats

Abstract In this chapter, prolonged chemostat cultivation is applied to investigate in

vivo enzyme kinetics of S. cerevisiae. S. cerevisiae was grown in carbon-limited aerobic

chemostats for 70−95 generations, during which multiple steady states were observed, char-

acterized by constant intracellular fluxes but significant changes in intracellular metabolite

concentrations and enzyme capacities. We provide evidence for two relevant kinetic mech-

anisms for sustaining constant fluxes: in vivo near-equilibrium of reversible reactions and

tight regulation of irreversible reactions by coordinated changes of metabolic effectors. Us-

ing linear-logarithmic kinetics, we illustrate that these multiple steady state measurements

provide linear constraints between elasticity parameters instead of their absolute values.

Upon perturbation by a glucose pulse, glucose uptake and ethanol excretion in prolonged

cultures were remarkably lower, compared to a reference culture perturbed at 10 genera-

tions. Metabolome measurements during the transient indicate that the differences might

be due to a reduced ATP regeneration capacity in prolonged cultures.

6.1 Introduction

Directed improvement of cell functionality by genetic interventions relies increasingly
on quantitative understanding of complex interactions between different cellular en-
tities, such as the transcriptome, proteome, metabolome and fluxome. In particular,
the relationship between fluxes (v), enzyme capacities (e) and metabolite concen-
trations (x) can be defined by (nonlinear) enzyme kinetics with a set of parameters
(P):

v = f(e,x,P) (6.1)

Accepted for publication in Metab Eng as: Wu L, Mashego MR, Proell AM, Vinke JL, Ras C,
van Dam JC, van Winden WA, van Gulik WM, Heijnen JJ. In vivo kinetics of primary metabolism
in S. cerevisiae studied through prolonged chemostat cultivation.
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Kinetic parameters can be estimated from multiple (quasi) steady state experiments,
in which fluxes, enzyme capacities and metabolite concentrations are determined, as
demonstrated for an in vitro reconstituted pathway (Giersch, 1995; Wu et al., 2004).
Multiple steady states can also be established in vivo, by applying e.g. selective
inhibition, different physiological conditions and genetic modification. It has been
shown that data obtained from such experiments lead to quantitative insights in in
vivo kinetics (Heijnen et al., 2004; Shimizu et al., 2003; Stephanopoulos and Simpson,
1997; van Gulik et al., 2000). In vivo kinetic information can also be obtained from
stimulus response experiments, in which a reference (quasi) steady state is perturbed
by an external stimulus, e.g. a substrate pulse (Rizzi et al., 1997; Theobald et al.,
1997; Visser et al., 2004b; Wu et al., 2003). Within a short transient thereafter (e.g.
seconds to a few minutes), the enzyme capacities can be assumed constant due to
the relatively slow protein synthesis. Thus, only the measurements of the short-term
metabolite responses are required to obtain in vivo kinetic parameters.

In both types of approaches, a well-defined (quasi) steady state is crucial to ob-
tain reproducible in vivo data. To this end a chemostat has been the preferred tool
for cultivation, in which the growth rate as well as the extracellular environment
(e.g. residual nutrient concentrations) are subject to tight control (Novick and Szi-
lard, 1950). However, it has been shown that a low residual concentration of the
growth-limiting substrate creates a continuous selective pressure, leading to adap-
tation of cells in prolonged chemostat cultures. For Saccharomyces cerevisiae, pro-
longed glucose-limited chemostat cultivation results in increased affinity for glucose
(Adams et al., 1985; Brown et al., 1998) and a decreased residual glucose concen-
tration (Ferea et al., 1999; Mashego et al., 2005). The evolved strains become more
elongated, which increases the surface to volume ratio (Adams et al., 1985; Brown
and Hough, 1965). In addition, genome rearrangements and altered gene expression
have been observed for adaptive clones isolated from prolonged chemostat cultures
(Brown et al., 1998; Dunham et al., 2002; Ferea et al., 1999).

Recently, intracellular metabolite concentrations and in vitro enzyme activities
have been determined during prolonged chemostat cultivation of S. cerevisiae. In
contrast to constant extracellular fluxes and constant biomass yield on glucose, re-
markable decreases of most intracellular metabolite concentrations have been ob-
served, accompanied by a strong decrease of in vitro activities of most enzymes in
glycolysis that catalyze reversible reactions (Mashego et al., 2005). In view of the
vast time-span of the cultivation (i.e. 100− 200 generations), prolonged chemostats
of S. cerevisiae can be considered equivalent to a set of multiple (quasi) steady states
with varying metabolite concentrations and enzyme capacities, but constant extra-
cellular fluxes. Moreover, due to the difference in enzyme and metabolite makeup of
these (quasi) steady states, different dynamic responses can be expected if an exter-
nal stimulus is applied. As such, prolonged chemostats are able to provide a unique
combination of both steady state and dynamic information on in vivo kinetics.

In this work, we cultivated S. cerevisiae for 70−95 generations in aerobic carbon-
limited chemostat cultures. The prolonged cultures were subsequently perturbed
by glucose pulses, which led to distinct short-term dynamic responses, compared
to a non-prolonged reference chemostat culture perturbed at 10 generations. The
observations from multiple (quasi) steady states during the prolonged cultivations
and from dynamic experiments are used to obtain insight into in vivo equilibria and
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allosteric mechanisms in the primary metabolism of S. cerevisiae.

6.2 Materials and methods

Strain and chemostat cultivation The haploid, wild type S. cerevisiae strain
CEN.PK 113-7D was grown overnight in shake flask precultures (0.1 l) before being
inoculated in a 7 l fermentor (Applikon, Schiedam, The Netherlands). The preculture
medium was based on Verduyn et al. (1992) with 15 g/l glucose. The medium used
for chemostat cultures was according to Lange et al. (2001) with 27.1 g/l glucose
and 1.42 g/l ethanol to obtain a biomass concentration of approximately 15 gDW/l
in the steady state. The aerobic, carbon-limited chemostat cultivation was run at a
dilution rate of 0.05 h−1. Other conditions applied were: a working volume of 4 l,
a pH controlled at 5, a temperature controlled at 30◦C, an overpressure of 0.3 bar,
a stirrer speed of 600 rpm and a gas feed (air) flow rate of 3 ln/min. The dissolved
oxygen tension (DOT) was measured by a Mettler-Toledo DOT sensor (Mettler-
Toledo GmbH, Switzerland) and was around 70% in the steady state. The fermentor
off-gas was cooled in a condenser connected to a cryostat at 2◦C and dried with a
Perma Pure dryer (Perma Pure Inc, Toms River, NJ, USA). The O2 and CO2 content
in the off-gas were subsequently measured by a NGA200 gas analyzer (Rosemount
Analytics, Santa Clare, CA, USA).

Determination of culture dry weight Culture samples (5 ml, in triplicate) were
filtered through predried and preweighed nitrocellulose filters (pore size 0.45 µm,
Gelman Science, Ann Abor, MI, USA). The filters were washed twice with 5 ml
demineralized water, dried at 70◦C for 48 hours and weighed.

Extracellular metabolite concentrations Culture supernatant was sampled
using pre-cooled stainless steel beads (Mashego et al., 2003). The concentration of
glucose and acetate in the supernatant was analyzed with EnzytecTM kits (kit no.
1002781 for glucose and 1002811 for acetate, Scil Diagnostics GmbH, Martinsried,
Germany). The concentration of ethanol in the supernatant was analyzed with Enzy-
matic Bioanalysis kit (kit no. 10176290035, R-Biopharm AG, Darmstadt, Germany).
Absorbance was read on an Agilent 8453-UV-visible spectroscopy system (Agilent
Technologies Deutschland GmbH, Waldbronn, Germany).

Intracellular metabolite concentrations Rapid sampling and metabolite ex-
traction of biomass (in approximately 1 ml of culture broth) was performed as de-
scribed previously (Mashego et al., 2005). The concentrations of G6P, F6P, F1,6bP,
2PG, 3PG, PEP in the cell extract was analyzed by LC-ESI-MS/MS (van Dam
et al., 2002). F2,6bP, G1P, T6P, 6PG, Pyr, Cit, iCit, αKG, Fum, Mal and Pi were
analyzed with the same analysis method and conditions. The metabolites 2PG and
3PG could not be resolved with the applied analytical procedure, the same held for
Cit and iCit. Consequently, only the sum of these compounds was determined. For
F2,6bP, relative peak areas were measured instead of absolute concentrations.

ATP concentration in the cell extract was analyzed by the ATP Bioluminescence
assay kit CLS II (kit no. 1699695, Roche Diagnostics GmbH, Mannheim, Germany).
Luminescence was read on a Mediators PhL plate reader (Mediators Diagnostics
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GmbH, Vienna, Austria).

Glucose pulse experiment Under steady state conditions, 10 ml of a glucose so-
lution (200 g/l in a syringe was injected pneumatically into the fermentor to increase
the residual glucose concentration by 0.5 g/l. Samples for the extra- and intracellu-
lar metabolite analysis were taken both in the steady state (i.e. prior to the glucose
pulse) and during the transient.

Metabolic flux analysis Intracellular fluxes were estimated by conventional meta-
bolic flux analysis (Stephanopoulos et al., 1998) using steady state measurements
reconciled according to van der Heijden et al. (1994). A biomass composition deter-
mined for a growth rate of 0.05 h−1 (Lange and Heijnen, 2001) and a noncompart-
mented network of S. cerevisiae was used (Stuckrath et al., 2002) . Acetaldehyde
dehydrogenase (AADH) was assumed NADP+-specific and isocitrate dehydrogenase
NAD+-specific. The inclusion of AcCoA synthetase creates a parallel route for the
synthesis of AcCoA from pyruvate, which can proceed either via pyruvate dehydro-
genase or via the pyruvate bypass, by the consequent actions of pyruvate decar-
boxylase, AADH and AcCoA synthetase. In the applied network, NADPH needed
for growth is regenerated by the pentose phosphate (PP) pathway and the NADP+-
AADH. Hence, intracellular fluxes can be made observable by specifying the PP
pathway flux (or equivalently, the PP split ratio). Since NADP+-AADH is also
responsible for metabolizing the ethanol present in the glucose/ethanol mixed sub-
strate feed used in this study, we assumed that the specific NADPH regeneration
(mmolNADPH/gDW) via the PP pathway decreases linearly with increasing ethanol
fraction in a glucose/ethanol mixed substrate feed, up to an ethanol fraction of 0.4
CmolEtOH/CmolCarbon. Above this limit, the metabolic network would change due
to the induction of gluconeogenic enzymes (de Jong-Gubbels et al., 1995; Vanrol-
leghem et al., 1996). For the Saccharomyces strain used in this studied, the PP
split ratio has been estimated to be 0.44 and 0.24 from two 13C-labeling studies
(Gombert et al., 2001; van Winden et al., 2005), for ethanol fractions of 0 and 0.28
Cmol/Cmol respectively at a growth rate of 0.1 h−1. For the feed used in this study
with an ethanol fraction of 0.17 Cmol/Cmol, a PP split ratio of 0.31 is found, with
which the intracellular fluxes were subsequently estimated.

6.3 Results and discussion

Characterization of multiple steady states during prolonged cultivation
A reference chemostat (R) and two prolonged chemostats (PA and PB) of S. cere-
visiae were carried out at a dilution rate of 0.05 h−1 under aerobic carbon-limited
conditions. Chemostat PB is identical to chemostat 2 described in (Mashego et al.,
2005).

Table 6.1 summarizes (quasi) steady state extracellular measurements at different
culture ages. No significant changes are observed in the specific conversion rates of
glucose, O2, CO2 and biomass, while the residual concentration of glucose drops.
Intracellular metabolite concentrations decrease as well, as shown in Table 6.2 for
chemostat PB at 10 and 95 generations, respectively. In addition, Mashego et al.
(2005) reported in vitro enzyme activity changes in prolonged chemostats. These
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Table 6.1 Steady state physiology of chemostat cultures

Chemostat Quasi steady
state

Generations
cx qO2 qCO2 qs cs

g/l mmol/gDW/h mM

R R10 10 14.2 1.7 1.6 0.59 0.15
PA PA10 10 14.9 1.6 1.6 0.56 ND

PA70 70 14.6 1.6 1.5 0.57 0.07
PB PB10 10 14.9 1.5 1.4 0.56 0.11

PB95 95 14.6 1.5 1.5 0.57 0.04

cx, biomass concentration; qO2 , specific O2 uptake rate; qCO2 , specific CO2 evolution rate; qs,
specific substrate uptake rate; cs, residual glucose concentration.

are given in Table 6.2 for completeness.
The intracellular fluxes were estimated with conventional metabolic flux analy-

sis, assuming that the metabolic network and the biomass composition remain un-
changed during the prolonged cultivation.

Mashego et al. (2005) observed that in vitro activities of isocitrate lyase and
malate synthase gradually increased with culture age. The two enzymes participate
in the glyoxylate cycle, which has not been included in the metabolic network used
for flux estimation. The glyoxylate cycle is required for growth at an ethanol/glucose

Table 6.2 Intracellular metabolite concentrations (µmol/gDW)
and in vitro enzyme activities (U/mg prot) in chemostat PB

Metabolite
Quasi steady state

Enzyme
Quasi steady state

PB10 PB95 PB10 PB95

G6P 2.1 0.35 HK 2.8 3.1
F6P 0.45 0.09 PGI 4.6 2.8
F1,6bP 0.19 0.11 PFK 0.3 0.3
2PG+3PG 1.2 0.07 FBA 1.5 0.5
PEP 1.1 0.17 TPI 126 29a

Pyr 0.06 0.03 GAPDH 6.5 1.4
Cit+iCit 4.4 0.71 PGK 14 1.0
αKG 0.07 0.02 PGM 11 3.7
Suc 0.06 0.03 ENO 1.0 0.2a

Fum 0.06 0.02 PK 3.5 2.8
Mal 0.36 0.14 G6PDH 0.5 1.8
G1P 0.34 0.13 PDC 0.6 0.4a

T6P 0.34 0.21 ADH 13 13a

6PG 0.39 0.23
ATP 7.8 5.8
ADP 3.8 2.3
Pi 44 44

a Determined at 74 generations instead of 95 generations.
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ratio above 0.4 Cmol/Cmol in the feed (de Jong-Gubbels et al., 1995), which is con-
siderably higher than the ethanol fraction used in this study (i.e. 0.07 Cmol/Cmol).
Moreover, in vitro activities of the two enzymes remained very low during the pro-
longed cultivation; even at PB95 these are much lower than the in vitro activities
corresponding to a glyoxylate cycle requirement (de Jong-Gubbels et al., 1995). We
therefore conclude that the metabolic network applied here (i.e. without the glyoxy-
late cycle) is adequate for flux estimation in the prolonged cultivation.

The constant extracellular fluxes also point to an unchanged biomass composi-
tion, although large decreases in in vitro activities of glycolytic enzymes might imply
decreased abundance of these enzymes. During the prolonged cultivation, a constant
rate of base addition was observed (not shown). This corresponds to a constant am-
monium uptake rate, as base was added to the fermentor to compensate pH decrease
due to the uptake of ammonium, the sole nitrogen source. As proteins contain up
to 92% of the cellular nitrogen (calculated according to the biomass composition
in Lange and Heijnen, 2001), a constant ammonium uptake indicates an unchanged
biomass protein content.

Intracellular fluxes obtained from metabolic flux analysis are depicted in Fig. 6.1
for the reference chemostat at 10 generations. Nearly identical flux distributions
were found for different culture ages for the prolonged chemostats (not shown), due
to practically unchanged extracellular fluxes. The multiple steady states occurring
during the prolonged cultivation can thus be characterized by a set of constant
intracellular fluxes and significantly changed enzyme activities and metabolite levels.

Kinetic mechanisms responsible for constant fluxes in multiple steady
states The Flux through an enzyme is determined by the in vivo enzyme capac-
ity and its modification by metabolic effectors. Multiple steady state measurements
of fluxes, in vitro enzyme activities and metabolite concentrations from prolonged
chemostat cultures essentially provide information of in vivo enzyme/metabolite
interactions. We have assumed here that changes in in vitro enzyme activities cor-
respond to changes in in vivo enzyme capacities.

A possible explanation of the apparent constant fluxes, in contrast to large
changes in enzyme and metabolite levels among multiple steady states, would be
an increased affinity of enzymes for their substrates. However, this would require
point mutations occur to a large number of enzymes, due to the widespread de-
crease in metabolite concentrations, which seems highly unlikely. Instead, enzyme
activity changes follow a clear pattern during the prolonged cultivation. In vitro ac-
tivities of enzymes catalyzing irreversible steps in glycolysis, i.e. HK, PFK and PK
(Voet and Voet, 2004), remained rather constant, while activities of enzymes cat-
alyzing reversible reactions, i.e. PGI, FBA, TPI, GAPDH, PGK, PGM and ENO,
all decreased during the prolonged cultivation. The systematic changes indicate gene
regulatory events on enzyme levels rather than alterations of individual enzyme ki-
netic properties.

Mashego et al. (2005) suggested that the reversible enzymes are close to equilib-
rium in vivo, since in vivo mass action ratios of metabolites involved in (lumped)
reversible reactions are rather constant during the prolonged cultivation. Hence, de-
creasing enzyme capacities will not affect the fluxes through these enzymes. This
is supported by the very similar labeling distributions of intracellular metabolites
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Figure 6.1 Estimated intracellular fluxes (normalized upon the glucose influx)
in the reference chemostat R at 10 generations.

involved in highly reversible reactions, measured during 13C-labeling experiments
in a 10-generation-old chemostat culture of S. cerevisiae (van Winden, 2002; van
Winden et al., 2005). Moreover, enzymes catalyzing reversible reactions are appar-
ently present in overcapacity during the prolonged cultivation. Table 6.3 shows that
with exception of ENO, all measured in vitro maximum activities largely surpass
the estimated fluxes through these enzymes.

The rather constant enzyme capacities of HK, PFK and PK imply that different
kinetic mechanisms are responsible for irreversible reactions, which are discussed in
detail below.

Irreversible enzymes are regulated by coordinated changes of metabolic
effectors and enzyme levels The in vitro enzyme activities of HK, PFK and
PK, which catalyze irreversible steps in glycolysis, remained more or less constant
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Table 6.3 Ratio of in vitro activities to the estimated fluxes
through reversible steps in glycolysis

Enzyme PB10 PB95

PGI 113 68
FBA 37 12
TPI 3096 705a

GAPDH 160 35
PGK 332 25
PGM 265 90
ENO 25 6a

Calculated assuming the release of 53% of total protein in cell extracts
used for enzyme activity assays (Jansen ML, personal communication)
and a cellular protein content according to Lange and Heijnen (2001).

a Determined at 74 generations instead of 95 generations.

through the prolonged cultivation. In addition, concentrations of the adenine nu-
cleotides that are involved in all these reactions, as well as the energy charge, do not
significantly change (Mashego et al., 2005). Constant intracellular fluxes agree with
these observations, but not with drastic fold changes of other metabolites involved in
these irreversible reactions. Table 6.4 summarizes major effectors of these enzymes
other than adenine nucleotides, along with their concentration changes between quasi
steady state PB10 and PB95. It can be seen that decrease of concentrations of pos-
itive effectors (i.e. substrate and allosteric activators) is accompanied by decrease
of concentrations of negative effectors (i.e. products and allosteric inhibitors). This
suggests that coordinated changes of both positive and negative effectors have as a
net effect that intracellular fluxes through these enzymes remain constant.

For HK, the concentration of the substrate intracellular glucose was not mea-
sured. However, it is expected to decrease due to the measured decrease in extracel-
lular glucose concentration (GlcEx), as hexose transport in S. cerevisiae is a facili-
tated diffusion process (Maier et al., 2002). T6P has been shown to strongly inhibit
HK in vitro (Blazquez et al., 1993). Indeed, Fig. 6.2 shows that the concentration
of extracellular glucose, G6P and T6P decreased concomitantly during prolonged

Table 6.4 Concentration changes of metabolic effectors involved in the irre-
versible reactions in glycolysis

Enzyme HK PFK PK

Effector GlcEx G6P T6P F6P F1,6bP F2,6bP Cit PEP F1,6bP Cit

Fold change -2.4 -6.1 -1.6 -5.0 -1.6 -2.4 -6.2 -6.5 -1.6 -6.2
Effect + − − + − + − + + −
Fold changes were calculated based on concentrations measured at 10 generations and 95
generations in chemostat PB. The fold change of Cit was calculated using the measured sum of
Cit and iCit concentrations. +: stimulatory effect; −, inhibitory effect.
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Figure 6.2 Coordinated concentration changes of hexokinase effectors during
prolonged chemostat PB. Extracellular glucose: �; G6P: o; T6P: +.

chemostat PB.
Yeast PFK is subject to tight allosteric control (Sols, 1981). The principle al-

losteric mechanism of yeast PFK seems to be the positive cooperative binding of
F6P and ATP inhibition. The latter can be counteracted by AMP and F2,6bP (Avi-
gad, 1981; Nissler et al., 1983), two major activators of PFK. F2,6bP activation
is however significantly impaired in the presence of F1,6bP in vitro (Przybylski
et al., 1985; Teusink et al., 2000). Furthermore, feedback inhibition by citrate has
been observed for eukaryotic PFK (Li et al., 1999; Parmeggiani and Bowman, 1963;
Salas et al., 1965; Yoshino and Murakami, 1982), including that of yeast. During
prolonged cultivation, the concentration of adenine nucleotides and inorganic phos-
phate remained rather constant, while concentrations of both positive effectors (F6P
and F2,6bP) and negative effectors (F1,6bP and citrate) decreased, consistent with
the known allosteric mechanisms. Moreover, at physiological concentrations of other
effectors, yeast PFK has been found sensitive to F6P only above 0.5 mM in vitro,
due to the cooperative effect of F6P binding (Teusink, 1999). In chemostat PB, the
F6P concentration was much lower (0.19−0.04 mM, assuming a cytosolic volume of
2.38 ml/gDW (Ditzelmuller et al., 1983)), which implies a limited sensitivity of PFK
toward the decreasing F6P concentration.

For yeast pyruvate kinase isoenzyme encoded by PYK1 (Boles et al., 1997),
the major regulatory feature is the Hill type kinetics with respect to PEP and the
transition into hyperbolic, Michaelis-Menten type kinetics in the presence of the
potent activator F1,6bP (Hess et al., 1966; Murcott et al., 1992). In vitro studies
show further that PK is activated by ADP and Mg2+, inhibited by ATP and cit-
rate (Haeckel et al., 1968) and apparently insensitive to pyruvate (Macfarlane and
Ainsworth, 1972; Teusink et al., 2000). Table 6.4 shows that concentrations of both
positive effectors (PEP, F1,6bP) and negative effectors (citrate) decreased during the
prolonged cultivation, consistent with the in vitro observed regulatory mechanisms.
Alternatively, it cannot be excluded that an increased expression of the F1,6bP-
insensitive isoenzyme encoded by PYK2, as well as an increased phosphorylation of
the PK isoenzymes might also play a role in homeostasis of the flux through PK
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(Portela et al., 2002).
For irreversible reactions, there might be other adaptation mechanisms than co-

ordinated changes of effector concentrations. An example is the first step into the
PP pathway, catalyzed by G6PDH. It is essentially irreversible due to fast hydrolysis
of the reaction product, 6-phospho-D-glucono-1,5-lactone into 6-phosphogluconate
(Voet and Voet, 2004). For the same reason, intracellular level of 6-phospho-D-
glucono-1,5-lactone might be very low and might not influence the reaction rate. As-
suming further that cells would maintain a constant NADPH/NADP+ ratio, anal-
ogous to the constant energy charge observed in Mashego et al. (2005), G6PDH
activity is then only known to be affected by G6P concentration. This explains the
observed increase in the in vitro G6PDH activity (see Table 6.2), which compensates
for the decreasing G6P concentration during the prolonged cultivation.

Derivation of elasticities and elasticity constraints from multiple steady
state measurements The multiple steady state measurements obtained from the
prolonged cultivation can also provide quantitative in vivo kinetic information, next
to qualitative insights into in vivo equilibria and allosteric interactions. This is il-
lustrated with a simple approximative kinetic formulation, i.e. linear-logarithmic
(lin-log) kinetics (Visser and Heijnen, 2002; Visser et al., 2004a; Wu et al., 2004) as
an example. In the lin-log kinetic format, the reaction rate vi through an enzyme i
with capacity ei is given as

vi

v0
i

=
ei

e0
i

(
1 + ε0

i,1 ln
x1

x0
1

+ ε0
i,2 ln

x2

x0
2

+ · · ·
)

(6.2)

where 0 denotes a reference state and ε stands for elasticity. The elasticity serves as
a kinetic parameter, defined as the scaled sensitivity of the reaction rate toward the
metabolite concentrations:

ε0
i,j =

x0
j

v0
i

∂vi

∂xj

∣∣∣∣
0

(6.3)

For near-equilibrium reactions involving two or more reactants, linear constraints
between the elasticities have been derived (Visser et al., 2004b). For irreversible
reactions in glycolysis, both the enzyme capacities and the intracellular fluxes did not
significantly change during the prolonged cultivation. Choosing quasi steady state
PB10 as a reference state and taking into account that vi/v0

i = 1 and ei/e0
i = 1,

Eq. 6.2 can be simplified to:

ε0
i,1 ln

x1

x0
1

+ ε0
i,2 ln

x2

x0
2

+ · · · = 0 (6.4)

With concentrations of n effectors measured in m steady states, a set of linear
equations like Eq. 6.4 can be formulated in the matrix form:

A ·Ex0 = 0 (6.5)

where Ex0 is a n × 1 vector containing the elasticities of each reaction and A is a
m × n matrix containing the logarithms of fold changes of effector concentrations
(i.e. [lnx/x0]). In principle, the elasticities can be solved or estimated from Eq. 6.5
provided that m ≥ n, as demonstrated previously (Wu et al., 2004). It is however
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observed that the metabolome measurements from prolonged chemostats have low
information content, which leads to unidentifiability of the elasticities values. The
causes are two fold. First, concentrations of some metabolites will not significantly
change during the prolonged cultivation, such as the adenine nucleotides. The elastic-
ities of these metabolites can therefore not be obtained. Second, highly coordinated
changes of metabolite concentrations (see e.g. Fig. 6.2) can lead to linear dependen-
cies between concentrations measured in different steady states (i.e. m < n), which
impedes estimation of the absolute values of the elasticities. When constrained linear
optimization was applied to estimate the elasticities, it appeared that the obtained
elasticity values were highly dependent on initial guesses, while linear relationship
exists between elasticity ratios (e.g. ε2/ε1 and ε3/ε1 for an enzyme with 3 effectors)
irrespective of the initial guesses used (not shown), indicating significant co-linearity
between the steady state measurements. However, the metabolome data can still
yield linear algebraic relationship(s) between the individual elasticities, as shown in
the Appendix for the irreversible glycolytic reactions. Following the algebraic con-
straints given in Table 6.5, the one remaining elasticity can be easily calculated if
values of two other elasticities are known. Another constraint on the elasticities fol-
lows from the definition of elasticities in Eq. 6.3: positive effectors will have positive
elasticities and negative effectors will have negative elasticities. For HK for example,
it holds that ε0

HK,Glc > 0, ε0
HK,G6P < 0 and ε0

HK,T6P < 0.
Simultaneous changes of enzyme capacities and effector concentrations render

improved identifiability of elasticities in prolonged chemostat experiments. For ex-
ample, the elasticity of G6P for G6PDH is calculated to be 0.42 (R2 = 0.96) directly
from Eq. 6.2, assuming that G6P is the only effector with a significantly changed
concentration.

The obtained constraints for reversible and irreversible reactions can be combined
with measurements from stimulus response experiments. The inclusion of these con-
straints in the parameter identification procedure, such as implemented in (Kres-
nowati et al., 2005), leads essentially to a reduction of the number of elasticity
parameters that need to be estimated.

Prolonged chemostat cultivation has a pronounced effect on dynamic
responses to a glucose pulse The reference chemostat R and the prolonged
chemostats PA and PB were perturbed by glucose pulses at 10, 70 and 95 genera-
tions, respectively. The dynamic responses are summarized in Fig. 6.3-6.7.

The short-term responses of extracellular metabolite in prolonged cultures differ

Table 6.5 Linear algebraic constraints for elasticities of the
irreversible reactions in glycolysis

HK ε0
HK, Glc + 1.71 ε0

HK, G6P + 1.40 ε0
HK, T6P = 0

PFK ε0
PFK, F6P + 0.50 ε0

PFK, F2,6bP + 1.46 ε0
PFK, Cit = 0

ε0
PFK, F1,6bP + 0.14 ε0

PFK, F2,6bP + 0.87 ε0
PFK, Cit = 0

PK ε0
PK, PEP + 0.38 ε0

PK, F1,6bP + 0.81 ε0
PK, Cit = 0
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Figure 6.3 Cumulative glucose uptake, ethanol production and acetate produc-
tion after a glucose pulse given at t = 0. Quasi steady states: R10: +, PA70: �,
PB95: �.

significantly from those in the reference culture (6.3). The prolonged chemostats
showed a diminished glucose uptake (∼ 1.0 mmol/gDW/h) compared to the refer-
ence (∼ 3.0 mmol/gDW/h) and did not produce any measurable ethanol. Acetate
production in the prolonged cultures was comparable to that of the wild type up to
40 seconds after the glucose pulse, but ceased thereafter.

The rapid dynamics of in vivo OUR and CER after a glucose pulse can be recon-
structed from DOT and off-gas measurement (Bloemen et al., 2003). This is however
hampered by the DOT sensor drift after months of chemostat cultivation. We hence
compared the relative changes of measured off-gas O2 and CO2 concentration (in
mol%) compared to the steady state (Fig 6.4). Consistent with a diminished glucose
uptake and ethanol/acetate excretion, the O2 consumption and CO2 evolution is
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Figure 6.4 Changes of off-gas O2 and CO2 concentration (in mol%) relative to
the steady state, after a glucose pulse given at t = 0. Quasi steady states: R10:
+, PA70: �. Time delay caused by the fermentor off-gas system was corrected
according to Bloemen et al. (2003).

much less in chemostat PA compared to the reference.
Fig. 6.5 shows the responses of several glycolytic and TCA cycle intermediates af-

ter the glucose pulse. Responses of glycolytic intermediates are much less pronounced
in the prolonged cultures compared to the reference, although trends of individual
metabolites are similar. The concentration of G6P, F6P (not shown), F1,6bP and
T6P all increased due to the increased glucose influx. The concentration of 2PG, 3PG
(not shown) and PEP decreased, which has been interpreted as a result of activation
of PK by F1,6bP, which drains the triose phosphate pool (Theobald et al., 1997).
The concentration of TCA cycle intermediates remained practically unperturbed
in the prolonged chemostats, while in the reference chemostat a steady increase of
α-KG and Mal was observed, indicating an increased flux into the TCA cycle.

Fig. 6.6 shows the displacement from equilibrium of the reactions catalyzed by
PGI, PGM and ENO following the glucose pulse. After an initial decrease, the mass
action ratio of PGI quickly relaxes back to the steady state level. This indicates
that PGI is also close to equilibrium during the transient, according to the criterion
outlined in Reich and Sel’kov (1981). For PGM and ENO however, the combined
mass action ratio sharply decreased after the perturbation and did not relax to the
steady state value. Thus, in order to accommodate an increased flux through lower
glycolysis, these two reactions need to be displaced further away from the equilibrium
than in the steady state to create a larger thermodynamic driving force.
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Figure 6.5 Dynamic responses of several representative glycolytic and TCA
cycle intermediates after a glucose pulse given at t = 0. Quasi steady states:
R10: +, PA70: �, PB95: �. T6P was not measured in chemostat PB.

Fig. 6.7 shows a comparable steady state ATP concentration in the reference
and the prolonged chemostat PA. After the glucose pulse, the ATP concentration
decreased initially in both cultures, due to increased ATP consumption for phos-
phorylation. The drop in ATP is however much more pronounced in the prolonged
culture, where the ATP concentration remained low after the initial decrease, com-
pared to a rapid recovery seen in the reference chemostat.

The most intriguing short-term response of the prolonged cultures to glucose ex-
cess is the decreased glucose uptake and ethanol excretion, compared to the reference
culture. This can be elucidated by measured differences of metabolite responses and
enzyme capacities between the reference and prolonged cultures.

The continuous generation of ATP is necessary to sustain an increased glycolytic
flux after the glucose pulse. However, glycolysis follows a ‘turbo design’ (Teusink
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Figure 6.7 Dynamic response of ATP after a glucose pulse given at t = 0. Quasi
steady states: R10: +, PA70: �.

et al., 1998): ATP must first be invested in the phosphorylation steps before a
surplus of ATP can be yielded. During the transient induced by a glucose pulse, both
fermentative and oxidative metabolism generates ATP via substrate phosphorylation
in lower glycolysis. With oxidative metabolism, additional ATP is generated by
succinyl-CoA synthase and oxidative phosphorylation, where NADH produced in
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lower glycolysis and the TCA cycle is oxidized. Hence, a continuous regeneration of
ATP is in turn dependent on a continuous supply of glucose into the fermentative
and oxidative pathways.

The sharp drop in ATP concentration and the absence of its recovery (Fig. 6.7)
observed in the prolonged chemostat PA indicates a shortage of ATP regeneration.
This is consistent with decreased fluxes through fermentative and oxidative ATP gen-
eration pathways, as can be seen from the near absence of ethanol/acetate production
(Fig. 6.3) and a lower O2 consumption (Fig. 6.4) in the prolonged chemostats. The
decreased ATP regeneration in prolonged cultures is likely due to decreased capac-
ities of enzymes in lower glycolysis, which are involved in both energy-providing
mechanisms. This is evidenced by a near 100% displacement from equilibrium of
the reactions catalyzed by PGM and ENO in the prolonged chemostats following
a glucose pulse (Fig. 6.6). In the reference culture however, the two reactions are
about 70% displaced from equilibrium, whereas the glucose influx is 3 times larger
than the prolonged chemostats.

Mashego et al. (2005) proposed that maintaining high levels of intracellular
storage materials (such as trehalose) and overcapacity of enzymes might present a
metabolic burden for cells and hence, decreases in both would provide an evolution-
ary advantage. This seems to hold as well for the overcapacity for ATP regeneration,
which had disappeared at the end of the prolonged cultivation, evidenced by the re-
sponses to a glucose pulse. Adequate capacity of ATP regeneration and levels of
intracellular storage are necessary for cells to respond quickly to sudden changes in
the environment. The near absence of such changes in a chemostat thus leads to a
population of cells with reduced flexibility to respond to environmental stimuli.

On the other hand, intracellular metabolic intermediates (e.g. glycolytic and TCA
cycle intermediates) are already present in low concentrations at 10 generations.
Further decreases of the concentrations of these intermediates during prolonged cul-
tivation maintain constant intracellular fluxes through allosteric mechanisms, as dis-
cussed before. In addition, decreasing intermediate pools and constant intracellular
fluxes lead to a faster turnover of metabolite pools (i.e. a decreased turnover time
given by xj/vi). This agrees with the general pathway optimization principle in anal-
ogy with a factory (Cascante et al., 1996), where an efficient manufacturing process
is achieved by minimizing the inventory throughput time (i.e. the inventory divided
by sales). Summarizing, the overall result of prolonged chemostat cultivation is an
increase in metabolic productivity (characterized by decreased turnover times), at a
price of decreased flexibility (characterized by diminishing overcapacities).

6.4 Conclusion

Prolonged chemostat cultivation of S. cerevisiae under carbon-limitation leads to the
occurrence of multiple steady states, which are characterized by unchanged intra-
cellular fluxes but different metabolite and enzyme levels. In these multiple steady
states, two classes of enzymes can be distinguished, where different kinetic mech-
anisms are involved to sustain a constant intracellular flux. Enzymes catalyzing
highly reversible reactions operate close to equilibrium, while enzymes catalyzing
irreversible reactions are tightly regulated by coordinated changes of effector con-
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centrations and/or enzyme levels. With the lin-log kinetic format, it is shown that
measurements obtained from multiple steady states during prolonged cultivation are
not sufficient for the identification of individual elasticity parameters. Instead, linear
constraints between the elasticities can be obtained. This justifies the application of
dynamic perturbation experiments, which yield more in vivo kinetic information.

We report, for the first time, dynamic responses of prolonged chemostat cultures
of more than 70 generations to a glucose pulse. Compared to a reference chemostat at
10 generations, the prolonged cultures showed decreased glucose uptake and ethanol
production. This underlines the importance of culture age in dynamic, stimulus-
response experiments conducted in chemostats to investigate in vivo kinetics. The
difference in dynamic responses between the prolonged and reference culture is likely
due to a reduced ATP regeneration capacity after prolonged cultivation, caused
by decreased enzyme activities in lower glycolysis. Decrease in overcapacities in
cells during prolonged chemostat cultivation is accompanied by faster turnover of
metabolite pools, with the overall result of optimized metabolic productivity at the
cost of metabolic flexibility.
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Appendix

The effector concentrations in glycolysis (see Table 6.4) were obtained from Mashego
et al. (2005) for 13 steady states during prolonged chemostat PB. The dimension
of the resulting matrix A is 13 × 3, 13 × 4 and 13 × 3 for the irreversible reaction
catalyzed by HK, PFK and PK respectively. According to Eq. 6.5, the elasticity
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vector Ex0 should lie in the null space of A. Due to measurement inaccuracies the
null space is however empty. To obtain linear constraints of the elasticities, the
matrix A therefore has to be decomposed (Lay, 2003):

A = USVT (A1)

where the matrix S contains singular values of A. Table A1 shows that for each
irreversible reaction in glycolysis, two singular values of A obtained from the singular
value decomposition are significantly closer to zero than others. These singular values
were set to 0 in S, with which the matrix A is recalculated according to Eq. A1. Now
the null space of the augmented matrix A is spanned by a number of independent
vectors equaling the number of singular values that were set at zero. Hence, Ex0 is
expressed by a linear combination of two linearly independent vectors v1 and v2:

εx0 =
[
v1 v2

] [a
b

]
(A2)

These linearly independent vectors obtained from multiple steady state measure-
ments are given in Table A2. Eliminating the scalars a and b with two freely chosen
elasticities, Eq. A2 can be easily rewritten into an algebraic relationship between
the individual elasticities, shown in Table A2.

Table A1 Singular values of matrix A associated with the ir-
reversible reactions in glycolysis

HK PFK PK

4.94 5.62 5.97
0.70 1.28 1.35
0.34 0.20 0.47

0.15

Table A2 Null space of matrix A associated with the irreversible reactions
in glycolysis

HK v1 v2 PFK v1 v2 PK v2 v2

GlcEx 1.00 1.00 F6P 1.00 1.00 PEP 1.00 1.00
G6P −0.99 0.41 F1,6bP −1.33 −0.17 F1,6bP −0.57 19.37
T6P 0.49 −1.21 F2,6bP 1.71 −0.98 Cit −0.97 −10.40

Cit −1.26 −0.35
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Chapter 7

In Vivo Kinetic Analysis
by Carbon, Electron

and ATP Balances

Abstract Models of in vivo enzyme kinetics are important in understanding metabolic

control mechanisms in microorganisms and facilitate rational strain improvement by meta-

bolic engineering. This paper investigates in vivo kinetics of the primary metabolism in

S. cerevisiae by applying a glucose pulse to an aerobic carbon-limited chemostat culture,

followed by comprehensive metabolome analysis over a subsequent transient of 300 seconds.

The metabolome responses reveal thee distinct metabolic phases during the transient and

in each phase, cumulative carbon, electron and ATP balances were constructed to identify

significant carbon, electron and energy sinks. In phase I (0 − 50 seconds after the pulse),

the glucose uptake rate (qGlc) increased immediately to 17 fold the steady state level q0
Glc.

About 2% of consumed glucose was converted to ethanol in phase I, while 60% accumulated

as glycolytic and storage metabolites, which caused an energy depletion manifested in a

drop in the ATP level. This likely led to the subsequent drop of qGlc to 3 fold q0
Glc. In

phase II (50 − 150 seconds), qGlc increased gradually from 3 to 8 fold q0
Glc. Fermentative

metabolism set in and became the major carbon and electron sink. In phase III (150− 300

seconds), qGlc remained at 8 fold q0
Glc and a quasi steady state was established. 29% of the

consumed glucose was not recovered by metabolome measurements and might be partially

channeled into anabolic processes. This is supported by macroscopic balances of extra-

cellular fluxes and ATP. The in vivo kinetic mechanisms, flux distribution and equilibrium

relationships underlying the observed responses are discussed.

Submitted for publication in Appl Environ Microbiol.
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7.1 Introduction

Knowledge of in vivo enzyme kinetics in microorganisms is important in under-
standing metabolic control mechanisms operating on the level of the metabolome
and can be used to assist rational redesign of metabolic pathways to enhance de-
sired functionalities of microbes (Wiechert, 2002). In vivo kinetics can be studied
by stimulus-response experiments, in which cells grown in a (quasi) steady state are
perturbed by an external stimulus and the dynamic responses of e.g. the intra- and
extracellular metabolites are monitored. The time window of observation is usually
within tens to a few hundred seconds, such that responses of the metabolome can
be mainly attributed to rapid (allosteric) enzyme-metabolite interactions (Theobald
et al., 1997). In vivo kinetic parameters can be estimated from such measured re-
sponses, based on a set of mass balances for each metabolite species (Chassagnole
et al., 2002; Rizzi et al., 1997; Vaseghi et al., 1999). The stimulus-response method-
ology is an ideal tool to obtain rich kinetic information and has been applied to
various microorganisms under different growth conditions (Chassagnole et al., 2002;
Ostergaard et al., 2001; Schmitz et al., 2002; Theobald et al., 1997; Visser et al.,
2004).

For S. cerevisiae, a frequently applied perturbation is the sudden transition from
sugar limitation to sugar excess, realized by e.g. the instantaneous addition of a
concentrated glucose solution (i.e. a glucose pulse) to a glucose-limited chemostat
culture. This leads to a sudden increase of the glucose influx and the secretion of
ethanol, acetate and glycerol. In the cell, large concentration changes have been
observed for intermediates and cofactors involved in glycolysis (Theobald et al.,
1997). These measured transients were combined in a rigorous kinetic model focusing
on glycolysis (Rizzi et al., 1997), which was extended later to include the pentose
phosphate (PP) pathway (Vaseghi et al., 1999).

Characterization of the transient state after the perturbation is however still far
from complete. Limited information has been obtained for other metabolic pathways,
such as the TCA cycle and anabolic processes, which have been modeled so far as
lumped reactions with simplified kinetics. These pathways might however lead to
unknown carbon sinks, which can potentially bias parameter estimates if they were
to make up a significant fraction of the total uptake of the added glucose. Moreover,
carbon and energy metabolism is highly connected in S. cerevisiae. Excess glucose is
distributed among carbon sinks related to catabolic, energy providing processes as
well as anabolic, energy consuming processes (such as storage). Knowledge of carbon
sinks therefore provides insight into the interaction of carbon and energy metabolism
during the transient.

Carbon and electron balances can be employed to evaluate whether all sig-
nificant carbon sinks and the related metabolic processes are accounted for in a
metabolic model. In a (quasi) steady state, these balances are prerequisite for ad-
equate metabolic flux analysis (Stephanopoulos et al., 1998). During a transient,
dynamic carbon balances have been constructed in a time window of tens of minutes
to hours (Herwig et al., 2001; Ostergaard et al., 2001; van Urk et al., 1988), based
on measured extracellular fluxes and an assumed intracellular quasi steady state. It
has however not been attempted so far to set up complete carbon, electron and ATP
balances within the time scale of interest for stimulus response experiments, namely

116



Mass, redox and ATP balances

tens to hundreds of seconds.
To obtain a more comprehensive characterization of the dynamic responses in

both catabolic and anabolic pathways, we performed an in-depth analysis of the
yeast metabolome over a 300-seconds transient after the addition of a glucose pulse
to an aerobic carbon-limited chemostat culture of S. cerevisiae. In addition to gly-
colytic intermediates and adenine nucleotides, we quantified intracellular free amino
acids, intermediates in the TCA cycle, pentose phosphate pathway and storage car-
bon metabolism, as well as the in vivo O2 uptake rate and CO2 evolution rate. These
measurements allow the construction of cumulative carbon, electron and ATP bal-
ances, as well as a balance of intracellular phosphate, in different metabolic regimes
during the transient, from which significant carbon, electron and ATP sources and
sinks were identified. In addition, the metabolome measurements were applied to ob-
tain insight into in vivo equilibria, flux distribution and kinetic mechanisms, which
are needed for the further construction of an in vivo kinetic model of the primary
metabolism of S. cerevisiae.

7.2 Materials and methods

Yeast strain and chemostat cultivation The haploid S. cerevisiae strain CEN.-
PK 113-7D was cultivated in an aerobic, carbon-limited chemostat with a working
volume of 4 l at a dilution rate of 0.051 h−1, as described previously (Lange et al.,
2001). The medium used for chemostat cultivation was based on Lange et al. (2001)
with 27.1 g/l glucose and 1.42 g/l ethanol to obtain a biomass concentration of
approximately 15 gDW/l in the steady state. The dissolved oxygen tension (DOT) in
the fermentor and the O2 and CO2 content in the fermentor off-gas were analyzed
as described previously (Wu et al., 2003). The DOT was maintained above 70% in
the steady state.

Rapid sampling, quenching and metabolite extraction Culture supernatant
for the analysis of extracellular metabolites was obtained by rapid quenching of
the broth with stainless steel beads at −20◦C followed by filtration, adapted from
Mashego et al. (2003) for a sample volume of 2 ml. For the analysis of intracel-
lular metabolites, sampling and sample preparation was carried out as described
previously (Mashego et al., 2004). Briefly, approximately 1 ml of broth was rapidly
quenched in 5 ml of −40◦C 60% (v/v) aqueous methanol solution. After centrifu-
gation and decanting of the liquid, the biomass pellet was resuspended in 5 ml of
−40◦C 60% (v/v) aqueous methanol solution and again centrifuged. These steps
were carried out below −20◦C. Intracellular metabolites were extracted from the
biomass pellet with boiling 75% (v/v) aqueous ethanol solution. The ethanol ex-
tracts were evaporated to dryness. The dried samples was resuspended in 0.5 ml
Milli-Q water and centrifuged. The cell extract and insoluble residue was separated
and stored at −80◦C until analysis.

Determination of culture dry weight Culture samples (5 ml, in triplicate)
were filtered though pre-dried and pre-weighed nitrocellulose filters (pore size 0.45
µm, Gelman Science, Ann Abor, MI, USA). The filters were washed twice with 5 ml
demineralized water, dried at 70◦C for 48 hours and weighed.
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Extracellular metabolite analysis The concentration of glucose, acetate and
glycerol in the supernatant was analyzed with EnzytecTM kits (Scil Diagnostics
GmbH, Martinsried, Germany). The concentration of ethanol in the supernatant
was analyzed with the Enzymatic Bioanalysis kit (R-Biopharm AG, Darmstadt,
Germany). Absorbance was read on an Agilent 8453-UV-visible spectroscopy system
(Agilent Technologies Deutschland GmbH, Waldbronn, Germany).

MS analysis of intracellular metabolites The concentrations of G6P, F6P,
F1,6bP, 2PG, 3PG and PEP in the cell extract were analyzed by liquid chomatogra-
phy electrospray ionization tandem mass spectrometry (LC-ESI-MS/MS) (van Dam
et al., 2002). The same analysis method and conditions were applied for the analy-
sis of Pyr, Cit, iCit, αKG, Suc, Fum, Mal, G1P, M6P, T6P, F2,6bP and Pi in the
cell extract. The metabolites 2PG and 3PG could not be resolved with the applied
analytical procedure, the same held for Cit and iCit. Consequently, only the sum of
these compounds was determined. For F2,6bP, only the peak areas were quantified
instead of the absolute amount in the sample.

The concentrations of the adenine nucleotides (AMP, ADP, ATP) in the cell ex-
tract were quantified by LC-ESI-MS/MS. The nucleotides were separated by an ion
pairing reversed phase HPLC method adapted from (Claire, 2000), using a XTerra
MS C18 column (100 mm × 1 mm) equipped with a guard column (10 mm × 2.1
mm) (both from Waters, Milford, USA). The standard solution and sample injec-
tion volume was 10 µl; all standard solutions and samples were mixed 24:1 with a
2M solution of the ion pairing reagens tetrabutylammoniumacetate (TBAA, Alrich,
Steinheim, Germany) to obtain a final TBAA concentration of 80mM. The choma-
tography was performed at room temperature with an Alliance HT 2795 pump
system (Waters, Milford, USA), giving an isocratic elution flow of 0.1 ml/min. The
mobile phase was a 10 mM NH4H2PO4 solution that was adjusted to pH 6.4 with
NH4OH, after which 2 mM tetrabutylammoniumhydroxide (TBAH, Aldrich, Stein-
heim, Germany) was added, giving a pH of 6.8, followed by addition of 15% (v/v)
acetonitril solution. The post-column eluent was mixed with 0.1 ml/min 80% (v/v)
acetonitril solution. The solutions were filtered (0.45 µm, Gelman Sciences, Michi-
gan, USA) prior to use to remove particles and bubbles. The HPLC was coupled
to the MS/MS (Quattro Ultima Pt, Micromass Ltd., UK) via a flow splitter which
sent a flow of 0.06 ml/min to ESI that operated in positive mode with a nebulizer
gas (nitrogen) flow of 50 l/h and a desolvation gas (nitrogen) flow of 500 l/h and
300◦C. The source block temperature was 120◦C. The capillary voltage was set at
3.5 kV and the cone voltage at 35 V. The [M + H]+ ions (m/z of 348, 428 and
508 for respectively AMP, ADP and ATP) were fragmented by collisionally induced
dissociation with argon (collision energy 24 V). The strongest daughter fragment of
m/z 136 was monitored for each of them.

Intracellular trehalose analysis Intracellular trehalose was analyzed by quan-
titative 1H-NMR. Analysis was performed at 360 MHz on a Bruker AMX 360 spec-
trometer (Bruker Analytik, Karlsruhe, Germany). To 0.5 ml of cell extract, an equal
amount of a standard solution containing maleic acid and EDTA was added. After
lyophilization, the residue was dissolved in D2O and the 1H NMR spectrum was
measured, using a relaxation delay of 30 seconds, ensuring full relaxation of all the
hydrogen atoms between pulses. The integrals of the 1H protons of trehalose (dou-
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blet at 5.24 ppm) and the internal standard (singlet at 6.1 ppm) were measured and
the content of trehalose was calculated.

Intracellular glycogen analysis Intracellular glycogen was determined in the
cell extracts and in the insoluble residues, as described in Parrou and Francois (1997).
Glycogen in the cell extracts was directly hydrolyzed with amyloglucosidase without
alkaline extraction.

Intracellular free amino acid analysis Intracellular concentrations of free amino
acids were measured by HPLC using the AccQ-tag system (Vriezen et al., 1997).

Estimation of extracellular Pi carryover to cell extracts About 0.25 ml out
of the 5 ml quenching or washing solution remained in the test tube after decanting,
which corresponds to a washing efficiency of 1− (0.25/5)2 = 99.75% and a carryover
of 0.25% after the quenching and the washing step. A steady state extracellular Pi
concentration of 39.3 mM was calculated based on the biomass phosphate content
(Lange and Heijnen, 2001) and the medium composition. Assuming constant extra-
cellular Pi concentration during the transient, the carryover is no more than 8% of
the measured Pi concentration in the cell extract.

Glucose pulse experiment When S. cerevisiae was grown to about 10 gener-
ations in an aerobic carbon-limited chemostat, 15 ml of a glucose solution in a
syringe (266.7 g/l, thus containing 4 g of glucose) was injected into the fermentor
by a pneumatic device. Samples for the extra- and intracellular metabolite analysis
were taken both during the steady state shortly before the glucose pulse and during
a 300-seconds transient after the perturbation. During the transient, the feed to the
fermentor was continued but no effluent was removed via the effluent pump. The lat-
ter was due to the fact that the chemostat was weight-controlled and the fermentor
weight decreased slightly due to sampling.

Steady state metabolic flux analysis The extracellular fluxes in the steady
state were reconciliated and used to estimate intracellular fluxes, as described in
Chapter 6 of this thesis.

Estimation of in vivo O2 uptake rate and CO2 evolution rate The in vivo
O2 uptake rate and CO2 evolution rates (qO2 and qCO2) during the transient were
reconstructed from the measured concentrations of O2 and CO2 in the off-gas and the
measured DOT, using a dynamic mass transfer model (Bloemen et al., 2003). The
cumulative O2 uptake and CO2 evolution was obtained by numerically integrating
the obtained qO2 and qCO2 .

Construction of cumulative carbon, electron and ATP balances The cu-
mulative carbon balance in Cmol per Cmolbiomass (Cmol/CmolX compares the cu-
mulative uptake of carbon sources against the accumulation of known carbon sinks,
calculated at each sampling time point relative to t0, at which the glucose pulse was
given (see also Herwig et al. 2001). During the transient, glucose (added both via
the pulse and the feed) is the sole carbon source, assuming that the small amount
of ethanol in the feed is not metabolized. The known carbon sinks comprise of mea-
sured secreted extracellular metabolites, measured intracellular metabolites, CO2
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and biomass. The biomass growth rate during the transient was assumed the same
as in the steady state, i.e. 0.05 h−1. The adenine nucleotides were excluded from the
carbon balances, assuming that the adenine moiety is conserved during the short
time window. A constant total broth volume was assumed. This is allowed since
within 300 seconds, effluent via sampling (∼ 0.1 l) and influent via the feed pump
(0.02 l) is negligible compared to the total broth volume (4 l). These assumptions
were also applied in the cumulative electron and ATP balances.

The cumulative electron balance (in mole/CmolX) was set up in a similar way as
the cumulative carbon balance, but now using degree of reduction of the metabolites,
calculated according to Nielsen and Villadsen (1994). It compares the cumulative
uptake of electron sources against the accumulation of known electron sinks. During
the transient, glucose is the sole electron source. The known electron sinks include
the considered carbon sinks and O2.

The cumulative ATP balance (in mol ATP equivalents/CmolX) was set up in
a similar way as the cumulative carbon balance. It compares the cumulative con-
sumption with the cumulative production of ATP equivalents. Table 7.1 summarizes
the amount of consumption and production of ATP equivalents associated with the
carbon sinks considered in the ATP balance. The intermediates in the PP pathway
and the TCA cycle, as well as free amino acids were excluded from the ATP balance
as they account only for a negligible share of the total carbon uptake (see Results
and Discussion and Table 7.4).

Table 7.1 Energy production or consumption associated with
the accumulation of metabolites

Metabolite molATPeq/mol Metabolite molATPeq/mol

ATP production

Ethanol 1
Acetate 1a

O2 2b

ATP consumption

Glucose 0a Glycerol 1

Biomass 1.65b G6P 1
F6P 1 F1,6bP 2
2PG+3PG 0 PEP 0
G1P 1 T6P 3
Trehalose 3 M6P 1

a Assume no ATP cost for the uptake of glucose and secretion of acetate.
b According to Verduyn et al. (1991). Effective P/O ratio is assumed to

be 1.
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7.3 Results and discussion

Characteristic responses of extracellular fluxes and intracellular metabo-
lites to a glucose pulse Prior to the glucose pulse, the culture of S. cerevisiae
was maintained in a reference steady state at a growth rate of 0.05 h−1. The mea-
sured metabolite concentrations in the steady state are summarized in Table 7.2. The
reconciliated extracellular fluxes and the estimated intracellular fluxes are given in
Table 7.3 and Fig 7.1, respectively.

This reference steady state was perturbed by a glucose pulse, increasing the
residual glucose concentration from 27.7 ± 0.6 mg/l by 1.0 g/l. Fig. 7.2 shows that
the uptake of excess glucose led to the secretion of ethanol, acetate and a small
amount of glycerol. The biomass specific fluxes of glucose, ethanol and acetate (qGlc,
qEtOH and qAct) were derived from the measured extracellular concentration profiles.
These were shown in Fig. 7.3, together with the estimated biomass specific qO2 ,
qCO2 and the respiratory quotient (RQ). Responses of intracellular metabolites are
summarized in Fig. 7.4-7.7, in terms of fold changes relative to the concentrations in
the reference steady state. From the flux and metabolome responses, thee sequential
metabolic phases can be discerned during the 300-seconds transient. The phases are
indicated by vertical dotted lines in the figures.

Table 7.2 Steady state concentrations of different classes of
intracellular metabolites (in µmol/CmolX)

Metabolite Concentration Metabolite Concentration

Glycolytic intermediates Amino acids

G6P 53± 2.6 Asp 36± 0.4
F6P 9.9± 0.8 Ser 8.3± 2.0
F1,6bP 7.1± 0.7 Asn 30± 1.4
2PG+3PG 24± 1.2 Glm 362± 4.4
PEP 25± 2.4 Gln 142± 1.6
Pyr 2.2± 0.2 His 36± 1.6

Thr 11± 0.1
TCA cycle intermediates Ala 55± 0.7

Cit + iCit 140± 5.1 Arg 47± 0.7
αKG 2.2± 0.2 Pro 7.9± 1.4
Suc 1.5± 0.3 Tyr 6.8± 0.2
Fum 1.4± 0.2 Val 20± 0.7
Mal 7.3± 0.8 Orn 27± 0.7

Lys 23± 0.3
PP pathway intermediates Ile 5.7± 0.1

6PG 6.1± 0.6 Leu 35± 0.7
Phe 3.2± 0.3

Storage carbon metabolism

G1P 7.8± 2.2 Adenine Nucleotides

T6P 18± 0.9 ATP 192± 0.3
Trehalose 2 · 103± 38 ADP 45± 1.3
M6P 22± 4.2 AMP 12± 1.5
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Table 7.3 Measured biomass specific extracellular
fluxes in the steady state

mol/CmolX/h mol/CmolX/h

qGlc −0.013 qEtOH −0.003
qAct 0.000 qGlyc 0.000
qCO2 0.037 qO2 −0.038
qX 0.051
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Figure 7.1 Estimated intracellular fluxes in the reference steady state (normal-
ized against a glucose influx of 0.013 mol/CmolX/h)
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Figure 7.2 Concentration profiles of extracellular metabolites after a glucose
pulse added at t = 0. Glucose: o, ethanol: �, acetate: +, glycerol: �.
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Figure 7.3 Estimated biomass specific fluxes of extracellular metabolites in
mmol/CmolX/h.

Highly dynamic changes occurred to extracellular fluxes and intracellular metabo-
lite concentrations in phase I (0 − 50 seconds after the glucose pulse). The qGlc in-
creased to 17 fold the steady state flux (q0

Glc) at 10 seconds, followed by a sharp drop
to about 3 times q0

Glc at 50 seconds. Similar dynamic patterns are found for qO2 and
qCO2 . Surprisingly, ethanol production in this phase was not significant and much
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Figure 7.4 Dynamic responses of intermediates in glycolysis, the PP pathway
and storage carbon metabolism and thence derived biosynthetic precursors, in
fold changes relative to the reference steady state.

lower than qAct. Intracellular metabolite responses in phase I are characterized by ac-
cumulation of the hexose phosphate pool, T6P and trehalose (relative to an already
high steady state level, see Table 7.2), decreases in the phosphorylated C3-pool (i.e.
2PG, 3PG and PEP) and 6PG (Fig. 7.4). In addition, peaks in the concentration of
pyruvate and several TCA cycle intermediates were observed (Fig. 7.5). The ATP
concentration and the energy charge, defined by(

ATP + 1
2ADP

)
/ (ATP + ADP + AMP)

sharply decreased in phase I (Fig. 7.6). Noticeably, the ADP and AMP concentration
decreased as well after an initial increase. This leads to a net decrease of the sum of
adenine nucleotides, which has also been observed by Theobald et al. (1997).

In phase II (50−150 seconds after the pulse), gradual changes in the extracellular
fluxes and intracellular metabolite concentrations were observed. The qGlc increased
from 3 to 8 fold q0

Glc during phase II. The fermentative metabolism set in, evidenced
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Figure 7.5 Dynamic responses of pyruvate, TCA cycle intermediates and thence
derived amino acids in fold changes relative to the reference steady state.

by strong increases in qEtOH, qCO2 and RQ. The ATP level and the energy charge
recovered, due to increased ATP generation in both fermentative metabolism (i.e.
increased qEtOH) and oxidative phosphorylation (i.e. increased qO2). In the cell, the
concentrations of the hexose phosphates decreased, whereas those of the TCA cycle
intermediates, T6P and F2,6bP (Fig. 7.7) increased gradually.

In phase III (150 − 300 seconds after the pulse), the extracellular fluxes and
metabolite concentrations remained rather constant. The magnitude of metabolite
concentration changes (i.e. |dx/dt|) are negligible compared to the magnitude of ex-
tracellular fluxes, indicating that an intracellular quasi steady state was established.

Remarkably, no significant changes were observed in intracellular amino acid
concentrations in all 3 phases (Fig. 7.4 and 7.5). The only exception of aspartate,
with a 2 fold decrease in phase III compared to the reference steady state.
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steady state).

Cumulative carbon, electron and ATP balances The available intra- and
extracellular metabolite measurements were combined with the estimated highly
dynamic in vivo qO2 and qCO2 to construct the cumulative carbon, electron and ATP
balances, shown in Table 7.4, 7.5 and 7.6. The measured glycogen concentrations in
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the insoluble residues and the cell extracts are in the order of 20 and 3.4 µmol/gDW

respectively, much lower than the glycogen content of 650 µmol/gDW reported for S.
cerevisiae grown at 0.05 h−1 (Guillou et al., 2004). The alkaline extraction seems to
be incomplete in our hands, presumably due to the use of insoluble residue obtained
after the boiling ethanol treatment, rather than directly using yeast cells as described
in Parrou and Francois (1997). Hence, the glycogen measurements were considered
unreliable and excluded from the balance calculations.

The cumulative carbon, electron and ATP balances (Fig. 7.8) are evaluated below
in each of the thee metabolic regimes during the transient.
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Figure 7.8 Cumulative carbon, electron and ATP balances during the transient.
Carbon/electron source and ATP production: +, carbon/electron sink and ATP
consumption: �.
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Table 7.4 Contribution of different carbon sinks to the cumu-
lative glucose uptake relative to t = 0 (in %Cmol/CmolGlc)

45 sec 150 sec 300 sec

Cumulative glucose uptake
(mCmol/CmolX)

12 25 50

Carbon sinks

Extracellular sinks
Ethanol 2.0 12 19
Acetate 4.3 5.7 4.7
CO2 7.8 14 20
Glycerol 0.0 0.8 2.0
Biomassa 5.4 8.3 8.3

Intracellular sinks
Glycolytic intermediates 27 6.7 2.4
Storage carbon 36 25 12
TCA cycle intermediates 0.1 0.4 0.4
Amino acids 5.4 0.8 1.7

Unknown sinks 13 27 29

a A constant growth rate of 0.05 h−1 is assumed.

Table 7.5 Contribution of different electron sinks to the cu-
mulative electron uptake relative to t = 0 (in % mole/mole)

45 sec 150 sec 300 sec

Cumulative electron uptake
(mmole/CmolX)

47 101 200

Electron sinks

Extracellular sinks
Ethanol 3.0 17 29
Acetate 4.3 5.7 4.7
Glycerol 0.0 0.9 2.4
Biomassa 5.7 8.7 8.8
O2 5.2 7.8 8.7

Intracellular sinks
Glycolytic intermediates 27 6.7 2.4
Storage carbon 37 25 12
TCA cycle intermediates 0.2 0.3 0.3
Amino acids 5.0 0.8 1.7

Unknown sinks 15 27 30

a A constant growth rate of 0.05 h−1 is assumed.
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Table 7.6 Cumulative energy production and consumption relative to t = 0

mmolATPeq/CmolX 45 sec 150 sec 300 sec

Energy
generation

Acetate secretion 0.3 0.7 1.2
Ethanol secretion 0.1 1.5 4.8
Oxidative phosphorylation 1.2 4.0 8.7

Total 1.6 6.2 14.7

Energy
consumption

Biomassa 1.0 3.3 6.6
Glycerol secretion 0.0 0.1 0.4
Accumulation of phosphorylated
compounds and storage material 1.8 2.1 1.8

Total 2.8 5.4 8.9

a A constant growth rate of 0.05 h−1 is assumed.

In phase I (0 − 50 seconds), the majority of the measured carbon and electron
uptake can be successfully accounted for by the known carbon and electron sinks.
Table 7.4 shows the relative contribution of various carbon sinks to the total glucose
uptake at the end of each metabolic regime. In phase I, more than 60% of the con-
sumed glucose was directed to (phosphorylated) intracellular metabolites in upper
glycolysis and storage carbon metabolism, while 20% was converted to secreted com-
pounds (ethanol, acetate, CO2 and biomass). The ATP balance (Table 7.6) shows
that the ATP consumption exceeded its production, which agrees with the sharp
drop of the ATP level and the energy charge. However, at the end of phase I the
resulting energy depletion (1.2 mmol ATPeq/CmolX) largely exceeded the observed
total decrease of ATP (0.1 mmol ATP/CmolX). As biomass represents a major frac-
tion in the ATP consumption (Table 7.6) but only a minor fraction in the carbon
balance (Table 7.4), this might indicate a temporal cessation of growth in phase I.
Alternatively, the discrepancy might be due to yet unaccounted energy generation
processes or an underestimated effective P/O ratio.

In summary, in phase I intense dynamics in glycolysis led to elevated pools of
phosphorylated compounds and storage material, thereby creating a large energy
drain. It is worth noticing that only 2% of the consumed glucose was converted to
ethanol. An interesting implication of this finding is that in biomass-directed indus-
trial applications of S. cerevisiae, undesired ethanol formation due to inhomogeneous
distribution and mixing in large-scale fermentors (Reuss and Bajpai, 1991) might
be partly avoided if the mixing time (e.g. the maximum time span that yeast cells
encounter a local glucose excess) is reduced to below 50 seconds.

In phase II (50 − 150 seconds), a gap between the carbon/electron sources and
sinks emerged at about 100 seconds. At 150 seconds, 26% of the consumed glu-
cose was channeled into unknown sinks. Another 26% was directed to fermentative
metabolism, which was the main carbon and electron sink at the end of phase II.
The onset of fermentative metabolism and an increased qO2 led to accelerated ATP
generation. The ATP balance shows a slight ATP-excess at 150 seconds, which cor-
responds to the measured increase in the ATP concentration and the recovery of the
energy charge.
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Table 7.7 Comparison of the carbon, electron and ATP balances in phase
III under the following assumption: A. increased growth at 0.14 h−1; B.
steady state growth at 0.05 h−1

Carbon Electron ATP
Cmol/CmolX/h mole/CmolX/h molATPeq/CmolX/h

A B A B A B

Source 0.58 0.58 2.3 2.3 0.22 0.22
Sinks 0.49 0.40 2.0 1.6 0.22 0.08
Recovery (%) 85 69 85 69 99 35

In phase III (150 − 300 seconds), the discrepancy between the carbon/electron
sources and sinks continued to increase. At 300 seconds, 29% of the consumed glucose
was channeled into unknown sinks. Fermentative metabolism became the predomi-
nant carbon and electron sink, with ethanol, acetate and the related CO2 evolution
comprising 36% of the total glucose uptake at the end of phase III. The ATP balance
shows a large energy surplus, which indicates that the unknown carbon/electron sink
might be related to yet unquantified energy consuming processes.

One of such processes is growth, which was assumed constant during the transient
for the balance calculations. An increase in anabolic fluxes might therefore represent
a potential sink for the unaccounted carbon, electrons and the surplus ATP equiv-
alents. However, such an increase would produce a practically undetectable change
in the biomass dry weight: assuming that all unaccounted carbon is converted into
biomass components, the dry weight would merely increase by about 0.20 gDW/l,
compared to a steady state biomass concentration of 15 gDW/l.

To quantify possible changes in anabolic fluxes in phase III, we employed a
macroscopic reaction network model assuming a quasi steady state in phase III
(see Appendix for details). This type of generic models has been successfully applied
to describe catabolic and anabolic processes in transients over several hours (Duboc
et al., 1998). The model stoichiometry is given in Table A1 in the Appendix. The
anabolic flux was calculated from estimated extracellular fluxes at the end of phase
III (Table A1 in the Appendix) and corresponds to a growth rate of 0.14 h−1,
compared to a steady state growth rate of 0.05 h−1. Thus, increased anabolic fluxes
is consistent with the measured extracellular fluxes and the known macroscopic
stoichiometry.

The measured glucose uptake rate and the ATP balance have not been utilized
in the above flux calculation, hence, these can be used as an independent check.
Two different growth rates were evaluated, i.e. accelerated growth at 0.14 h−1 or
steady state growth at 0.05 h−1. Table 7.7 shows that assuming increased growth
rate, both the carbon and electron recovery improved by 16% to 85% at the end
of phase III. In addition, increased growth rate can be energetically well sustained,
since the ATP production now closely matches its consumption, while an unchanged
growth rate would lead to a large ATP surplus. The latter contradicts with merely
a slight increase in the measured ATP level.

It can be calculated from the carbon and electron balances that the remaining
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Figure 7.9 Intracellular phosphate balance. Total phosphate present in mea-
sured intracellular metabolites: o; Pi: �; phosphate present in adenine nu-
cleotides: +; phosphate present in metabolites other than adenine nucleotides:
�.

unknown carbon sinks (about 15% of the total glucose uptake) have an average
degree of reduction of 4.17 per Cmol. Taking together with the small gap in the ATP
balance, the remaining carbon sinks might involve less energy consuming pathways
that are neither highly oxidative nor highly reductive. A candidate carbon sink
could be glycogen (degree of reduction per Cmol = 4.0) which has a rather low
energy requirement (0.33 molATP/Cmolglycogen, compared to 1.67 molATP/CmolX
for biomass). In view of the high glycogen content present in yeast cells, i.e. 650
µmol/gDW (Guillou et al., 2004), complete conversion of the remaining unknown
carbon sinks to glycogen would increase its cellular content by a mere 7%. This
solicits highly accurate methods for glycogen quantification.

In addition to the carbon, electron and ATP balances, a balance for intracellular
phosphate was constructed using measured concentrations of adenine nucleotides,
phosphorylated metabolites and intracellular Pi. Fig. 7.9 shows that increased con-
centrations of phosphorylated metabolites are compensated by decreased concentra-
tions of adenine nucleotides and Pi, leading to a relatively constant total intracellular
concentration of phosphate during the transient. This further implies the absence of
possible hydrolysis of intracellular polyphosphate during the transient for additional
energy generation.

In vivo equilibria and NADH/NAD+ ratio Inspection of the available metabo-
lite measurements provides direct insight into a number of in vivo equilibria during
the transient. The metabolite pairs G6P/F6P and Fum/Mal have highly correlated
concentration changes, indicating that the reversible reactions catalyzed by phospho-
glucose isomerase and fumarase are close to equilibrium. In contrast, the reversible
reaction catalyzed by enolase was further displaced from equilibrium after the glu-
cose pulse, due to a more pronounced decrease of the concentration of PEP than
2PG+3PG (see Fig. 7.4).

In a number of reversible reactions, free NADH and NAD+ participate as cofac-
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tors, e.g.
Ared + NAD+

f 
 Aox + NADHf + H+

If these reactions operate close to equilibrium in vivo and the intracellular pH does
not significantly change, the ratio between free NADH and free NAD+ can be in-
directly estimated from the equilibrium constants and measured reactant concen-
trations, according to the so-called metabolite indicator method (Williamson et al.,
1967):

[NADHf ]
[NAD+

f ]
= Keq

[Ared]
[Aox]

where Keq stands for the equilibrium constant. The cytosolic [NADHf ]/[NAD+
f ] can

be estimated using the lumped reaction catalyzed by the cytosolic enzymes FBA,
TPI, GAPDH, PGK and PGM, which convert F1,6bP to 3PG:

1
2
F1,6bP + NAD+

f + ADP + Pi 
 3PG + NADHf + ATP + H+

The ∆G’s of the individual steps of this lumped reaction are close to 0 under phys-
iological conditions (Voet and Voet, 2004). Assuming equilibrium of this lumped
reaction, it can be shown that the following combination of metabolite concentra-
tions is constant:

[2PG + 3PG]
[F1,6bP]1/2

[ATP]
[ADP]

[NADHf ]
[NAD+

f ]
[H+]
[Pi]

= K
1/2
eq,FBAK

1/2
eq,TPIKeq,GAPDHKeq,PGK (1 + Keq,PGM)

While F1,6bP, 2PG and 3PG can be considered mainly cytosolic, the mea-
sured concentration of ATP, ADP and Pi represent cell-averages. Hence, changes
of the apparent cytosolic [NADHf ]/[NAD+

f ] relative to the steady state were calcu-
lated. Fig. 7.10 shows a strong increase in the apparent cytosolic [NADHf ]/[NAD+

f ]
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Figure 7.10 Changes of the apparent cytosolic [NADHf ]/[NAD+
f ] relative to the

reference steady state, calculated assuming equilibrium of the enzymes FBA,
TPI, GAPDH, PGK and PGM.
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in phase I, followed by a sharp drop. This trend is comparable to the cytosolic
[NADHf ]/[NAD+

f ] estimated by Theobald et al. (1997) in a similar glucose pulse
experiment, in which equilibrium of GAPDH and PGK was used with measured
cytosolic concentrations of ATP, ADP and Pi.

The NADH/NAD+ redox couple is also involved in the lumped reaction inter-
converting C4-metabolites (Fum, Mal, OAA and Asp) by malate dehydrogenase and
aspartate aminotransferase:

Fum + Glm + NAD+
f 
 Asp + αKG + H2O + NADHf + H+

However, estimation of the [NADHf ]/[NAD+
f ] using this lumped reaction is compli-

cated by compartmentation of the enzymes (McAlister-Henn and Thompson, 1987;
Minard and McAlister-Henn, 1991; Morin et al., 1992; Verleur et al., 1997) and
the metabolites. Interestingly, the total size of the C4-pool (Fum, Mal and Asp)
was rather constant (Fig. 7.11), while concentrations of individual pool components
changed significantly during the transient (Fig. 7.5). Thus, the in- and out-fluxes of
the C4-pool should be well balanced, suggesting that the redistribution of the pool
components towards a more reduced status (i.e. increase in the Fum and Mal con-
centration) might be triggered by increased [NADHf ]/[NAD+

f ] in the cytosol and/or
mitochondria. This agrees qualitatively with the calculated increase in the cytosolic
[NADHf ]/[NAD+

f ] based on equilibrium of lower glycolysis.

In vivo flux distribution and kinetic mechanisms in different metabolic
regimes In phase I, the glucose influx increased rapidly from 0.013 to 0.22
mol/CmolX/h at 10 seconds after the pulse. This agrees well with a calculated max-
imal flux of 0.21 mol/CmolX/h based on the Michaelis-Menten kinetic parameters
estimated from zero-trans experiments (Diderich et al., 1999). This initial increase
in qGlc led directly to the accumulation of phosphorylated metabolites and storage
material, as well as a strong increase in the cytosolic [NADHf ]/[NAD+

f ]. The latter
coincides with a sudden increase of qO2 . Immediate secretion of acetate was observed,
which is more pronounced than ethanol. This is explained by a much lower affinity
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Figure 7.11 Total pool size of C4-metabolites (Fum, Mal and Asp) during the
transient.
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of alcohol dehydrogenase for acetaldehyde (AA) compared to AADH (Postma et al.,
1989), both competing for AA. Furthermore, AADH might be saturated with AA,
leading to a rather constant qAct observed during the transient.

In phase I, qGlc sharply dropped directly after the initial increase, which indicates
a significant inhibition of the glucose transport by e.g. increased concentration of
intracellular glucose (Teusink et al., 1998) and/or G6P (Azam and Kotyk, 1969;
Rizzi et al., 1996). The intermediates in upper glycolysis continued to accumulate
after the drop of qGlc, which implies that in vivo fluxes though the enzymes removing
these intermediates, i.e. HK, PFK and the enzymes in lower glycolysis, must have
decreased as well, possibly due to complex allosteric regulations. It is well known
that ATP is a key effector of HK and PFK (Larsson et al., 2000; Teusink et al.,
2000): both enzymes are inhibited at (high) physiological concentrations of ATP.
However, a drastically lowered ATP level as observed in phase I can in turn limit
the fluxes though the two enzymes (Theobald et al., 1997). Further reduction of HK
and PFK activities is presumably due to the elevated level of T6P (see Fig. 7.4), a
known inhibitor of HK (Blazquez et al., 1993; Hohmann et al., 1996), and decreased
concentration of AMP (after about 20 seconds, see Fig. 7.6), which is a potent
activator of PFK (Nissler et al., 1983).

At the pyruvate branch point, flux though the lower glycolysis is partitioned be-
tween fermentative and nonfermentative (respiratory) metabolism. This distribution
can be analyzed in more detail utilizing the estimated in vivo qO2 and qCO2 . The
qO2 and qCO2 associated with nonfermentative metabolism are given by:

qCO2,nonferm = qCO2 − (qEtOH + qAct) , qO2,nonferm = qO2 −
1
2
qAct +

1
2
qGlyc

assuming a NADP+-dependent AADH. In phase I, both the qO2,nonferm and qCO2,nonferm

decreased after an initial increase (Fig. 7.12). As qO2,nonferm corresponds to the ox-
idation of NADH generated in lower glycolysis and the TCA cycle, the observed
decrease indicates a drop of the flux though both pathways. A drop of the lower gly-
colytic flux agrees with the estimated decrease in the cytosolic [NADHf ]/[NAD+

f ]
after approximately 30 seconds. A drop of the TCA cycle flux is most likely reflected
by the decrease in qCO2,nonferm, as the TCA cycle is a major source of qCO2,nonferm,
supplying 82% of the total qCO2 in the steady state. Changes in pyruvate concentra-
tion closely corresponded to the estimated qCO2,nonferm, which led further to similar
changes observed in most TCA cycle intermediates (Fig. 7.5). As the in vitro Km

for pyruvate oxidation by intact mitochondria (0.3 mM, van Urk et al. 1989) is much
higher than the pyruvate concentrations encountered in this study, the observation
implies that the TCA cycle flux is able to respond quickly to concentration changes
of its precursor. Alternatively, a decrease of the TCA cycle flux might be partially
due to inhibition of the TCA cycle enzymes (e.g. the pyruvate dehydrogenase com-
plex, see e.g. Pronk et al. 1996) by elevated mitochondrial [NADHf ]/[NAD+

f ], as a
result of shuttle mechanisms that transport excess cytosolic NADH across the inner
mitochondrial membrane (Bakker et al., 2001).

In phase I, it was observed that a considerable amount of carbon is directed to
storage carbon metabolism. This is in contrast to previously reported degradation of
trehalose and glycogen for derepressed and chemostat grown S. cerevisiae upon glu-
cose excess, observed over a time span of hours (van der Plaat, 1974; van Urk et al.,
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Figure 7.12 Estimated nonfermentative qO2 (+) and qCO2 (�) (upper panel) and
the apparent RQ (lower panel).

1990). The disagreement could be attributed to a mutation in adenylate cyclase in
the particular CEN.PK-derived strain used in this study, which largely abolishes the
glucose-induced increase in cAMP concentration (Vanhalewyn et al., 1999). A rather
constant cAMP concentration was indeed measured in our experiment (Kresnowati,
unpublished results), in contrast to a strong increase observed with a different S.
cerevisiae strain upon glucose excess (Vaseghi et al., 2001). As neutral trehalase (the
major trehalose-degrading enzyme) is activated though cAMP-dependent protein ki-
nase A (Uno et al., 1983), S. cerevisiae strains carrying this mutation are indeed
known to exhibit glucose-induced accumulation of trehalose and, to a lesser extent,
glycogen (Vanhalewyn et al., 1999).

In phase I, an initial decrease of the 6PG concentration was observed. This is in
contrast to an increase found in a similar glucose pulse experiment (Vaseghi et al.,
1999). The disagreement might be attributed to differences in the S. cerevisiae strain,
growth rate and carbon source applied in the two studies. Notably, glucose is the sole
carbon source in Vaseghi et al. (1999), while a small amount of ethanol was supplied
in this study, which might yield additional NADPH via the NADP+-AADH and
hence, might result in a lower steady state PP split ratio (see Material and Methods).
The drop of the 6PG concentration in our experiment is possibly due to inhibition
of G6PDH by excess NADPH from NADP+-AADH that accompanied the sudden
increase of qAct (Fig. 7.3).

In phase II, the concentrations of the upper glycolytic intermediates continued
to decrease even after the increase of qGlc, which implies that the in vivo fluxes
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though HK and PFK must have increased despite the decreased concentrations of
their substrates. This is presumably due to stimulatory effects of recovered ATP and
the elevated F2,6bP level (Fig. 7.7), the latter being a strong activator of PFK (Avi-
gad, 1981). The accumulation of F2,6bP observed in this study seems not to have
been induced by cAMP, which implicates PKA-independent regulation of phospho-
fructokinase 2 activity, by e.g. other protein kinases (Dihazi et al., 2003) or allosteric
mechanisms (Hofmann et al., 1989).

In phase II, a pronounced increase in qEtOH followed the increase of the pyru-
vate concentration and leads, together with an increased qO2 , to a lowered cytosolic
[NADHf ]/[NAD+

f ]. During phase II and III, the qO2,nonferm and qCO2,nonferm contin-
ued to increase, up to 1.5 respectively 1.7 fold of the steady state values, while their
ratio, given by the apparent RQ, remained close to 1 (Fig. 7.12). This indicates an
increased flux towards the TCA cycle and corresponds to increased biosynthesis as
calculated by the macroscopic reaction network model. Onset of anabolic processes
does not seem to be driven by increased concentrations of amino acids as direct
precursors, as they were not significantly affected by the glucose pulse. In addi-
tion, during a prolonged chemostat cultivation of S. cerevisiae, the growth rate does
not change while concentrations of amino acids decrease manifold (Mashego et al.,
2005). However, the possibility remains that, due to compartmentation of amino
acids, changes in the cytosolic or mitochondrial fractions are masked by the pres-
ence of a large vacuolar amino acid pool, metabolically separated from other amino
acid pools (Kitamoto et al., 1988; Wiemken and Durr, 1974). Another possible sig-
nal for accelerated growth might be an improved cellular energetic status. Although
the energy charge is only slightly higher in phase III compared to the steady state,
the individual ratios of ATP/ADP and ATP/AMP increase to nearly 2 times their
steady state value (not shown). Increased growth further implies an overcapacity of
ribosomal proteins at the applied growth rate of 0.05 h−1, as the amount of ribo-
somes for protein synthesis is likely to remain constant during the relatively short
transient of 300 seconds. The overcapacity indicates a low ribosomal efficiency, which
has been observed at low specific growth rates both in prokaryotes (Ingraham et al.,
1983) and eukaryotes (Bushell and Bull, 1999; Sturani et al., 1979).

In conclusion, by using carbon, electron and ATP balances, we have quantified
and analyzed in detail the metabolic responses of S. cerevisiae to a glucose pulse,
from which thee distinct metabolic regimes were recognized during the 300-seconds
transient. In phase I (0−50 seconds after the pulse), a high initial glucose influx leads
to accumulation of glycolytic and storage metabolites, as well as a large increase in
the cytosolic [NADHf ]/[NAD+

f ] and qO2 . The accumulation of phosphorylated com-
pounds and storage material causes an energy shortage, which leads to a temporary
decreases of the glycolytic and TCA flux and qO2 . It is remarkable that in phase I
no significant amount of ethanol is produced. In phase II (50−150 seconds), the fer-
mentative metabolism sets in. The qGlc and qEtOH increased 3 and 8 fold compared
to the end of phase I, respectively, which is likely related to the stimulatory effect
of increased F2,6bP concentration. A valuable information source is the calculated
qO2,nonferm and qCO2,nonferm, which point to a progressive increase in the TCA cycle
flux. Finally, in phase III (150− 300 seconds) a quasi steady state is established, in
which about 30% the glucose influx is likely to be channeled into anabolism, which
corresponds to an increased growth rate of 0.14 h−1.
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Appendix

The stoichiometry of the macroscopic model is given in Table A1, which contains
6 processes, of which 4 fluxes (qEtOH, qAct, qglycerol and qO2 were estimated at the
end of phase III from metabolite concentration profiles (see also Fig. 7.3). These
are given in Table A1 together with the estimated overall fluxes qGlc and qCO2 . The
remaining 2 unknown fluxes qanabolism and qcatabolism can thus be calculated using
2 metabolite balances, for which CO2 and NADH were chosen assuming a constant
intracellular NADH concentration.

Table A1 Stoichiometry of the macroscopic model and estimated extracel-
lular fluxes at the end of phase III

Flux mol/CmolX/h Macroscopic process

qEtOH 0.081 1
2
Glc → EtOH + CO2 + ATP

qAct 0.008 Glc → Act + CO2 + ATP + NADH + NADPHb

qGlyc 0.009 Glc + ATP + NADH → Glyc
qanabolism

a 0.2Glc + 1.65ATP → X + 0.24CO2 + 0.38NADH
qcatabolism Glc → 6CO2 + 12NADH + 2ATP
qO2 −0.061 O2 + 2NADH → 2ATPc

qCO2 0.157
qGlc −0.096

a The stoichiometry of the anabolic reaction is adapted from Verduyn et al. (1991).
b For simplicity NADPH was not balanced.
c An effective P/O ratio of 1 is assumed, according to Verduyn et al. (1991).
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Future Directions

The ultimate aim of kinetic analysis of organisms is to obtain a full, validated kinetic
model of the metabolic (sub-) system of interest, which can be used in the metabolic
engineering cycle. Although enzyme kinetics has been studied for decades, research
on in vivo kinetics in microorganisms is still in its infancy. Major accomplishments in
the past ten years include the establishment of rapid sampling methods, greatly in-
creased access to intracellular metabolite concentrations, as well as the development
of modeling tools, such as approximative kinetic functions and optimization meth-
ods, as discussed in the introduction of this thesis. Despite the intensive research
efforts, no validated in vivo kinetic model has yet been obtained for the model mi-
croorganisms under study (i.e. S. cerevisiae and E. coli), which illustrates the great
amount of work needed to obtain quantitative understanding of extreme complex
metabolic systems. The work described in this thesis represents advances towards a
quantitative kinetic model of the primary metabolism in S. cerevisiae. However, a
number of issues, both in experimental and modeling aspects, emerge from the de-
scribed research and will need to be addressed in future research. These are briefly
discussed below.

Compartmentation An essential problem for the kinetic modeling of eukaryotic
microorganisms, such as S. cerevisiae, is compartmentation. Cell-averaged metabo-
lite concentrations are measured with the experimental procedures described in this
thesis. Available selective disruption and extraction techniques, such as the digi-
tonin method, cavitation and lyophilization (Soboll et al., 1979; Zuurendonk, 1979)
show poor agreement among each other and are hence unreliable. Theobald et al.
(1994) reported a method for measuring adenine nucleotides in the yeast cytosol
and mitochondria, respectively. The applicability of this method to a wider range of
metabolites in microbial cells has however not been demonstrated. In summary, the
direct measurement of intracellular metabolite concentrations in the compartments
is challenging.

Alternatively, cell-averaged concentrations might be used to estimate kinetic pa-
rameters in a compartmentalized model, with relevant transport steps between the
compartments. Considering the fact that there are 35 (putative) mitochondrial trans-
port proteins in yeast and that many of them transport a range of metabolites
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(Palmieri et al., 2000), modeling of transport processes will require a large number
of kinetic parameters that are likely hard to identify. Multiple pulse experiments,
preferably using mutants affected in the transport steps or in mitochondrial function,
might be needed for adequate parameter estimation.

Free NAD+/NADH and NADP+/NADPH ratio The free NAD+/NADH
and NADP+/NADPH ratios are indicators of the cellular redox status and influence
numerous reactions in the metabolic system. Direct determination of these ratios is
complicated by a large amount of enzyme-bound NADH respectively NADP+ (Tis-
chler, 1977), compartmentation of the nicotinamide nucleotides (Reich and Sel’kov,
1981) and the presence of multiple redox shuttles in S. cerevisiae (Bakker et al.,
2001). The metabolite indicator method is a promising tool to obtain the free
NAD+/NADH and NADP+/NADPH ratios, as shown in chapter 7 of this thesis
and by Theobald et al. (1997). A similar indirect approach was employed to estimate
cytosolic pH using benzoic acid as a metabolic indicator (Kresnowati, unpublished
results). The validity of this approach needs yet to be demonstrated by independent
metabolite couples. In addition, suitably chosen indicator reactions are needed to
obtain these ratios in the relevant compartments.

Interaction between glycolysis and the storage carbon metabolism It is
shown in chapter 7 that yeast cells accumulate trehalose after a glucose pulse; in
addition, it has been suggested that formation of carbohydrate, e.g. glycogen, might
be a significant carbon sink next to increased growth. Both trehalose and glycogen
are present in yeast cells in high concentrations compared to the total amount of
consumed glucose after a glucose pulse, leading to difficulties in quantification. Sen-
sitive analytical procedures are required for adaquate modeling of the interaction
between glycolysis and the storage carbon metabolism. One possiblity is to add a
pulse of (specifically) 13C-labeled glucose, which will form 13C-labeled storage car-
bohydrate, thereby providing resolution from the large pools of naturally labeled
storage carbohydrate by MS analysis. The exchange fluxes between storage carbo-
hydrate and glycolysis should however be properly taken into account in this type
of experiments.

Experimental design, validation and statistical analysis For stimulus re-
sponse experiments, the choices of external stimuli are often limited, as not all
substances can be transported through the cell membrane. Nevertheless, the size
of perturbation, the observation time window, the number of samples and the sam-
pling frequency can still be optimized to maximize the relevant information content
for parameter estimation. A qualitative guideline drawn from the observations in
chapter 7 is that a shorter time frame should be chosen (i.e. less than 100 seconds)
with more measurements in the most dynamic phase (i.e. phase I).

To validate a kinetic model obtained from e.g. a glucose pulse experiment, dif-
ferent (combinations of) external stimuli can be used. A problem hereby is that
different metabolic sub-networks might be perturbed in validation experiments than
in the glucose pulse experiment. In addition, mutant strains can be used for vali-
dation experiments using the same glucose pulse. A problem hereby is the changed
reference enzyme capacities in the mutants. Alternatively, the measurements during
a stimulus response experiment can be split into two datasets for parameter estima-
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tion and model validation, respectively. The two datasets might contain consequent
time trajectories or different sets of measured metabolite concentrations.

Statistical properties of the obtained kinetic parameters can be investigated.
Given the estimated properties of measurement errors, the statistical analysis will
yield the (co)variance matrix of the estimated kinetic parameters with their con-
fidence intervals. The statistical treatment can be greatly simplified if the linear
regression method, proposed in (Kresnowati et al., 2005), is applied to estimate the
elasticities. Alternatively, the covariance matrix can be obtained by linearizing the
kinetic model around the estimated kinetic parameters. The statistical analysis will
identify kinetic parameters that are not sensitive to the measurements or having
high correlations with others. Such information can be used to for improved exper-
imental design or model reduction (e.g. elimination of insensitive parameters from
the estimation procedure).

Identification of in vivo interactions The modulation matrix contains infor-
mation on enzyme-metabolite interactions, which is a prerequisite for estimating
kinetic parameters. Currently, the only information source of these interactions is
in vitro biochemical studies of enzymes, where the influence of a limited number
of metabolites is investigated. It can be expected that 1) more interactions exist
in vivo, as there are far more metabolites present in cells than tested in vitro and
2) the in vitro predicted interaction might not prevail in vivo. Thus, methods for
systematic identification and validation of in vivo interactions will be required. In
terms of MS analysis, the range of metabolites will need to be expanded; moreover,
unknown peaks in LC-MS/MS analysis, which show significant differences between
the perturbed and the reference metabolic network, will need to be identified. Fam-
ilies of kinetic models, each having a different modulation structure, can be used to
evaluate the significance of hypothesized interactions by comparing the goodness of
fit to the experimental data (Haunschild et al., 2005).

Another related issue is to understand interactions in a systems manner, that
is, how pathway properties arise from kinetic properties of individual enzymes and
their interactions. With the identified in vivo interactions one might hope to resolve
the in vivo - in vitro paradigm, i.e. how do interactions translate, when parts of
an integrated system are studied in isolate (i.e. in vitro), into observed biological
functions when they are put back together (i.e. in vivo).

Improvement and application of the lin-log kinetics The lin-log kinetics is
a useful tool for in vivo kinetic analysis, as shown in chapter 4, 5, and 6 in this thesis
and by Visser et al. (2004) and Heijnen et al. (2004). A number of possible further
developments are envisaged below.

First, the kinetic format can be extended to describe gene expression, protein
synthesis and modulation of enzyme capacities, thereby incorporating transcriptome
and proteome data, obtained e.g. from a longer transient in a stimulus response
experiment. This is a challenging task, due to both the lack of a priori information
of regulation within and between these various ‘omes’ and the lack of experimental
data; for example, levels of phosphorylated proteins are difficult to quantify.

Second, in the current lin-log kinetic format, reaction rates change monotonously
with metabolite concentrations. In vitro, substrate inhibition is observed, such as for
phosphofructokinase, which is inhibited by ATP at high physiological concentrations
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(Teusink et al., 2000). Thus, further development of the lin-log kinetics is necessary
to address complex allosteric mechanisms of crucial enzymes.

Finally, the robustness of the lin-log kinetics can be tested with dynamic exper-
imental data. Chapter 4 and 6 shows that the lin-log kinetics can be successfully
applied to multiple steady state data. Methods for elasticities estimation from time
series of metabolite concentrations, such as can be obtained from a stimulus re-
sponse experiment, has been developed for the lin-log kinetics (Kresnowati et al.,
2005). Recently, Mauch et al. (2004) demonstrated the feasibility of large scale pa-
rameter estimation using the lin-log kinetics from metabolite time series obtained
from a stimulus response experiment on E. coli. It will thus be interesting to ap-
ply the metabolome measurement presented in Chapter 7, as well as the contraints
derived in Chapter 6, for the construction of a lin-log kinetic model of the primary
metabolism of S. cerevisiae. Once such a model is available, it can be used to test
the functional genomics strategy presented in Chapter 5.
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Summary

Of the thesis: ‘Development and Application of Experimental and Modeling Tools
for In Vivo Kinetic Analysis in S. cerevisiae’ by Liang Wu

Mathematical models of in vivo kinetics enhance our understanding of the con-
trol of metabolic networks and can be applied in metabolic engineering to direct
genetic alterations for desired flux distribution. To obtain in vivo kinetic informa-
tion needed for this type of models, the metabolic system is usually perturbed, which
can result in different physiological (quasi) steady states (i.e. multiple steady state
experiments), or in a dynamic transient (i.e. stimulus response experiments). The
metabolic responses are experimentally determined and subsequently applied for in
vivo kinetic parameter estimation. In this thesis, a number of novel experimental
and modeling methods are developed and applied to study in vivo kinetics in the
primary metabolism of S. cerevisiae.

The O2 uptake rate (OUR) and CO2 evolution rate (CER) are two physiologically
important responses and are highly dynamic during a stimulus response experiment.
So far no suitable tools are available to derive the OUR and CER based on mea-
sured O2 and CO2 content in the fermentor off-gas, due to delay and distortion
effects caused by the fermentor setup. In chapter 2, a black-box model was set up
for the fermentor setup to describe these effects. After proper identification of the
unknown model parameters, the OUR and CER were obtained with signal process-
ing algorithms. Using this method, distinct dynamic responses of OUR and CER
were found after a glucose respectively an ethanol pulse to a chemostat culture of S.
cerevisiae. The method has been further improved to take into account the variation
in off-gas flow rates during a stimulus response experiment (Bloemen et al., 2003).

In addition to the OUR and CER, accurate quantification of the intracellular
metabolome is needed for in vivo kinetic analysis. The sample processing and analy-
sis, using e.g. liquid chromatography tandem mass spectrometry (LC-MS/MS), in-
volves a number of undesired effects, such metabolite degradation, ion suppression
and operational variations. These effects lead to lowered precision and high method
development efforts. In chapter 3, U-13C-labeled metabolites were applied as ideal
internal standards to correct for the said deleterious effects. These fully-labeled inter-
nal standards were prepared with a fed-batch fermentation of S. cerevisiae on fully-
labeled carbon sources, resulting in a fully-labeled metabolome. Using this method,
the analytical precision was considerably improved and method development efforts
can be significantly reduced.

A suitable kinetic format is needed to construct mathematical models of the
metabolic network from experimental data. The traditional metabolic control analy-
sis (MCA) is based on linearized kinetics. The kinetic parameters are the so-called
elasticities, defined as the scaled sensitivity of reaction rates towards metabolite
concentrations. However, parameter estimation with MCA proved to be problem-
atic, due to the linear nature of the kinetic format and the inherent nonlinearity
in biological systems. A nonlinear, yet structured approximative kinetic format, the
linear-logarithmic (lin-log) kinetics, allows adequate description of the metabolic net-
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work, as shown in several in silico studies. In the lin-log kinetics, the reaction rate is
proportional to the enzyme capacity and a linear combination of the logarithms of
metabolite concentrations. In chapter 4, the applicability of the lin-log kinetics was
examined on experimental data from an in vitro multiple steady state experiment.
In the presence of large changes in enzyme capacities, metabolite concentrations and
fluxes, the lin-log kinetic format led successfully to a consistent set of elasticities and
control coefficients.

In chapter 5, the lin-log kinetic format was further applied in a proposed con-
ceptual functional genomic strategy, using solely metabolome data. The function of
a gene can be revealed by changing its expression level and analyzing the resulting
(flux) phenotype. In the absence of observable flux phenotypes (i.e. ‘silent mutants’),
the data-driven FANCY approach has been developed, which utilizes metabolome
data for function assignment by comparing the co-response of metabolite concen-
trations in strains deleted for known and unknown genes (Raamsdonk et al., 2001).
In our approach, in vivo enzyme activity changes in mutants are predicted from
metabolome data and are employed to formulate hypotheses to infer unknown gene
functions. Metabolite concentrations, fluxes and in vivo enzyme kinetic parameters
are needed for our approach, which can all be obtained from metabolome analysis.
In an in silico case study, it was shown that using the simple lin-log kinetics, enzyme
capacity changes in mutants can be accurately predicted, even in ‘silent mutants’.

Dynamic and multiple steady state perturbation experiments and the lin-log
kinetics were applied to in vivo kinetic analysis of the primary metabolism of S.
cerevisiae. In chapter 6, in vivo kinetics in the primary metabolism of S. cerevisiae
was investigated through multiple steady states occurring during prolonged chemo-
stat cultivation of S. cerevisiae for 70− 95 generations. The observed large changes
in enzyme and metabolite levels, in contrast to the apparently constant fluxes , was
explained by two kinetic mechanisms: 1) reversible reactions are near-equilibrium
in vivo and 2) irreversible reactions are tightly regulated by coordinated changes
of metabolic effectors. The measured enzyme and metabolite levels in prolonged
chemostats contain however limited information to estimate in vivo kinetic parame-
ters; instead only linear constraints between the parameters were obtained. When
perturbed by a glucose pulse, the prolonged culture showed a diminished glucose
uptake and ethanol excretion, compared to a 10 generation old chemostat culture.
This is likely due to a reduced ATP regeneration capacity.

A glucose pulse on a chemostat culture is frequently applied as a stimulus in
stimulus response experiments. So far, kinetic models based on glucose pulse ex-
periments often focus on a metabolic sub-network (e.g. glycolysis) and contain sim-
plifying assumptions about anabolic reactions. To understand the changes in both
catabolism and anabolism during such experiments, mass, redox and energy balances
were constructed in chapter 7, based on comprehensive metabolome measurements
in a glucose pulse experiment on S. cerevisiae. Three different phases were discerned
from the metabolome responses. In phase I (the first 50 seconds), 60% of the glu-
cose taken up by cells accumulated as intracellular phosphorylated compounds and
storage metabolites. The resulting energy shortage probably led to a temporary de-
crease of the glucose influx. In phase II (50−150 seconds), fermentative metabolism
set in and became the major carbon and electron sink. The glucose influx gradually
increased accompanied by a recovery of the energy charge. In phase III (150−300 sec-
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onds), a quasi steady state in fluxes and metabolite levels was established, in which
29% of the consumed glucose was not recovered by metabolome measurements and
might be partially channeled into anabolic processes. In addition, insights in in vivo
kinetic mechanisms, flux distribution and equilibrium relationships were obtained,
which is prerequisite for the construction of kinetic models.

In conclusion, this thesis presents the application of novel experimental and the-
oretical tools for in vivo kinetic analysis, leading to the increased insight into in vivo
kinetic mechanisms in S. cerevisiae. However, a validated in vivo kinetic model of
the primary metabolism of S. cerevisiae has yet not been obtained. A number of
present challenges is discussed in chapter 8.
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Samenvatting

Van het proefschrift: ‘Development and Application of Experimental and Modeling
Tools for In Vivo Kinetic Analysis in S. cerevisiae’ door Liang Wu

Mathematische modellen van in vivo kinetiek verbeteren ons begrip van de con-
trol van metabolische netwerken en kunnen toegepast worden in metabolic engi-
neering om genetische manipulaties doelen te localiseren, hetgeen resulteert in een
verbeterd flux distributie. Om de benodigde in vivo kinetische informatie te winnen,
perturbeert men vaak de metabolische netwerk. Dit leidt tot verschillende fysiol-
ogische (quasi) steady states (d.w.z. meervoudige steady state experimenten), of
een dynamische transient (d.w.z. stimulus response experimenten). De metabolische
response wordt experimenteel bepaald en vervolgens gebruikt om bijvoorbeeld in
vivo kinetische parameters te schatten. In deze proefschrift wordt een aantal nieuwe
experimentele en modelering mothoden ontwikkeld en/of toegepast om de in vivo
kinetiek van de primaire metabolisme van Saccharomyces cerevisiae te bestuderen.

De O2 opname snelheid (OUR) en CO2 evolutie snelheid (CER) zijn twee belan-
grijk fysiologische responses en zijn zeer dynamische tijdens een stimulus response
experiment. Tot dusver zijn er geen geschikte methodiek om deze twee grootheden te
berekenen uit de gementen O2 and CO2 gehalte in de fermentor off-gas. Dit heeft te
maken met de vertraging- en vervormings-effecten van de fermentor setup. In hoofd-
stuk 2 werden deze effecten beschreven met een black-box model van de fermentor
setup. Na de identificatie van model parameters kunnne de OUR en CER berekend
worden met signaal verwerkings-algorithm. Met deze methode werden kenmerkende
verschillen gevonden tussen de dynamische responses van de OUR en CER, wanneer
men een glucose respectievelijk een ethanol pulse gaf aan een koolstof-gelimiteerd
chemostaat van S. cerevisiae. Deze method is verder verbeterd om de veranderend
volume van het off-gas tijdens zo’n stimulus response experiment in rekening te
nemen (Bloemen et al., 2003) .

De nauwkeurige quantificatie van intracellulair meetabolieten is nodig voor in
vivo kinetiek analyse. Hiervoor blijkt LC-MS/MS een geschikte meet methode. Een
aantal niet gewenste effecten in monster-bereiding en analyse, bijvoorbeeld meta-
boliet degradatie, ion suppressie en operationeel varaties, kan echter de analyse
nauwkeurigheid verlagen en de methode-ontwikkeling vermoeilijken. In hoofdstuk
3 werd U-13C-gelabeled metabolieten gebruikt worden als interne standaarden om
de genoemd effecten te corrigeren. Deze fully-labeled interne standaarden werden
verkregen door S. cerevisiae te groeien in een fed-batch aan fully-labeled koolstof
bronnen. Dit leide tot een fully-labeled metabolome. Met deze methode was de
analyse precisie aanzienlijk verbeterd en method ontwikkeling significant vereen-
voudigd.

Een geschikte kinetik formaat is nodig om wiskundige modelen van metabolische
netwerk te construeren uit experimenteel data. De traditionele metabolic control
analysis (MCA) is gebaseerd op gelineariseerd kinetiek. De kinetische parameters
zijn de zogenaamde elasticiteiten, gedefineerd als de geschaald sensitiviteit van re-
actie snelheden naar metaboliet concentraties. Parameter schatten met MCA kan
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echter problmen geven, door de lineair aarde van de onderliggende kinetische for-
maat en de niet-lineaire natuur van biologische systemen. Een niet-lineaire, doch
gestructueerde benaderings- kinetiek formaat, namelijk de lineir-logarithmische (lin-
log) kinetiek, is voorgesteld om de metabolische netwerk adequaat te beschrijven,
zoals aangetoond is in een aantal in silico studies. In de lin-log kinetiek, de reac-
tie snelheden is evenredig met de enzym capaciteit en een lineaire combinatie van
logarithmische metaboliet concentraties. In hoofdstuk 4 werd deze kinetiek formaat
toegepast op experimenteel data uit een in vitro meervoudige steady state exper-
iment, waarin groot veranderingen van fluxen, metaboliet concentraties en enzym
capaciteiten voorkomen. Toepasing van de lin-log kinetiek leide tot een consistent
set elasticiteiten en control coefficienten.

De lin-log kinetische formaat was verder toegepast in hoofdstuk 5 in een voor-
gestelde conceptueel functional genomics strategie, gebruikmakend van metabolome
data alleen. De funtie van een gen kan bestudeerd worden door de expressie niveau
van deze gen te verandering en de resulterende flux-fenotype te analyseren. In
afwezigheid van een observeerbaar flux fenotype (‘silent mutants’), de data-driven
FANCY aanpak is voorgesteld om met metabolome data de gen-functie te ontrafe-
len, door het vergelijken van co-response van metaboliet concentraties in knockout
mutanten van bekende en onbekende genen (Raamsdonk et al., 2001). In onze aan-
pak worden veranderingen van in vivo enzym capaciteiten berekend uit metabolome
data. Deze berekende veranderingen leiden tot zinvolle hypothezen om gen-functies af
te leiden. Nodig voor deze aanpak zijn de metaboliet concentraties, fluxen en in vivo
enzym kinetiek parameters, die allemaal verkregen kunnen worden uit metabolome
data. In een in silico case studie werd aangetoond dat met de simpele lin-log kinetiek,
veranderingen van enzym activiteiten in mutanten kunnen nauwkeurige worden
voorgespeld, zelfs in ‘silient mutants’.

Dynamische en meervoudige steady state perturbatie experimenten en de lin-log
kinetiek zijn toegepast in de in vivo kinetische analyse van de primaire metabolisme
van S. cerevisiae. In hoofdstuk 6 was in vivo kinetiek van de primaire metabolisme in
S. cerevisiae bestudeerd met meervoudige steady states, die voorkwamen tijdens ver-
lengde chemostaat van S. cerevisiae van 70−95 generaties, waarin grote veranderin-
gen in enzyme en metabolieten niveau ging gepaard met schijnbare constante fluxen .
Dit werd verklaard met twee kinetiek mechanismen: 1) reversibele reacties zijn dicht-
bij evenwicht in vivo en 2) irreversibele reacties zijn sterk gereguleerd door gecoordi-
neerde veranderingen van metaboliet effectoren. De gemeten enzyme en metabolite
niveaus in meervoudige steady states bevatten echter gelimiteerd kinetiek informatie
om in vivo kinetische parameters te schatten, in plaats daarvan werden alleen lin-
eaire constraints verkregen. Na een glucose puls had de verlengde chemostaat een
sterk verlaagde glucose opname snelheid en ethanol productie, vergeleken met een 10
generatie oud chemostaat. Dit is waarschijnlijk veroorzaakt door een gereduceerde
capaciteit voor ATP regeneratie.

A glucose pulse op een chemostaat cultuur is vaak toegepast als een pertur-
batie middle in stimulus response experimenten. Kinetische modellen afgeleid uit
zulke glucose pulse experimenten zijn meestal gefocuseerd op een metabolische sub-
netwerk (bijvoorbeeld glycolyse) en bevatten vereenvoudigende aannames over ana-
bolishe gedeelte van de metabolisme. Om veranderingen in de catabolisme en de
anabolisme beter te begrijpen werden in hoofdstuk 7 koolstof, electronen en ATP
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balansen geconstrueerd met uitgebreide metabolome metingen, nadat een koolstof-
gelimiteerde chemostaat van S. cerevisiae was verstoord met een glucose puls. Drie
veschillende fasen werden gekend van de metabolome responses. In fase I (de eerste
50 seconden) werd 60% van de opgenomen glucose geaccumuleerd in de cellen als
gephosphoryleerde verbindingen en opslage materialen. De resulterende energie tekort
leide tot een tijdig afname van de glucose influx. In fase II (50− 150 seconden), fer-
mentatieve metabolisme is aangezet en werd de voornamste koolstof sink. De glucose
influx nam weer toe door een verhoogde energie charge. In fase III (150− 300 secon-
den), een quasi steady state in fluxen and metaboliet concentraties kwam tot stand,
waarin 29% van de opgenomen glucose niet in de metabolome metingen teruggevon-
den kunnen worden. Deze kookstof zou door anaolische processen geconsumeerd
kunnen worden. Daarnaast werd inzicht verkregen in in vivo kinetiek mechanismen,
flux verdeling en evenwichts-relaties, welke vereist is voor het bouwen van kinetische
modellen.

Samenvattend heeft de toepassing van de nieuwe experimentele en modellerings-
methode in deze thesis geleid tot een betere inzicht in de primaire metabolisme van
S. cerevisiae. Een gevalideerd in vivo kinetische model is echter nog niet tot stand
gekomen. In hoofdstuk 8 werd er over de uitdageningen voor in vivo kinetische
analyse gediscusieerd.
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