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Summary

3D stacking is an emerging technology promising many benefits such as low latency between
stacked dies, reduced power consumption, high bandwidth communication, improved form
factor and package volume density, heterogeneous integration, and low-cost manufacturing.
However, it requires modification of existing methods and/or introduction of new ones with
respect to design, manufacturing, and testing in order to facilitate production. In this thesis
three challenges are addressed: one related to manufacturing (i.e., yield improvement) and
two related to testing (i.e., cost modeling and interconnect testing).

Yield improvement - We propose two yield improvement schemes applicable for 3D Stacked-
ICs (3D-SICs) with similar die sizes (such as memories and FPGAs): wafer matching and
layer redundancy. Wafer matching is based on algorithms that select wafers with identical
or similar fault maps for stacking to boost the compound yield. Our algorithms outperform
yield-wise previously proposed schemes, and more importantly reduce memory and time
complexity significantly. On the other hand, redundancy in 3D memories makes use not
only of conventional spare rows and columns, but also of the third dimension to access ei-
ther spare dies (layer redundancy) or spare cells (inter-layer redundancy). Layer redundancy
showed to be effective from a yield point of view, but may seriously affect die area and
cost. Inter-layer redundancy realizes even higher yield improvements; however, it requires
through-silicon vias (TSVs) to scale down with one order of magnitude for area-efficient
implementations.

Cost Modeling - Selecting an appropriate and efficient test flow for 2.5D/3D SICs is crucial
for overall cost optimization. In addition, diverse products and applications require different
quality levels resulting in different test flows; these flows may require different design-for-
test (DfT) features, which need to be incorporated in the various dies during an early design
stage. Therefore, an appropriate cost model used to evaluate test flows with their associated
DfT, while taking into account yields and die production costs, is of great importance. A
proper cost modeling tool for 2.5D/3D stacked ICs is developed; the tool is referred to as
3D-COSTAR. It considers all costs involved in the whole production chain, including de-
sign, manufacturing, test, packaging, and logistics, e.g., related to shipping wafers between
a foundry and a test house. 3D-COSTAR provides the estimated overall cost for 2.5D/3D-
SICs and its cost breakdown for a given input parameter set, such as test flows, die yield,
stack yield etc. The crucial importance of 3D-COSTAR is demonstrated by analyzing trade-
offs of different complex optimization test problems such as (a) the impact of test coverage
of the pre-bond silicon interposer test, (b) the impact of pre-bond testing of active dies using
either dedicated probe-pads or micro-bumps, (c) the impact of mid-bond testing and logis-
tics, and (d) the impact of different test flows on the test escapes.
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Interconnect Testing - A potential application of 3D-SICs is stacking of memory on logic.
However, testing the TSV interconnects between such dies is challenging, as the memory and
the logic die typically come from different manufacturers. Currently, proposed solutions fail
to address dynamic and time-critical faults. In addition, memory vendors have in the past not
been in favor to put additional DfT structures such as IEEE 1149.1 for interconnect testing
on their memory devices. We propose a new Memory-Based Interconnect Test (MBIT)
approach for 3D stacked memories. Our test patterns are applied by using read and write
instructions to the memory and are validated by a case study where a 3D memory is assumed
to be stacked on a MIPS64 processor. The main benefits of the MBIT approach include
zero area overhead, detection of both static and dynamic faults, at-speed testing, flexibility,
extremely short test time, and interconnect fault diagnosis.



Samenvatting

Het 3D stapelen van IC’s is een opkomende technologie die vele voordelen met zich mee
brengt, zoals een lage latency tussen gestapelde chips, gereduceerde energieverbruik, hoge
communicatie bandbreedte, verbeterde form factor en package volume dichtheid, heterogene
integratie en lage productiekosten. Echter vereist dit het wijzigingen van bestaande metho-
den en/of de invoering van nieuwe methoden met betrekking tot het ontwerp, de fabricage
en het testen om de commerciële productie te vergemakkelijken. In dit proefschrift worden
drie uitdagingen geadresseerd: één ervan verwant aan productie (d.w.z. yield verbetering)
en twee verwant aan testen (d.w.z. kostenmodellering en het testen van interconnects).

Yield verbetering - Wij stellen twee yield verbeteringsschema’s voor die van toepassing
zijn op 3D-Stacked IC’s (3D-SIC’s) met soortgelijke chip oppervlakte (zoals geheugens en
FPGAs). Dit zijn wafer matching en layer redundancy. Wafer matching is gebaseerd op al-
goritmes waarin wafers met identieke of soortgelijke chip defect locaties geselecteerd wor-
den voor het stapelen, dit om de yield te boosten. Onze algoritmes presteren yieldsgewijs
beter dan vorige voorgestelde schema’s, maar belangrijker nog is de significante reductie
in geheugen- en tijds-complexiteit. Anderzijds, redundantie in 3D gestapelde geheugens
maakt niet alleen gebruik van de conventionele reserve rijen en kolommen, maar ook van de
derde dimensie om ofwel gebruik te maken van reserve chips (layer redundantie) of reserve
cellen (inter-layer redundancy). Layer redundancy is vanuit een yield oogpunt effectief, maar
kan ernstige gevolgen hebben voor de chip oppervlakte en kosten. Inter-layer redundantie
realiseert zelfs een nog hoger rendement; hoewel, dit vereist het neerschalen van through-
silicon vias (TSVs) met een orde van grootte voor een area-efficiënte implementatie.

Kostenmodellering - Het selecteren van een geschikte en efficiënte test flows voor een
2.5D/3D-SIC is cruciaal voor totale kostenoptimalisatie. Daarnaast vereisen diverse pro-
ducten en toepassingen verschillende kwaliteitsniveaus wat resulteert in verschillende test
flows; deze flows kunnen verschillende design-for-test (DfT) functies vereisen, die in di-
verse chips moeten worden toegevoegd gedurende de ontwerpfase. Daarom is een geschikte
kostenmodel die gebruikt wordt om test flows met bijbehorende DfT te evalueren, rekening
houdend met yield en productiekosten, van groot belang. Een goede kostenmodelleringstool
voor 2.5D/3D SIC’s is ontwikkeld; de tool wordt aangeduid als 3D-COSTAR. Het beschouwt
de kosten van de gehele productieketen, inclusief ontwerp, productie, testen, packaging en
logistiek, die bijvoorbeeld betrekking heeft tot de transport van wafers tussen een foundry
en een test house. 3D-COSTAR biedt de totale geraamde kosten voor 2.5D/3D-SIC’s en
de kostenverdeling voor een bepaalde input parameter set, zoals testflows, chip yield, etc.
Het cruciale belang van 3D-COSTAR is aangetoond door het analyseren van trade-offs van
verschillende complexe testoptimalisatie problemen, zoals (a) de impact van de pre-bond
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silicium interposer test, (b) de impact van het pre-bond testen van actieve chips door mid-
del van of probe-pads of micro-bumps, (c) de impact van het mid-bond testen en logistieke
kosten en (d) de impact van de verschillende test flows op de test escapes.

Testen van interconnects - Een mogelijke toepassing van 3D-SICs is het stapelen van een
geheugen op logica. Echter is het testen van de TSV interconnects tussen dergelijke chips
moeilijk, omdat de geheugens en logica chips meestal van verschillende fabrikanten komen.
Momenteel voldoen de voorgestelde oplossingen voldoen niet aan dynamische en tijdkri-
tieke fouten. Bovendien gaven geheugen leveranciers in het verleden geen voorkeur aan het
plaatsen van extra DFT structuren zoals JTAG op hun geheugenapparaten om interconnects
te testen. Wij stellen een nieuwe memory Based Interconnect Test (MBIT) aanpak voor 3D
gestapelde geheugens. De testpatronen worden uitgevoerd door lees en schrijf instructies
naar het geheugen en zijn gevalideerd door een casus waarin verondersteld wordt dat een
3D geheugen wordt gestapeld op een MIPS64 processor. De belangrijkste voordelen van
de voorgestelde MBIT aanpak zijn geen extra oppervlakte, detectie van zowel statische als
dynamische fouten, testen op normale chip snelheid, flexibiliteit, extreem korte testtijd en de
mogelijkheid om interconnect foutdiagnose toe te passen.
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Chapter 1
Introduction

1.1 Introduction to 3D Stacked ICs

1.2 Opportunities and Challenges

1.3 Research Topics

1.4 Contributions

1.5 Thesis Organization

Transistor scaling slowly reaches physical device limits and goes hand-in-hand with issues
pertaining to process variations, power consumption, reliability, yield, cost, etc. Some of
these problems could be alleviated by utilizing 3D-Stacked ICs (3D-SICs). The popularity
of 3D-SICs is rising among research institutes and industry. 3D-SICs are emerging as one
of the main candidates to continue Moore’s Law. In this chapter, we first introduce the evo-
lution leading up to 3D-SIC technology. Subsequently, we present the opportunities such
a technology offers and discuss its main challenges. Thereafter, we briefly describe the re-
search directions of this dissertation followed by the main contributions. Finally, we provide
the outline of the remainder of this dissertation.
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2 CHAPTER 1. Introduction

1.1 Introduction to 3D Stacked ICs

The aim of this section is to get the reader acquainted with 3D Stacked-ICs. Section 1.1.1
describes past and future semiconductor trends. Section 1.1.2 gives a general classification
of stacking transistors in the vertical dimension. Section 1.1.3 explains the crucial 3D-SIC
manufacturing steps.

1.1.1 Past and Future Semiconductor Trends

In the past years, the semiconductor industry has fulfilled IC functionality demand by tran-
sistor down-scaling adhering to Moore’s Law [1]. The associated benefits (such as higher
transistor density, higher performance, and reduced cost) of this transistor miniaturization
have consistently been emphasized in prior International Technology Roadmap for Semi-
conductors (ITRS) roadmaps [2]. Although this “More-Moore” trend is still predicted for
several future technology nodes, new demands arise concerning computational diversity and
functionality in systems that include analog sensors, bio-chips etc. [3]. This diversification
is referred to as “More-than-Moore”. Figure 1.1 shows a technology roadmap that illustrates
the customer need of “More-Moore” and “More-than-Moore”, thereby progressing towards
more complex and diverse systems.
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Figure 1.1: More-than-Moore [3].

The typical embodiment of such sophisticated and diverse systems predominantly was real-
ized in the past by assembling multiple distinctive components on a printed circuit board
(PCB) as depicted in Figure 1.2(a) [4]. Relatively long off-chip wires are used to de-
liver the communication between ICs, therefore, yielding to relatively low performance and
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(a) Printed Circuit Board (PCB) (b) Multi-Chip Package (MCP)

Figure 1.2: Traditional packaging technologies [4].

power-hungry systems. To shrink the off-chip path length, several heterogeneous chips were
brought in closer proximity by integrating them on a single Multi-Chip Package (MCP)
as depicted in Figure 1.2(b). This reduces the form factor; however, it still requires off-chip
communication between the dies through the package substrate. The need for more complex,
faster, more power-efficient and diverse systems led to the utilization of the third dimension.

1.1.2 3D Technology Classification

The increasing demand for More-Moore and More-than-Moore has been mostly realized
by transistor scaling. A technology that implies further increase in transistor density is the
stacking in the vertical dimension; in addition, such technology likely also benefits from
more computation diversity due to heterogeneous integration, better performance, and lower
power dissipation, all at a smaller footprint. Figure 1.3 shows a general classification of 3D
technology consisting of three main classes (i.e., 3D Packaging, 3D Die Stacking and 3D
Monolithic) each described next.

3D Packaging
3D Die

Stacking

3D Technology

3D Monolithic

Integration

PoPSiP IC LevelWafer Level

Figure 1.3: Classification of 3D systems.

3D Packaging

In 3D Packaging, multiple dies are stacked vertically at the packaging level. Interconnects
between the I/Os of the dies are typically formed by wire-bonding, flip-chip, or Ball-Grid-
Array (BGA) stacking. This type of 3D stacking provides the lowest interconnect density.
An example is a System-in-Package (SiP) depicted in Figure 1.4(a); here the system com-
prises several naked ICs stacked in the vertical dimension and is packaged in a single chip.
The ICs are internally connected by fine wires that are bonded to the substrate. Benefits of
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Figure 1.4: 3D packaging technologies.

this system compared to PCBs and MCPs are manifold, such as reduced global wire length
(leading to more performance), smaller footprint, increased transistor density, and the elim-
ination of the need to package each die separately. SiPs are, due to these assets, widely used
in mobile devices, music players, digital cameras, portable audio players, etc. [5].

Another example that fits into the 3D Packaging class is Package-On-Package (PoP) tech-
nology where multiple packaged chips are stacked vertically [8, 9]; an example is depicted
in Figure 1.4(b). In this figure, the 3D-SiP package of Figure 1.4(a) is stacked on top of
another package. SiPs and PoPs can take many forms as depicted by the examples in Fig-
ure 1.5. Figure 1.5(a) shows a SiP with multiple row bonding used to increase the inter-
connect bandwidth. Figure 1.5(b) shows a SiP delimited by spacers allowing the top dies to
form interconnections to the substrate without reducing their die size. Figure 1.5(c) shows a

(a) (b) (c)

(d)

Figure 1.5: 3D Packaging: (a) Multiple row bonding [6], (b) Dies delimited by spacers [6],
(c) Die-to-Die and Die-to-Package wire bonding [6], and (d) BGA-stack [7].
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SiP that combines direct die-to-die bonding and die-to-package wire bonding. Figure 1.5(d)
shows the interconnection of three dies through a BGA. Generally, communication between
stacked ICs in the 3D Packaging class is performed by off-chip communication by means
of wire-bonding through the package substrate or through direct die-to-die communication.
However, the wire-bonds in die-to-die communication do not go through the silicon die sub-
strate.

3D Die Stacking

In 3D Die Stacking, each separately manufactured tier can be stacked and bonded to another
tier using a direct communication link between vertically adjacent tiers. A 3D-SIC consists
of two or more dies stacked in the vertical direction. The interconnection between the dies
can be implemented physically by micro-bumps and/or TSVs, or via contactless communi-
cation based on capacitive [10,11] or inductive coupling [12,13]. Among the interconnection
schemes, TSVs are the most promising as contactless communication schemes face several
challenges such as a stable power delivery [14].

Die 2

Die 1

TSVs

Bonding glue Micro-bump

Metal interconnect

layers

Transistor layer

to package substrate

Figure 1.6: TSV-based 3D die stacking.

Figure 1.6 depicts a two-layer 3D-SIC with a face-to-back (F2B) stacking configuration.
Compared to off-chip wire-bonds, TSVs enable extremely short connections as they go
straight through the substrate of the dies. Between the stacked dies, micro-bumps are used to
connect the TSVs from Die 2 to Die 1. TSV-based 3D-SICs can be used to empower More-
Moore and More-than-Moore systems and have considerable advantages over planar ICs and
SiPs, such as high-speed, less power consumption, small form factor, and heterogeneous in-
tegration [15–18]. A special class of 3D Die Stacking are the 2.5D-Stacked ICs (2.5D-SICs)
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in which two or more active dies are stacked side by side Face-to-Face (F2F) on a large
passive silicon interposer. The interposer is only used to connect the active dies by means
of TSVs and wires. 2.5D-SICs are in general easier to manufacture, but its advantages are
typically also less than those of 3D-SICs (for example, power dissipation in interconnects,
bandwidth, off-chip I/O density) [19].

3D Monolithic Integration

In 3D Monolithic Integration active devices are created on-chip bottom-up in a single lin-
ear process flow; this process does not require bonding materials between the layers. The
stacked active silicon areas are isolated from each other by dielectric layers. Among the
stacking approaches, monolithic 3D integration provides the highest vertical interconnect
density between stacked layers. Currently, the state of this technology is insufficiently en-
hanced to realize reliable high-performance 3D circuits, primarily due to its complex pro-
cessing which leads to inferior quality of devices in the upper planes and limited number of
layers due to thermal constraints [20].

In this dissertation, we focus on a particular subset of 3D Die Stacking in which the vertical
interconnects are realized by through-silicon vias (TSVs), the TSV-based 3D-SICs. The
process to manufacture such ICs is described next.

1.1.3 Manufacturing

Recent enhancements in process development enabled the fabrication of TSV-based 3D-
SICs [17]. Critical steps to manufacture such ICs are the formation of TSVs, and the bonding
and thinning of dies. They are described next.

TSV Manufacturing

TSVs are holes that go through the silicon substrate filled with a conducting material (e.g.,
copper or tungsten). These holes are shaped by deep reactive ion etching (DRIE) [21] or
laser ablation [17]. The size, pitch, conductivity, and conducting material of TSVs are
heavily impacted by the stage they are constructed at [17]; either during the conventional
manufacturing of planar ICs (via-first, via-middle, via-last) or during 3D processing steps
(via-last, via-after-stacking) as depicted in Figure 1.7. Via-first TSVs are manufactured prior
to the front-end of line (FEOL), i.e., before the transistors are fabricated, and must be filled
with doped poly-silicon which has a relatively high resistance [17]. A lower-bound tem-
perature constraint, dictated by the FEOL processing, excludes the usage of copper TSVs.
Via-middle TSVs are manufactured between the FEOL and back-end of line (BEOL), i.e.
before the metal layers are fabricated and typically utilize copper or tungsten as filling ma-
terial. Via-Last TSVs are manufactured after BEOL either prior or post thinning and have
the advantage over via-first and via-middle TSVs that foundries without TSV processing
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Figure 1.7: TSV manufacturing stages.

equipment already may manufacture the whole IC. Finally, the option exists to create TSVs
(via-after-stacking) as the last 3D processing step.

Thinning

Thinning of wafers, performed by wet-etching, is required to expose the TSV tips to form
electrical contacts; TSVs have limited aspect ratios and therefore, pose a major challenge
on the filling processes [4]. A typical thinning process is described in [17]. First, a coarse-
grind process removes inaccurately large portions of the back-side of the substrate. As a
byproduct, surface and sub-surface damages are created up to a depth of approximately 10-
20 µm. A fine-grind process is followed which minimizes surface and subsurface damages
typically up to a depth of 2 um. In the last step, these damages are removed by a stress-relief
step to avoid propagation of cracks during bonding and to increase the bonding strength by
enlarging the contact area of two bonded dies.

Bonding

Bonding can be of temporary or permanent type [4]. In temporary bonding, dies are attached
to a carrier wafer for TSV or thinning processes only. This type of bonding is used in several
3D process flows (see Figure 1.7) and is commonly realized by polymer adhesive or electro-
static bonding [17].

In permanent bonding, the (thinned) die is bonded permanently by using direct Cu-Cu,
SiO2/SiO2, Au/Au, polymer adhesive, gel adhesive or eutectic bonding [17]. There are
three permanent bonding methods, as depicted in Figure 1.8. They are Die-to-Die (D2D),
Die-to-Wafer (D2W) and Wafer-to-Wafer (W2W) bonding [17]; each comes with its own
merits. Although complex, a high alignment accuracy is feasible in D2D and D2W bond-
ing at the cost of a low throughput. In addition, the handling of very small dies becomes
impractical for these bonding methods. Nevertheless, a major benefit of the D2D and D2W
bonding methods is the ability to apply pre-bond testing, which may prevent faulty dies from
entering the stack [17] leading to improved compound yield. On the other hand, achieving
a high alignment accuracy is simpler in W2W bonding, particularly if small dies are used.
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Figure 1.8: 3D bonding techniques [22].

However, W2W stacking negatively impacts the compound yield as the stacking of good dies
on top of bad dies cannot be prevented. In addition, W2W bonding requires the stacking of
dies with same sizes; this makes them suitable for limited applications such as memories and
FPGAs. These applications have a high degree of regularity.

1.2 Opportunities and Challenges

The previous section introduced briefly 3D-SICs. In this section, the main drivers, advan-
tages and disadvantages of 3D-SIC technology are described.

1.2.1 Opportunities and Drivers

The prospects and potential benefits that 3D-SICs offer is leading to an expansion of research
work both in academia and industry [14, 17, 18, 23–26]. However, prior to be accepted
as a solid and mature technology, each new technology must demonstrate its market and
technological advantages such as the ones depicted in Figure 1.9. They are discussed next.

• Cost: A key condition to shift from the design and prototype phase to large-scale
production is a manageable cost figure. 3D-SICs are able to reduce cost by splitting up
large dies over multiple smaller layers. A benefit of this approach is that the compound
yield of the 3D-SIC with smaller die sizes may exceed the yield of the single large
die [27]. Another way to reduce cost in 3D-SICs is by integrating multiple stand-alone
chips. For example, by stacking DRAM on logic more than a bandwidth improvement
is realized. The physical size of vertically pilled-up dies reduces the footprint, volume
area, and weight, which in turn increases the package density. Nevertheless, for 3D-
SICs to be widely accepted for a wide range of applications cost is still a limiting factor
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as the cost depends on the yield learning curve driven by the cumulative produced 3D-
SICs.

• Time-to-Market: Once the stacking technology matures, time-to-market may be re-
duced due to die reusability. Figure 1.10(a) shows the technology requirements (such
as performance, power, etc.) of several application markets (such as consumer, au-
tomotive, medical, etc.). It shows for each market and technology combination the
More-Moore and/or More-than-Moore driver impact. The figure illustrates for the
different market segments the need for diversification, which may be offered by het-
erogeneous integration in a modular 3D die design. For example, DRAM, sensors,
MEMS, and other analog and RF designs might be reused without a redesign or left

Figure 1.10: (a) Market vs technology requirements [28], (b) Heterogeneous 3D-SIC.
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implemented at older and cheaper technology nodes. Therefore, 3D stacking supports
an additional level of flexibility in the (re-)design of systems as compared to SoCs.

• Electrical performance (power, bandwidth, latency, etc.): For the past couple of
decades, performance enhancement of successive transistor generations was carried
out by transistor down-scaling leading to increased speed and higher transistor den-
sity. Currently, research shows that obtain further scaling benefits beyond 32nm are
challenging [29]. In addition, the gained improvements at transistor level did not solve
the bandwidth and latency problems at system level, which for example lead to a se-
rious bottleneck between CPU and memory speed referred to as Memory Wall [30].
Utilizing the third dimension, for example by stacking DRAM layers [31], might be
the only way to significantly reduce memory latency and power consumption for future
generations of multi-core microprocessors [17]. In addition, stacking provides addi-
tional benefits such as reduced power consumption (up to 50% and 25% for standby
and active power respectively for four stacked memory dies) [32], reduced noise lev-
els due to the shorter global interconnects and the need of smaller I/O drivers [33]. In
general, any efficient partitioning of IP cores reduces long global wires and therefore
also the delay and power dissipation [14, 34].

• Heterogeneous integration: Stacking dies in 3D makes heterogeneous integration
possible as depicted in Figure 1.10(b). This is a promising concept for 3D-SICs, since
each layer can be manufactured with different technology and optimized for specific
needs such as speed, area, power, etc. This affects yield, performance, and lithogra-
phy cost positively. For example, DRAM, FLASH, sensors, MEMS, etc., could poten-
tially be integrated into a single 3D-SIC. Heterogeneous integration could also make
the complete stack more reliable. Traditionally, fault tolerance and fault prevention
methods are used to increase system reliability. Fault tolerance focuses on recovering
systems in the presence of faults, while fault prevention targets initial reliable systems
by using for example reliable materials or designing the chip with extra safety mar-
gins. Using the third dimension the reliability may be increased in several ways. For
example, (a) functional units may be shared vertically between dies to increase the
fault tolerance, and (b) critical system parts may be implemented using more reliable
dies (i.e., with larger feature size) to reduce failures, while the less critical cores may
use dies with the latest but less-mature technology.

• Yield improvement: Traditionally, yield improvement for 2D memories is based on
the use of spare rows and/or columns [35–37]. 3D stacked memories provide addi-
tional repair features in the vertical dimension as spares can be accessed on neighbor
dies. Preliminary research results shows the significant benefits of using this vertical
direction [18, 38, 39].

• Security: 3D stacking opens new avenues to increase security, such as [40]:

– A Face-to-Face (F2F) stacked IC conceals most of its circuitry making it hard
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for attackers to access parts of the chip.

– The 3D structure is inherently resilient against most reverse engineering attacks.
De-layering a 3D-SIC is very difficult. Obtaining voltage images of the layers
is challenging due to overlap of dies. Moreover, the bonding materials used to
attach dies would likely blur and attenuate signals.

1.2.2 Challenges

Although 3D-SICs have a lot of potential due its opportunities, several challenges still need
to be addressed. These challenges must be resolved prior to mass production. A list of the
most challenging issues is provided in Figure 1.11; they are classified according to design,
manufacturing, test, and supply chain. Each class is briefly described next.

Manufacturing
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Figure 1.11: 3D-SIC challenges.

• Design: One of the key design questions is how to map architectures efficiently into
the third dimension. It is therefore important to develop tools that support early
but sufficiently accurate system-level explorations in terms of electrical performance
(power, frequency), area, thermal budget, cost, etc. [33]. This exploration should guide
designers to determine the optimal die sequence in the stack, the technology node for
each die, and optimize the interconnection between them. Some system-level explo-
ration tools start to appear such as 3D PathFinding [41] but need more features and
automation steps. Once the architecture and rough stack layout are determined, tools
are required for the floorplanning and routing.

TSVs are relative large objects and their number and placement are decisive, especially
as a Keep-Out-Zone (KOZ) must be taken into consideration [42, 43]. This KOZ
guarantees safe transistor operation as the mechanically induced TSV stress changes
the nearby silicon characteristics. In addition to the TSV placement, floorplanners
must not only understand the location of each IP block (on die level), but also its place
vertically in the stack. Furthermore, the router should be thermal-aware to reduce
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hot spots, for example by moving expected hot areas closer to heat sinks. During
the routing phase, specific attention must be attributed to the back-side redistribution
layer (RDL), and TSV sizes for optimal area placement. The routing algorithm should
minimize wire length by taking connection points on adjacent dies into consideration.
Other challenges include the distribution of the power grid and clock tree [26]. Dies
that are further from the power source are likely to suffer more from voltage drop,
clock skew and jitter, but are also be impacted by process variations between the dies.

Accurate tools must be developed to perform parasitic extraction and analysis after
the routing phase [33]. In addition to traditional layout parasitic extraction, tools must
recognize and integrate RLC parasitics of TSV and micro-bumps and perform thermal
analysis for the whole stack. Thinned dies may lead to lower heat dissipation [17].
As the temperature might raise in the stack special care for heat flux must be taken
into account. A challenging task is to remove the heat from the chips. Traditionally,
packages remove heat from the chip by placing heat sinks on top and/or on the bottom
of the chips. At this moment, the 3D-SIC packaging technology is under intensive de-
velopment and roadmaps have yet to be defined for it [44]. TSVs could help removing
the heat when they are used as heat conductors [45].

• Manufacturing: 3D-SIC manufacturing requires additional processing steps as com-
pared to conventional ICs; these include for example the forming of TSVs, thinning
wafers, and stacking and bonding wafers or dies as described in Section 1.1.3. Each
of these additional steps may introduce new defects to the system. Figure 1.12 [17]
shows examples of defects that may occur in the TSVs, micro-bumps, and thinned
dies as a result of the 3D processing. Typical defects related to 3D processing may be
summarized as follows.

– Pinhole defects along TSV walls create shorts or low resistance paths between
TSVs and the substrate; This causes degradation of the signal quality in terms of
strength and speed [4, 46–48].

– An incomplete fill of TSVs (voids) may originate from insufficient wetting dur-
ing plating. Voids cause partial opens and increase resistance [4, 46–48].

– Coefficient of thermal expansion (CTE) mismatch between TSV metal (e.g., cop-
per) and substrate may lead to TSV cracks and sidewall delamination. Both lead
to increased path resistance [47–51].

– Pinch-off of TSVs during plating could lead to increased TSV resistance or par-
tial opens [46].

– Missing contacts between TSVs and transistors or metal layers cause opens [46,
52].

– A misalignment of TSVs and µ-bumps increase the resistance and cause (partial)
opens [46–48].

– Crosstalk between different TSVs [48, 53].
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– Damage in underlying BEOL [54].

– Weak bonding due to buckled thinned Si chip [54].

– Variation in TSV heights may cause tin to be squeezed out from µ-bump causing
shorts between µ-bumps [54, 55].

– Electromigration causes voids and cracks in the joints, resulting in higher resis-
tive µ-bumps, or opens [56].

– Cracks in µ-bumps may be formed due to a CTE mismatch between copper,
silicon, and silicon-oxide [46].

In order for 3D-SICs to be commercially viable, a high-yield manufacturing process
is required. To achieve that, defects must be repaired or tolerated as 3D technology
is currently in its infant stage. For example, several research publications already
analyzed the impact of TSV redundancy schemes [57–59] to increase the TSV inter-
connect yield. In addition to a satisfactory yield, testing is required to keep defective
ICs out from the market; this topic is described next.

• Test: Testing is one of the biggest challenges of 3D-SICs due to its number of po-
tential test moments. Figure 1.13(a) shows the conventional 2D test flow for planar
wafers [55, 60]; it consists of two test moments: a wafer test prior to packaging and a
final test after packaging. 2.5D/3D-SICs, however, provide additional test moments.
In general, four test phases can be distinguished for a 3D-SICs consisting of n dies
as depicted in Figure 1.13(b): (1) n pre-bond wafer tests, (2) n-2 mid-bond tests, (3)
one post-bond test prior packaging and (4) one final test; resulting into 2·n test mo-
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ments [4].

The test challenge can be sub-divided into two main categories: (i) test access and (ii)
test flow optimization.

– Test Access: The test access can be divided further into two subcategories: ex-
ternal and internal access (or DfT architecture). As non-bottom wafers are not
designed with external I/O pins, pre-bond testing of such wafers comes with ex-
tra challenges. One option to access these wafers is by using dedicated test pads.
The main disadvantages of these pads are their area overhead and undesired load
capacitance in the final stack. Efforts are taking place to perform direct probing
on the micro-bumps [61] which makes the probe pads superfluous. However,
manufacturing a fine pitch probe card is challenging. Probing dies that are al-
ready thinned may lead to serious IC damage [62]. Testing the non-bottom dies
in the other phases, i.e., during mid-bond, post-bond or the final phase requires
proper DfT in the stack to forward test data to the specific die under test. Note
that only the bottom die has external I/O pins. IEEE P1838 [63] is currently a
DfT standard in development for digital stacked ICs; it is based on the presence
of boundary scan cells in all dies.

– Test Flow Optimization: Test flow optimization can also be divided into two
subcategories: test content and test order. Each test covers a set of faults (which
are higher abstract presentations of defects). Generating test patterns for each
die in the stack may follow a similar flow as used in traditional 2D. However,
new type of defects may arise. For example, the mechanical stress induced by
TSVs might impact (negatively or positively) the transistor speed [64]. Thinning
of dies leads to shifts in transistor I − V , impacting both speed and power [65].
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In addition, the new introduced components, the TSVs, should be tested. At-
speed interconnect testing (for TSVs and micro-bumps) is challenging due to
low latency interconnects.
Once the content is defined, the order in which interconnects (e.g., interconnect,
die) and dies are tested might impact the overall cost. Testing first for defects that
are likely to occur reduces average test time. Early testing might prevent further
assembly costs such as the stacking of good dies on defective partial stacks, but
may also impact the overall cost negatively. The total number of test moments,
equal to twice the number of dies in the stack [4], further complicates finding
optimal test flows.

• Supply Chain: There are some complex logistic issues that need to be solved for 3D-
SIC. For example, responsibility should be taken for yield and inventory risk during
the 3D manufacturing process. More precisely, responsibility should be taken for
TSV manufacturing, FEOL, BEOL, thinning and bonding, testing (during the different
phases), and packaging [66]. Other concerns may be delays between suppliers and
transportation of (thinned) non-packaged wafers, as they may affect the yield.

1.3 Research Topics

The research that is carried out in this thesis can be divided mainly into three parts.

1. Yield improvement techniques.

2. Cost modeling, mainly focusing on test cost optimization.

3. Interconnect testing and diagnosis for memory stacked on logic.

Yield Improvement

As yield is one of the major concerns for 3D-SICs, yield improvement techniques should be
developed from transistor level up to application level. In this dissertation, we focus on yield
improvement in W2W stacking as the yield drops quickly with the increasing number of
dies. This is a direct consequence of stacking good dies on bad dies and vice versa. Methods
to improve this yield are required. Hence, efficient wafer matching algorithms are needed to
maximize the compound yield.

Another interesting research topic is repair for yield improvement. Due to their regular
structure, 3D stacked memories are good candidates for such schemes. In 2D memory, each
die comes with its own redundant cells typically realized by spare rows and/or columns. In
3D memory, in addition to 2D repair, repair schemes of defective memory cells could utilize
the third dimension. This gives defective cells more room for repair and therefore could
improve the compound yield.
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Cost Modeling

Each 3D-SIC must be tested as a consequence of many high-precision defect-prone steps.
Testing identifies the defective chips and guarantees the end-of-line product quality. There
are many possible test moments in the 3D manufacturing flow (see Figure 1.13); they are:
pre-bond, mid-bond, post-bond, and final testing. Despite the cost of each test, it may filter
defective components in an early stage, which prevents down-stream costs. In particular,
each applied test has a particular value as it could (a) prevent faulty dies from entering good
stacks (pre-bond test), (b) prevent stacking of good dies on faulty partial stacks (mid-bond
test), (c) prevent packaging costs (post-bond test), and (d) prevent the shipment of defective
parts to customers (final test).

Test flows, which consists of tests applied at some or all test moments, needs to be optimized
based on yield and cost parameters of individual products; this is a complex optimization
problem due to the various test moments. Once the test flow is determined, proper DfT must
be added to the chip at design time. For example, this can be Memory Built-in Self Tests
(MBISTs), Boundary Scan, scan chains, etc. This demands a sophisticated tool that is able
to evaluate the trade-offs between test cost and test value of all possible test flows, during
the early design stage.

Interconnect Test and Diagnosis

One of the challenges related to interconnect testing is to perform at-speed post-bond in-
terconnect testing. Prior research publications focused on testing these interconnects using
boundary scan. However, at this stage they typically fail to address dynamic faults and at-
speed testing. Testing TSV interconnects between the two dies is challenging, as the dies in
the stack might come from different manufacturers, which is typically the case for DRAM
stacked on logic. In addition, memory vendors have not always been in favor of integrating
IEEE 1149.1 on their devices [67].

1.4 Contributions

The contributions of this dissertation are directly related to the research topics presented in
the previous section.

1.4.1 Yield Improvement

Several methods are deployed to boost the compound yield. We focus on the following
methods: (i) wafer matching [68, 69], (ii) layer redundancy [38, 70], and (iii) inter-layer
redundancy [71]. The first method, wafer matching, is applicable in the case where entire
wafers are stacked using W2W bonding. By using wafer maps with faulty die locations, suit-
able wafer pairs can be selected for stacking to obtain higher compound yield as compared
to blind stacking. Wafer matching does not come for free as it requires pre-bond testing.
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Proper cost-trade off analysis are performed that show the added value of wafer matching,
i.e., lower 3D-SIC cost. The second and third methods focus in particular on memories and
utilize the third dimension to increase the compound yield. Both methods apply repair on
different granularities. Layer redundancy focuses on the repair at the die level where com-
plete faulty dies are replaced. However, inter-layer redundancy focuses on repair schemes
within the memory array where spares can be accessed on neighbor dies. Both yield repair
schemes are presented, analyzed and evaluated.

1.4.2 Cost Modeling

We present the tool 3D-COSTAR that is able to perform adequate cost prediction at the early
design stage. To our knowledge, we are the first to introduce such a tool that is able to
incorporate all test moments of the production cycle. 3D-COSTAR is able to evaluate test
flows for 3D-SIC; the tool considers all costs involved in the 3D-SIC production (including
design, manufacturing, testing, packaging and logistics) and attributes the cost to end-of-
line passing products [72–76]. It is aware of the stack build-up (2.5D, 3D, multiple towers),
stacking orientation (face-to-face, back-to-face, or face-to-back), and stacking process (die-
to-die, die-to-wafer, or wafer-to-wafer). The tool allows us to evaluate several interesting
case studies; some of them are listed next.

1. Trade-off between test quality and area overhead for passive interposers in 2.5D-
SICs [77]. Interposers do not contain active logic and therefore, are difficult to test.
To facilitate pre-bond testing, additional DfT structures must be embedded into the
design. However, this impacts both the yield and die size.

2. Impact of the post-bond test quality for a given packaging cost [78]. The post-bond
test is the last test opportunity for testing before the 3D-SIC is packaged.

3. Impact of the stacking order [79]. Changing the stacking order impacts the overall
3D-SIC cost in case mid-bond testing is performed.

4. Cost trade-off between testing by means of dedicated pads versus micro-bump prob-
ing [77]. Dedicated test pads increase the area (on non-bottom dies), while probing on
micro-bumps requires fine-pitch low-force probe cards.

5. Analysis of (test) cost versus product quality (expressed in number of test escapes) [60].

1.4.3 Interconnect Testing

We present a methodology to test interconnects in memories-stacked-on-logic without the
need for additional DfT [80, 81]. The assumption made here is that the logic die contains a
memory controller or CPU such that TSV interconnects are tested by performing appropriate
write and read instructions. These instructions function as test patterns that target specific
faults. As defects in TSV are primarily timing related (see Section 1.2.2), it is required that
dynamic faults have to be covered by the test. We have developed several test sets to detect
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all targeted faults both for address and data line TSVs. Control lines have been assumed to be
tested implicitly. In addition to testing, also diagnosis algorithms have been presented [82].
These algorithms are able to identify both the fault location and fault type of all targeted
faults. We compared our proposed method with general interconnect DfT schemes such as
IEEE 1581 and IEEE 1149.1, but also with dedicated Built-in-Self-Test (BIST) architectures.

1.5 Thesis Organization

The remainder structure of this dissertation is organized as follows.

Chapter 2 discusses the contributions of this dissertation with respect to yield improvement.
It presents the proposed yield improvements techniques by describing their working princi-
ples. In addition, it summarizes the state-of-the-art in this field and presents our contribu-
tions. The publications accompanying this chapter can be found in Appendix A.

Chapter 3 discusses the contributions of this dissertation with respect to cost modeling. We
first argue the need for such a tool followed by previous work in this area. Shortcomings
clearly show the uniqueness of our tool. The publications accompanying this chapter can be
found in Appendix B.

Chapter 4 presents our test and diagnosis approach for interconnects in memories stacked on
logic. It first explains the need for such an approach and presents after that our contributions
with respect to the start-of-the-art. The publications accompanying this chapter can be found
in Appendix C.

Finally, the conclusions and future work are presented in Chapter 5.
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2.1 Introduction

The compound yield of 3D SICs is one of the major challenges as the technology still needs
to mature, especially for wafer-to-wafer (W2W) stacked ICs. W2W has several advantages
over die-to-wafer (D2W) and die-to-die (D2D) stacking such as a high stacking throughput
and the ability to handle thin wafers and small dies. However, it suffers from low compound
yield as the stacking of good dies on bad dies and vice versa cannot be prevented. Several
methods can deployed to boost this compound yield. In this chapter, the focus is on three of
those methods: (i) wafer matching, (ii) layer redundancy and (iii) inter-layer redundancy.

The first method, wafer matching, can be generally practiced on all kind of wafers. In wafer
matching, a software algorithm keeps track and matches wafer maps; each wafer map con-
tains faulty die locations of a particular wafer. The algorithm matches wafers based on the
similarity of fault maps. This increases the compound yield over randomly stacked wafers.

The other methods, layer redundancy and inter-layer redundancy, are applied in this work
only to 3D memory. Nevertheless, they can be applied to any type of 3D-SIC. Traditionally,
the memory yield improvement in 2D chips is realized by using spare rows and/or columns
to repair defective ones. 3D stacked memories allow the exploration of new repair schemes
that take advantage of the vertical dimension. In layer redundancy, repair takes place at
the wafer level; additional redundant layer(s) are stacked to replace the faulty irreparable
memory dies in the stack. In inter-layer redundancy, a non-repairable layer (i.e., the number
of defective rows and/or columns is more than the available number of spares), borrows
additional spares from the neighboring layers. A drawback of this approach, when compared
to layer redundancy, is the additional required number of TSVs and the routing complexity
to mutually share and access the spare resources among the layers in the stack. Nevertheless,
it provides a more effective repair capability.

2.2 Main Contributions

This section describes the state-of-the-art and main contributions of the introduced yield
improvement techniques.

2.2.1 Wafer Matching

The compound yield can be improved by wafer matching, initially introduced by Smith et
al. [27]. In [83], Ferri et al. used wafer matching to increase the parametric yield of a two
layered D2W stacked 3D-SIC. Only functional dies are considered in this case to produce an
optimal binning; i.e., maximize the fastest speed bins and minimize the slowest ones. Wafer
matching is then used to combine and improve the 3D parametric yield by including the pro-
cess variation of both layers in a D2W stacking approach. The authors were able to increase
the number of 3D-SICs in the fastest speed bins as well as simultaneously reducing the num-
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ber of slow 3D-SICs. More elaborated studies of wafer matching regarding the functional
yield are presented in [84, 85], e.g., by considering different die yields, stack and repository
sizes, etc. In [86] the author presents wafer rotation; each wafer can be rotated with pre-
defined angles before stacking. However, this imposes restrictions on the die orientations.
Rotating wafers gives more freedom in stacking and therefore increases the compound yield.
In [87,88] the same author presents a model that also considers radial defect clustering; these
publications show that the compound yield is higher than the case where wafers are consid-
ered to have a random defect distribution.

All the related previous work considered static repositories (i.e., the repositories are not
replenished unless they are empty) and used a single wafer matching criterion (matching of
the good dies from the bottom layer with the good dies from the top layer). However, the
matching could also be based on faulty dies instead of good dies. Our contributions [68, 69]
are summarized as follows.

• The introduction of the concepts matching process, matching criterion, and matching
scenario. The matching process defines how the repositories are traversed and how
many wafers are selected from each repository visit at a time. The matching criterion
specifies whether the matching of good or bad dies are maximized or whether the
mismatch of good and bad dies are minimized. The matching scenario is defined by
its matching process, matching criterion, and whether or not wafer rotation is applied,
and its repository type (i.e., static or running repositories). Note that the matching
process mainly determines the time and memory complexity of the matching scenario.

• The impact of several matching processes and matching criteria on the compound
yield of 3D-SICs have been analyzed for running repositories. In running repositories,
wafers are immediately replenished after matching.

• The optimal matching scenario for running repositories strongly depends on the yield
of the stacked dies. We have created a Best Pair scenario that adaptively selects the
optimal matching criterion based on given yields.

• Several comparisons are performed between static and running repositories using dif-
ferent matching processes both with and without wafer rotation.

• A new framework is constructed that covers all matching processes and wafer match-
ing criteria for both static and running repositories. The framework does not only
allow us to map prior work on it, but it also shows the space of uncovered matching
scenarios.

2.2.2 Layer Redundancy

With respect to layer redundancy, the following contributions are made [38, 70].
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• A classification of 3D memories and 3D memory redundancy repair schemes is pro-
vided. The partitioning of memories across multiple device layers can take place at
different granularity resulting in different architectures. Our 3D memory classification
shows the advantages and disadvantages of each partitioning scheme. The redundancy
schemes for 3D stacked memories can be classified into three groups, i.e., intra-layer,
inter-layer and layer redundancy. Intra-layer redundancy accesses uses local spares
only (located on the same die), inter-layer redundancy may access spares on neighbor
dies, and in layer redundancy faulty dies are completely replaced by spare dies.

• An analytical model is presented that formulates the compound yield improvement by
using layer redundancy. This model takes into corporation the yields of the pre-bond
dies, the die yield of the stacking operations, and the interconnect yield.

• A comparison of 3D W2W stacked memories with and without layer redundancy is
presented in terms of yield and overall cost. The question rises whether it is cost-wise
justified to increase the yield by adding more redundant layers. Therefore, the yield
comparison is expanded to a cost comparison in which both yield and manufacturing
cost are included. The results show huge yield and cost benefits.

• A memory layer replacement circuit that maps the addresses of faulty memory layer(s)
to the spare layer(s) is developed. This circuit converts these addresses at run-time
with a minimum timing penalty.

• In addition to the above, we have investigated the merged effect of applying simulta-
neously wafer matching and layer redundancy. First, a comparison is made between
layer redundancy and wafer matching. Thereafter, both methods are merged into a
single combined technique. The results typically show that layer redundancy outper-
forms wafer matching both from yield and cost viewpoint. When both methods are
merged, further yield and cost improvements are obtained.

2.2.3 Inter-Layer Redundancy

Several authors presented inter-die memory repair as a means to increase the compound
memory yield [16, 39, 89–92]. All these publications focused primarily on yield benefits
typically evaluated through fault injection simulation. However, the obtained yield improve-
ments form a theoretical upper bound and the challenges of actual silicon implementations
have been simply overlooked; examples are the impact on area, layout and latency. Proper
infrastructure must be embedded in the 3D memory to allow spares to be shared vertically
in the stack. Our contributions are as follows [71].

• An overview of possible spare access scenarios in a 3D memory cube based on spare
providers and spare consumers is provided. The spare providers have available spare
resources and the spare consumers make use of externally available spares of the
neighbor dies. Each provider-consumer pair satisfies one of three possible scenario’s
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[71]: (i) Idle provider - the two stacked arrays of the provider and consumer are part of
different banks that are never concurrently accessed; (ii) Busy provider with different
access pattern - the two arrays are part of different banks that are concurrently ac-
cessed with independent addresses (e.g., by having multiple memory ports); (iii) Busy
provider with same access pattern - the two arrays are part of the same interleaved
bank; therefore, they have the same address.

• Several implementation schemes are provided both for inter-die row and column re-
pair with detailed circuit infrastructure. Advantages, disadvantages of the impact on
memory area and latency are evaluated for each scheme. The results suggest that cur-
rent state-of-the-art TSV dimensions make inter-die column repair schemes feasible at
the expense of reasonable area overhead. However, most row-repair memory config-
urations require TSV dimensions to scale down at least with one order of magnitude
for practical implementations.

• We performed theoretical analysis of the implications of the proposed 3D repair schemes
on the memory access time.

2.3 Evaluation

Our results and analysis show that the compound yield can be improved by using wafer
matching with running repositories which have a lower time and memory complexity. Com-
pared to the state-of-the-art, running repositories outperform static repositories irrespective
of the design and manufacturing parameter values (e.g. stack size, die yield), and by using a
relative less complex matching process. The best matching criterion to be used for highest
compound yield improvement is strongly stack size and die yield dependent; hence, using
adaptive matching criterion selection is the optimal solution.

In addition, it is worth to mention several interesting aspects related to wafer matching.

• The absolute compound yield of W2W stacked 3D-SICs is typically low. Therefore,
the applied redundancy schemes presented in this chapter impact the compound yield
and reduce the cost significantly. Nevertheless, the absolute yield remains low. Hence,
W2W stacking should be considered only out of necessity (like stacking small dies),
or when the die yield is high.

• The down-side of the matching process in [85] for static repositories is the forcing of
stacking bad wafers when the repositories become emptier. The authors presented a
scenario with a greedy matching process; each time the two wafers with the highest
yields are selected out of the repositories for stacking. Hence, bad wafers remain in the
repositories till the end. To counteract this problem, we have proposed running repos-
itories in which wafers in the repositories are directly replaced after being selected for
stacking. This approach does not increase the run-time and memory-complexity of the
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algorithm and more importantly, the proposed matching is performed each time using
full repositories. However, the authors of [84] presented an optimal algorithm for
static repositories based on interlinear programming, which quickly runs out of mem-
ory and its execution time is a major bottleneck even for limited number of stacked
dies and reasonable repositories sizes.

• In [87] the author introduced wafer rotation where wafers can rotate with angles of 90,
180 or 270 degrees. Obviously, wafer mask designers have to take this into consider-
ation in order to make it feasible, although it may impact the die yield. In addition,
stacking equipment need to be modified to support the rotation of wafers. Therefore,
rotating is an interesting concept but practically hard, if not impossible, to realize.
Moreover, the additional yield benefit due to wafer rotation is marginal [69]. In [93],
the authors generalize this concept further by cutting wafers into segments prior to
stacking; this leads to a stacking approach between D2D and D2W stacking. This
is even more complex to realize as it is very demanding in terms of processing and
equipment.

• The impact of wafer matching reduces when the radial clustering defect is considered;
the yield benefits in wafer matching are due to random defects. In case the wafers to be
stacked are from the same manufacturing line, higher compounds yields are expected
as both wafers will most probably suffer from the same systematic defect distribution
(e.g., defects at the edge of the wafers); hence, wafer matching is less effective in
such cases. In case wafers are coming from different manufacturing lines (e.g., in
DRAM stacked on logic), lower compounds yields are expected when the location of
the systematic defects on both wafers differs.

• Running repositories may also have practical implementations. One of its concerns
is a polluted repository in which bad wafers would remain for a long period in the
repository, thereby reducing the effective repository size. Proper filters that force such
wafers to be removed from the repository could become necessary. In addition, pre-
filters could be set in place to prevent wafers with a very low yield from entering the
repository; these wafers need to be processed separately. In particular, the process of
replenishing wafers needs attention. One implementation is to consider a secondary
repository in which wafers are only used to replace selected wafers from the main
repository.

Layer redundancy improves the yield and reduces the cost significantly as the absolute com-
pound yield is low. In inter-layer redundancy, the repair occurs on a much finer granularity
(therefore, it is area-wise more effective) and its theoretical yield improvements are even
better [16, 39, 89–92]. However, layer redundancy is from a practical point easier to imple-
ment. Our preliminary conclusion for inter-layer redundancy shows that only inter-die col-
umn redundancy is feasible with current TSV sizes. In addition, more research is required
to conclude its practicality. For example, accurate timing analysis need to be performed for
a memory layout which includes the redundancy repair logic, the required TSVs to access
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the spare cells, and their KOZ. This is important as the timing is very critical in memo-
ries [37]. In addition, more research is required for low-cost inter-layer repair schemes for
stacks containing more than two dies.
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Cost Modeling
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3.1 Introduction

ICs are manufactured in highly specialized fabs following a long sequence of defect-prone
steps [94]. This makes testing an unavoidable expense as it must identify deficient ICs and
prevent them from being shipped to customers. In return, testing adds value as it reduces
the number of test escapes which satisfies the customers [95]. In particular markets, such
as the automotive, medical, and aerospace industry, extremely low test escape rates are de-
manded [96]. Therefore, testing is subjected to cost versus quality trade-offs [97].

Defining optimal test strategies for 3D-SICs is more challenging as compared to planar ICs
due to the significant increase in number of test moments. A planar IC has typically only
two test moments; a wafer test prior to packaging and a final test after packaging [98]. The
wafer test is cost-effective when the cost of faulty packaged ICs would exceed the test cost.
The final test is used to guarantee the final quality of the packaged chips. However, 3D-SICs
have many test moments denoted by a pre-bond, mid-bond, post-bond and final test. Pre-
bond tests may prevent defective dies from entering the stack, while mid-bond (for partial
stacks) and post-bond tests (for the complete stack prior to packaging) are used to verify the
dies and interconnects after stacking. In addition, the post-bond test prevents faulty 3D-SICs
from being packaged. The final test, applied after packaging, can be used to satisfy the prod-
uct quality.

Testing dies in all the test phases might lead to test overhead. Therefore, careful analysis
must identify in which stage to test. Whether or not to perform a particular test depends pri-
marily on the yield. Even Known Good Dies (KGD) obtained through the pre-bond test are
not guaranteed to survive the stacking processing; new defects from the stacking process are
unavoidable. Typical sources of failures during stacking include thinning, bonding, as well
as TSV failures such as misalignments and opens [62]. Depending on the quality or yield of
such a stacking process, retesting of dies in the stack might be cost-wise favorable. If it is
known beforehand that a particular stack is malfunctioning, additional silicon, stacking, and
bonding costs can be prevented for the successive dies that have to be stacked. Therefore,
early testing may prevent further down-stream processing costs.

Figure 3.1 shows the typical IC production cycle. There is a design, manufacturing, test,
and packaging phase prior to the shipment to the customer. The customer demands products
that work during the prescribed life time. This puts certain constraints on the quality of the
test. The challenge is to single out proper test flows, i.e., to find out in which test phase
to apply tests and to define what exactly to test for. This strongly depends on inputs from
design, manufacturing and packaging as well. After the test flow is determined, proper
DfT must be added to the chip to support the desired fault coverage, for example by using
Memory Built-in Self Tests (MBISTs), Boundary Scan, scan chains etc. This DfT has to be
inserted in the netlist at design time. Therefore, a sophisticated cost model must be developed
that incorporates not only the test phases (pre-, mid-, post-bond and final testing), but also
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manages cost inputs from other classes such as design, manufacturing, etc. In addition, it
should be able to estimate the total 3D-SIC cost and its product quality.

Figure 3.1: From design to 3D-SIC.

3.2 Main Contributions

Several cost models have been published in the 2.5D and 3D area. Most of them have fo-
cused on cost modeling for 3D manufacturing [99,100], stacking and integration [101–106],
TSV count and die area [107, 108]. However, limited work is published on test cost model-
ing and its impact on the overall chip quality and cost. In [109], the authors proposed a cost
model that emphasizes on manufacturing and test cost; the authors investigated the impact of
Die-to-Wafer (D2W) and Wafer-to-Wafer (W2W) stacking on overall cost and determined
the lower bound of the yield of the final package level test given the number of stacked dies
and the final yield. In [110], the author propose heuristics to find cost-wise optimal test flows
that include mid-bond testing. They consider only manufacturing and test cost.

The state-of-the art described above shows that none of the published cost models incor-
porated the impact of partial stack tests while considering costs over the whole production
chain. In addition, none of them is able to estimate the product quality. Our contribu-
tions [60, 72–79] address most of these shortcomings and are summarized next:

• Classification of test flows.
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A systematic classification of test flows. The classification is based on the performed
tests (i.e., no test, die test only or die and interconnect tests) during pre-bond, mid-
bond, post-bond and final testing. For W2W stacking, mid-bond testing has not been
considered as it presumably impacts the cost negatively; wafers have to be stacked on
top of each other.

• Cost model for 2.5D-, 3D-SIC and 5.5D-SIC with its software implementation.

We present 3D-COSTAR, a tool that considers the costs of the whole 2.5D/3D-SIC
chain, including design, manufacturing, test, packaging and logistics and provides the
estimated overall cost for 2.5D/3D-SICs for the end-of-line passing products, and the
cost breakdown for a given input parameter set, e.g., test flows, die yield and stack
yield. In addition, it estimates the number of test escapes measured in DPPM. Hereby,
we used different fitting functions for yield, fault coverage and test escapes. The
modularity of the tool supports any test flow for any of the 3D technologies (2.5D-
SIC, 3D-SIC, or multiple tower).

• Analysis of several 2.5D- and 3D-SIC test flows using 3D-COSTAR.

For D2W stacking, several case studies are evaluated for different 2.5D-SIC test cost
optimization problems. Examples of such case studies show that for given parameters:
(a) pre-bond testing of the passive silicon interposer is important for overall 2.5D-SIC
cost reduction; the higher the fault coverage, the lower the overall cost, (b) using
micro-bump probing results in much lower overall cost as compared to probe-pads,
and (c) mid-bond testing can be avoided for high stacking yield.

As mid-bond testing increases the amount of wafer transport, we investigate the impact
of logistics as well. Two logistics models are compared. In the first model, referred
to as the extensive model, non-zero values are assumed for wafer transports between
all companies. Here, each company performs a certain step such as wafer manufac-
turing, pre-bond test, etc. For the second model, a reduced logistics model is assumed
in which the manufacturing and pre-bond tests are performed by the wafer fab, and
the remaining activities (such as, stacking, mid-, post-bond bond and final tests and
packaging) by the outsourced semiconductor assembly and test (OSAT). The results
show for the most relevant test flows that, as long as the transport cost per single wafer
is low, the overall impact of the logistics is for both logistic models minor.

Many test flows have been investigated for 3D-SICs based on variable fault coverages
during the different test phases. The results show that choosing an appropriate test
flow the overall 3D-SIC cost can reduce the overall cost up to 20% for a five-layer
3D-SIC with die yields of 90%.

For W2W stacking, analysis are performed for all the test flows in the classification
framework. Objective here was to maximize the compound yield and minimize overall
cost. The results show that the pre-bond testing has the most impact on cost. The
benefit of the pre-bond test is that wafer matching can be applied. In most of the cases,
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this proved to be beneficial except for certain conditions such as high die yields. In
the post-bond test phase, primarily interconnect tests are of relevance. In the final test,
we assumed full tests for dies and interconnects to guarantee the final product quality.

• Out-of-order stacking to reduce cost.

In-order stacking restricts the stacking of the dies in a bottom-up sequential order,
while out-of-order stacking poses no restrictions as long as the stacking order is re-
alistic. The comparison and the analysis of the two stacking approaches have been
performed while varying several parameters; these parameters include different stack
sizes, die yields, stack yields for all the different test flows. The results show that
out-of-order stacking results in equal or lower overall cost as compared to in-order
stacking; this is because testing during out-of-order stacking reduces the number of
wasted faulty dies (or partial stacks). This cost reduction depends on the selected test
flow. The reduction becomes more significant as the stack size increases or when the
stacking yield decreases.

3.3 Evaluation

3D-COSTAR has been presented as a tool to evaluate test flows for D2D and D2W stacking.
The tool is able to evaluate all test flows and attributes the costs only to the end-of-line pass-
ing products and reports the estimated test escape rate and cost break down.

From our W2W cost model, we conclude that pre-bond testing impacts the cost the most as
it enables wafer matching. In the post-bond test, typically only interconnect testing pays off.
Therefore, designers must consider to integrate DfT that allows these tests to be performed
during pre-bond and post-bond testing. From our D2W cost model, we conclude that pre-
bond testing is extremely important as it impacts the overall cost significantly. Testing on
the other moments, is heavily dependent on the inputs such as test cost, packaging cost,
packaging yield, logistics cost etc. We encourage designers to evaluate test flows at the early
stage of the design in order to conclude which test infrastructure is required; this to satisfy
the product quality and cost.

At its current implementation, 3D-COSTAR does not include solutions to search for optimal
test flows. In [110], the authors present a heuristic to find such test flows. However, they
assume fixed inputs for test cost and fault coverage in case a test is applied. New heuris-
tics must be proposed that do not put such constraints on the input fault coverage and its
associated test cost. The objective is to find (sub-)optimal input values for the test class for
given design, manufacturing, packaging, and logistics inputs that minimize the overall 3D-
SIC cost, while the test inputs satisfy the product quality. This is a complex problem as for
each test moment, the test content (fault coverage and test cost included) and test order must
be defined.
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Furthermore, depending on the number of companies that are involved in the manufactur-
ing of 3D-SICS, different constraints can be applied to the pre-bond wafer test quality [55].
Wafers that are manufactured by a company different from the stacking one often require
a high quality pre-bond wafer test (KGD test). The pre-bond test quality is subject to opti-
mization in case both wafer manufacturing and stacking are performed by the same company.
Faulty undetected dies that escape the pre-bond test can be detected in a later stadium, e.g.,
in the final test. Similarly, a high quality pre-packaging test (Known Good Stacks test) can
be applicable if the packaging is performed by another company.

In the previous chapter, we already concluded that the compound yield in W2W stacked
3D-SICs is typically low. This results in a higher cost for the end-of-line passing products in
W2W stacking as compared to D2D/D2W stacking.
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4.1 Introduction

The previous chapter focused on test flows and cost modeling for 3D-SIC. In this chapter,
the focus shifts towards the required DfT for 3D-SICs. Several DfT techniques have been
developed to test planar ICs, such as scan chain insertion, MBIST, and boundary scan [111].
Many of these techniques can be reused for 3D-SICs to test individual layers. However, spe-
cific DfT must be added to route data vertically through the stack and/or deal with defects
related to 3D stacking and bonding [112].

One of the main applications that utilizes the mentioned benefits of 3D-SICs is the stack-
ing of memory (DRAM) on logic (CPU). After stacking, a post-bond interconnect test is
required to test interconnects (TSVs + micro-bumps) between the memory and logic dies.
This is not straightforward as (1) stacked dies may come from different providers that want
to keep their IPs confidential, (2) memory providers have been in the past reluctant to in-
tegrate DfT such as IEEE 1149.1 for interconnect testing, and (3) even with DfT support,
obtaining high coverage for dynamic faults is still challenging.

Several interconnect test strategies are under development. IEEE P1838 [63] is standardiz-
ing DfT for general stacked ICs; it is based on the presence of Boundary Scan cells in all
dies. Lewis and Lee [113] considered pre-bond die testing in order to obtain a satisfactory
compound yield. The authors proposed an approach with scan islands based on the IEEE
1149.1 [114] and IEEE 1500 [115]. Marinissen et al. [112] addressed many limitations of
previous work by proposing a structured and scalable test access architecture using Test-
Turns and TestElevators to route test data through the stack, for pre-, mid- and post-bond
tests. The architecture is further extended to support Multiple Tower (MT) stacking [116]
and 21

2 -D stacking [117, 118]. Wide I/O [119, 120] also supports interconnect testing using
Boundary Scan. However, (DRAM) memory vendors are not always in favor of integrating
IEEE 1149.1 on their devices [67]. Other approaches such as IEEE 1581 [67], originally for
2D ICs, can be extended in the third dimension. In test mode, the memory is bypassed and
interconnects are tested by creating a direct logic function between the inputs and outputs of
the memory. IEEE 1581 prefers the accompanying logic chip to be IEEE 1149.1 compliant,
i.e., the test infrastructure on the memory chip can function with a logic chip that supports
IEEE 1149.1. This approach, referred by us as Test Logic (TL) based interconnect testing,
also requires additional DfT test logic on the memory die. The test logic consists typically
of several XOR gates and a test mode activation circuit. This standard can be mapped to 3D-
SICs by having the bottom logic die IEEE 1149.1 compliant and the test logic residing on
the top memory dies. On top of the undesired DfT on the memory die, both the BS and TL
based test methods are unable to apply at speed tests which are required to target dynamic
faults. Testing for dynamic faults is crucial, as 3D interconnects are expected to suffer from
speed and timing-related faults [4, 46, 48, 53, 121, 122].

In addition to lack of standards, limited dedicated test solutions with at-speed testing ca-
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pability for TSV faults have been published. In [123, 124], authors present hardware BIST
approaches to test the TSV interconnects using the Maximum Aggressor Fault (MAF) model.
Both methods apply fixed test patterns and have an DfT area overhead; this overhead is ap-
proximately 7% for [124] and 9.8% for [123] for 15 µm TSV diameters in 90 nm technology.
In [125], the authors test the memory interconnects using the embedded CPU. They target
crosstalk faults in planar dies. However, the authors did not address diagnosis. Moreover,
the layout of a TSV array in 3D-SICs differs from wire connections in planar ICs.

4.2 Main Contributions

Our contributions with regards to interconnect testing are:

• A framework of interconnect test approaches such as BS and TL for memories stacked
on logic. The benefits and drawbacks of each possible solution is extensively discussed
for stacked memories both with and without MBISTs, placed on the memory dies or
on a separate logic die. The location of the MBIST on the stack impacts the test flow
as it may or may not support pre-bond testing. Thereafter, we discuss how they affect
quality and memory repair. For interconnect tests, the three test approaches (Boundary
Scan, TL and MBIT) are explored.

• A Memory Based Interconnect Test (MBIT) methodology to test interconnects be-
tween memory and logic dies by performing read and write operations from the logic
die to the memory dies. The logic die must contain a processor that can execute some
basic instructions. We first provide a classification of interconnect defects and com-
piled them into fault models. In addition, we develop the test pattern generation for
these faults and used the proposed MBIST to implement them. In addition, several
algorithms are presented to perform maximum fault diagnosis (i.e., both fault loca-
tion and type are diagnosed) without the need for additional DfT as it reuses existing
components in the stack. The proposed MBIT supports at-speed testing and detects all
static and dynamic faults. Moreover, it is very flexible in altering test patterns simply
by modifying software instructions and has a extreme short test execution time. We
verify and analyze the test time of our test patterns using a MIPS64 simulator. We
compare the MBIT approach with previous hardwired BISTs [123, 124], Boundary
Scan, and TL. MBIT results in zero area overhead and allows flexible patterns to be
applied, in contrast to the hardwired approaches. The required test time is lower than
traditional based solutions such as Boundary Scan, but is slower than the hardwired
BIST solutions. However, BIST solutions have a large area overhead and cannot apply
flexible patterns.



36 CHAPTER 4. Interconnect Testing and Diagnosis

4.3 Evaluation

In this chapter, we have demonstrated the feasibility of testing and diagnose interconnects
for memories stacked on DRAM. The read and write patterns are assumed to be executed
from a processor that is embedded in the logic die. Besides processors, also ROMs can be
used on the logic die to execute the developed patterns. However, it requires a small control
circuit that is responsible for loading these patterns from the ROM, apply them to the mem-
ory, and subsequently evaluate the memory responses.

In our current algorithms, we assumed the control signals to be tested implicitly. This may
not be applicable for complex memories such as DRAMs as they have sophisticated control
signals such as a burst read. The testability of the control signals for such memories needs
to be researched additionally. A loss in fault coverage may be unavoidable.

A requirement to perform post-bond interconnect diagnosis is to have both the memory and
logic die fault-free. For example, both dies can be tested already during a pre-bond test. In
case the memory contains defects, the diagnosis algorithms could report wrong results as
they are not able to distinguish between memory and interconnect faults.

The MBIT approach tests not only the TSV interconnects, but the end-to-end path from logic
to memory. It can detect all timing problems on these path. The methods that use boundary
scan only test the paths between the boundary scan cells of two dies, which might not be the
end-to-end path from logic to memory.



Chapter 5
Conclusion and Future Work

5.1 Summary

5.2 Future Research Directions

This chapter summarizes the overall achievements of this dissertation and highlights some
future research directions. Section 5.1 presents a summary of the main conclusions presented
in this dissertation. Section 5.2 provides the future research directions.
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5.1 Summary

Chapter 1, “Introduction”, briefly introduced 3D-Stacked ICs. It described the past and
future trends of 3D-stacked ICs and provided a 3D stacking classification. In addition, it
briefly explained the key manufacturing steps of manufacturing 3D-SICs. 3D-SICS have
many benefits over planar ICs. They may lead to improvements in cost, form factor, elec-
trical performance, functionality, repair capabilities and system reliability. However, several
challenges still exist in design, manufacturing yield, test, etc. This thesis focused on three of
such challenges; they are yield improvement, test cost modeling and interconnect testing.

Chapter 2, “Yield Improvement”, discussed several techniques to improve the compound
yield of 3D-SICs. The first method investigated various wafer matching scenarios. A frame-
work has been established that covers all different matching processes and wafer matching
criteria for both replenished and non-replenished wafer repositories. An adaptive matching
scenario has been created that provides the best solution at run-time for running reposito-
ries. It selects the best matching criterion as function of the yield. This adaptive approach
marginally outperforms yield-wise wafer matching scenarios based on static repositories, but
at a much lower memory and time complexity.

The second proposed method is layer redundancy. First, an analytical model is provided to
prove the added value of layer redundancy. Second, the impact of such a scheme on the man-
ufacturing cost is evaluated. Finally, these two parts are integrated together to analyze the
trade-off between yield improvement and its associated cost; the realized yield improvement
is also compared to yield gain obtained when using wafer matching. The results showed that
for a typical stack size layer redundancy realizes a significant yield improvement as com-
pared to wafer matching. Next, we combined both methods, i.e., wafer matching and layer
redundancy to obtain even better improvements.

Finally, analysis were made to perform inter-die row and column repair by evaluating area
overhead and delay. The analysis showed that current state-of-the-art TSV dimensions allow
inter-die column repair schemes at the expense of reasonable area overhead. For row repair,
however, most memory configurations require TSV dimensions to scale down at least with
one order of magnitude in order to make this approach a possible candidate for 3D memory
repair. In addition, the implications of the proposed 3D inter-die repair schemes on memory
access time were analyzed; the results indicate that no substantial delay overhead is expected.

Chapter 3, “Cost Modeling”, discussed mainly cost models for 3D-SICs. A framework
covering different test flows for 3D W2W ICs has been compiled. Test flows that include
pre-bond tests can benefit from wafer matching. Subsequently, a cost model for W2W is
used to evaluate and estimate the impact of test flows on the overall 3D-SIC cost.

Secondly, a cost model has been developed for D2D and D2W stacking referred to as 3D-
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COSTAR. The tool considers cost numbers for design, manufacturing, testing, packaging,
and logistics and attributes the cost to end-of-line passing product. In addition, it provides
the estimated overall cost for 2.5D/3D-SICs and its cost breakdown for a given input param-
eter set, e.g., test flows, die yield and stack yield. More important, 3D-COSTAR supports
cost versus product quality predictions at an early stage of the design. The tool is used to
evaluate several test optimization problems. Examples are (i) the impact of the fault cover-
age of the pre-bond silicon interposer test, (ii) the impact of pre-bond testing of active dies
using either dedicated probe-pads or micro-bumps, and (iii) the impact of mid-bond testing
and logistics on the overall cost.

Chapter 4, “Interconnect Testing and Diagnosis”, focused on interconnect testing for mem-
ory stacked on logic, which is one of the attractive 3D applications. System integrators have
to provide an appropriate test strategy for such applications. However, they have to deal with
black box IPs as IP providers usually refuse to share the IP content. Therefore, developing a
low cost and high quality test approaches, while taking these constraints into consideration,
is of great importance. A framework of interconnect test approaches for memories stacked
on logic have been presented looking further than the only proposed JTAG solutions. The
benefits and drawbacks of each possible solution is extensively discusses for stacked mem-
ories both with and without MBISTs, placed on the memory dies or on a separate logic
die. Furthermore, a new Memory Based Interconnect Test (MBIT) approach for 3D stacked
memories is proposed. MBIT can be used both for detection and diagnosis tests. Our test
patterns are applied by read and write instructions to the memory and are validated by a case
study where a 3D memory is assumed to be stacked on a MIPS64 processor.

5.2 Future Research Directions

Several recommendations are suggested to further research some aspects of topics addressed
in this dissertation. They are given next.

• Yield improvement

1. The matching framework shows us all possible matching scenarios. Several of
these matching scenarios have not been implemented yet. Analyzing the whole
framework gives a complete insight in the trade-offs between yield improvement
and the cost in time and memory complexity of the algorithms.

2. Several previous publications reported yield improvement schemes for inter-
layer redundancy. However, these provide only theoretical limits as physical
implementations were not considered. Actual yield improvements must be com-
puted for physical implementations. Moreover, some schemes may degrade the
performance; hence, the impact on the layout needs to be analyzed.

3. The yield improvements gained with layer-redundancy and inter-die redundancy
and their associated costs are not compared. In addition, the combination of the
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two schemes into a single hybrid scheme can be explored.

• Cost

1. The proposed cost models primarily focus on test. More extensive analysis of
other cost classes such as manufacturing and packaging might be considered to
answer other domain-specific questions like whether to manufacture 2.5D-SICs
based on glass or silicon interposers.

2. Currently, 3D-COSTAR assumes independent test inputs. However, in reality
DfT, fault coverage, and test cost are strongly correlated. Therefore, developing
an appropriate method based on real designs that correlates these inputs and
assign them to their associated cost is worth exploring.

3. 3D-COSTAR cannot recommend an optimal test flow as it only evaluates pro-
vided input. It needs additional heuristics to support this. These heuristics should
put constraints on important tests such as the pre-bond and final test.

4. The cost models can be used to evaluate more optimization problems. For ex-
ample, to perform cost evaluations for test flows of 51

2D-SICs. In addition, new
experiments could be considered such as analyzing the impact of the test order
for both dies and interconnects.

• Interconnect testing

1. In this work, we presented a low-cost solution for memory stacked on logic as-
suming a typical SRAM interface. In addition, we assumed that control signals
were implicitly tested. Analysis must be performed to investigate the test cov-
erage loss (if any) for these control signals. Moreover, more complex memory
interfaces such as DRAM need to be considered.

2. Our Memory Interconnect BIST requires memories to be stacked on logic. Sev-
eral approaches have been proposed to address testing digital stacked ICs in gen-
eral. However, more research is required to develop interconnect standards for
non-digital dies in the stack such as sensors, analog circuits, RF etc.

Beyond the challenges related to the discussed topics in this dissertation, there are
many other challenges related to 3D-SICs. Several of them have been discussed in
Section 1.2.2 such as system-level exploration, floorplanning, general test access and
content, reliability, thermal stress, etc.
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Abstract

Three-Dimensional Stacked IC (3D-SIC) is an emerging

technology that provides heterogeneous integration, higher

performance, and lower power consumption compared to

planar ICs. Fabricating these 3D-SICs using Wafer-to-

Wafer (W2W) stacking has several advantages including:

high throughput, thin wafer and small die handling, and

high TSV density. However, W2W stacking suffers from low

compound yield. This paper investigates various matching

processes by using different wafer matching criteria in

order to maximize the compound yield. It first establishes

a framework covering different matching processes and

wafer matching criteria for both replenished and non-

replenished wafer repositories. Thereafter, a subset of the

framework is analyzed. The simulation results show that

the compound yield not only depends on the number of

stacked dies, die yield, and repository size, but it also

strongly depends on the used matching process and the

wafer matching criteria. Moreover, by choosing an appro-

priate wafer matching scenario (e.g., wafer matching pro-

cess, criterion etc.), the compound yield can be improved

up to 13.4% relative to random W2W stacking.

Keywords: 3D integration, wafer matching, matching cri-

teria, compound yield, wafer-to-wafer stacking

I. Introduction

The ability to create Three-Dimensional Stacked In-

tegrated Circuits (3D-SICs) alleviates or even eliminates

various existing problems in planar ICs. A 3D-SIC consists

of multiple stacked planar dies, fabricated in a conventional

process augmented by new Through Silicon Via (TSV)

process steps, which electrically connect the planar wafers

in the vertical direction. An efficient partitioning of IP

cores among the stacked dies reduces the need for long

wires and is thus able to reduce the wire delay, as well as

the power dissipation [1], [2]. Heterogeneous integration

is a promising concept for 3D-SICs, since each layer can

be manufactured with different technology and optimized

for speed or area. This affects the yield, performance, and

lithography cost positively. Furthermore, miniaturization

of the physical sizes of stacked dies reduces the foot-

print size and volume area, which in turn increases the

package density. Examples of 3D-SICs include 3D CMOS

sensors [3], 3D FPGAs [3], 3D processors [4], 3D cache

and memory [5], [6], and combined stacks of memories

and processors [3], [7].

Tiers are stacked at the die or the wafer level and can

be stacked based on Wafer-to-Wafer (W2W), Die-to-Wafer

(D2W) or Die-to-Die (D2D) bonding. In W2W bonding,

complete wafers are stacked and bonded together. One of

the benefits of W2W stacking is the high manufacturing

throughput due to single wafer alignment [8]. High

alignment accuracy can also be applied to D2W and

D2D, but it negatively affects the throughput due to

many dies that have to be aligned [8]. However, the

yield loss for 3D-SICs is one of the major bottlenecks

that must be overcome for 3D technology to make it a

lucrative business [9]. The major limitations of W2W

stacking is the rapid compound yield decrease, as the

number of layers in the stack increases. The compound

yield can be improved by wafer matching, initially

introduced by Smith et al. [10]. In wafer matching, a

software algorithm keeps track of the fault map of each

wafer. The algorithm matches wafer pairs that contain

the same or similar fault maps. This increases the 3D

compound yield over randomly stacked wafers. More

elaborated studies of wafer matching are presented in [11],

[12]. Nevertheless, all the published work considered

wafer matching with static repositories, i.e., after wafer

selection, the repositories are not replenished unless they

are empty. In addition, these papers focused only on

matching of the good dies from the bottom layer with the

good dies from the top layer. However, this could also

be the matching of the faulty dies instead of the good dies.
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In this paper, the impact of replenished repositories on the

compound yield by using different wafer matching criteria

is investigated. In this case, when a wafer is selected from

a repository, its empty spot is directly replenished with a

new one. This keeps the size of the running repository

constant over time. The main contributions of this paper

are:

• A new framework that covers all matching processes

and wafer matching criteria for both static and run-

ning repositories.

• The illustration of the impact of several matching pro-

cesses and wafer matching criteria on the compound

yield of 3D-SICs.

• The demonstration of the impact of running reposito-

ries on the 3D-SIC compound yield.

• A comparison between the yield benefits gained from

static and running repositories over random stacking.

The remainder of the paper is organized as follows.

Section II provides an overview of the prior work in

the area of wafer matching. Section III introduces the

framework for wafer matching and defines the focus of this

paper. Section IV describes the wafer matching scenarios

to be experimented with in this work. Section V presents

the simulation results and the comparison to the related

work. Section VI concludes the paper.

II. Related Prior Work

Improving the yield for 3D circuits based on wafer

matching was initially introduced by Smith et al. [10],

where the authors compared the yield improvement of

a single die SoC, by mapping it into a 3D-SIC with

two equal sized layers. The yield improvement is both

simulated for D2W and W2W stacking. In the W2W

stacking case, a software matching algorithm is used to

select pair-wise the best wafers from two repositories with

a size of 25 each. The wafer fault map is based on a random

generation.

The concept of W2W matching introduced by

Smith [10] is further generalized by Reda et al. [11]. The

paper formulates the W2W matching problem and proves

it to be NP-hard. Several matching processes and wafer

matching algorithms are investigated, including the optimal

hard one. In [12], Verbree et al. define a mathematical

model for wafer matching; the model has some practical

limitations, but nevertheless it gives a good indication

of the yield improvements. The authors include wafer

matching simulations for a greedy algorithm that address

the limitations. In addition, the authors justify their pre-

bond test cost required for wafer matching.

In [13], Ferri et al. used wafer matching to increase the

parametric yield of a two layered D2W stacked 3D-SIC.

Only functional dies are considered in this case to produce

an optimal binning; i.e., maximize the fastest speed bins

and minimize the slowest ones. Wafer matching is then

used to combine and improve the 3D parametric yield by

including the process variation of both layers in a D2W

stacking approach. The authors were able to increase the

number of 3D-SICs in the fastest speed bins as well as

simultaneously reducing the number of slow 3D-SICs.

All the related previous work considered static reposi-

tories and used a single wafer matching criterion.

III. Wafer Matching Framework

As it has already been mentioned, W2W stacking pro-

vides the highest manufacturing throughput and is suitable

for wafers with identical die sizes and/or small die sizes.

However, it suffers from lower compound yield, as the

stacking of bad dies on good dies and vice versa can not be

avoided. Wafer matching can be performed on repositories

of wafers in order to find out the best wafer combinations

that would result in higher yield, given that the wafers

were tested before the bonding. This section defines a

framework for all possible wafer matching scenarios for

3D W2W stacked ICs; a wafer matching scenario combines

different aspects at a time: (a) Static or running reposito-

ries, (b) Wafer matching process; e.g., how many wafer

and/or layers are considered at each step, and (c) Wafer

matching criterion; e.g., select the matching based on the

good matched dies.

In the rest of the section, first the problem of W2W

3D-SICs is defined. Then, the aspects of wafer matching

scenarios are addressed. Thereafter, the wafer matching

framework is given.

A. W2W 3D­SIC Problem

The problem of W2W 3D-SICs can be defined as

follows: Given, (a) n number of repositories each with

k wafers, (b) fault maps for all the wafers (based on

pre-bond testing), and (c) a production size of m 3D-SICs,

the purpose is to maximize the overall compound yield

for all m 3D-SICs, by selecting appropriate wafers for the

n-layer 3D-SICs from the repositories. Figure 1 shows

two freedom degrees to create 3D stacks. The vertical

direction considers the wafers and the selection freedom

here is the number of wafers that are selected to be

stacked simultaneously; this can be either one wafer at a

time (Wafer-by-Wafer) or k wafers at a time (All-Wafers).

The horizontal direction shows the freedom selection from

the number of layers that are considered simultaneously

for stacking; this can be either two layers at a time

(Layer-by-Layer) or n layers at a time (All-Layers).
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Fig. 1. Wafer vs layers in 3D stacking

B. Static Versus Running Repositories

Wafer matching can be considered as a time consuming

process when the objective is to obtain the global com-

pound yield for a production size m; m can be in the

order of thousands or millions. To split up and divide

the problem, a fixed number of k (usually k << m)

wafers per repository can be considered and matched at

a time. Depending on either a repository is replenished

immediately (after a wafer is removed from it for matching

and stacking) or not, two classes can be defined:

• Static repositories: From each repository k wafers are

selected and processed before considering the next

group of k wafers. The procedure stops after m/k
steps.

• Running repositories. Each repository is immediately

replenished with a new wafer each time a wafer is

selected. The procedure stops after m wafers are

processed.

The freedom to select wafers from static repositories

reduces over time, since the repositories become more

and more empty. Running repositories, however, provide

always the full repository (of size k) to select from; this

improves the effectiveness of wafer matching as com-

pared with static repositories. The downside of running

repositories is that unattractive wafers may remain in the

repository for many iterations, occupying space, and in

effect reducing the size of the repository in the long run.

We call this effect, the repository pollution.

Another difference between static and running reposi-

tories is the actual implementation. Static repositories map

fairly well onto a production line, where basically the

repositories are the wafer containers that move from one

machine in the production line to the next. With running

repositories, a container would need to go back and forth

between the bonding machine and the wafer production

line to be replenished, before a new selection is made.

Clearly, this is impractical, and therefore we suggest using

two containers. One to select from, and one acts as a

wafer source to replenish the first one at the bonding

machine. This, however, reduces the effective capacity of

the bonding machine as both containers are in the machine,

yet only one is used to select a wafer from.

Layer

Wafer

   Iterative Complete

Layer-by-Layer All Layers

Wafer-by-Wafer

All Wafers

Exhaustive
LbL ; AW AL ; AW

LbL ; WbW
AL ; WbW

WbW ; LbLGreedy

Fig. 2. Framework of matching processes

C. Matching Process

The matching process defines the step-by-step process

to be followed in order to realize wafer matching. The

matching process, therefore, determines the number of

repositories and the number of wafers that are considered

at a time.

Depending on the number of involved repositories (see

also Figure 1), two cases are distinguished:

• Layer-by-Layer (LbL): Initially, the first two reposi-

tories are selected for wafer matching. In each ad-

ditional step, only one additional repository is used

during matching. Hence, this is an iterative process

in terms of the number of involved layers.

• All-Layers (AL): In each step of the wafer matching

process, all repositories are used at once. As every

wafer in every repository is taken into account, this

process is labeled complete.

In a similar way, depending on the number of wafers

involved in each step of the matching process, two cases

can be distinguished:

• Wafer-by-Wafer (WbW): In each step of the wafer

matching process, the best wafers contributing to the

possible match are selected. Only one wafer from

each repository is involved in the matching process,

with no regard to the remaining wafers in those

repositories. Thus, this process is regarded as greedy.

• All-Wafers (AW): In each step of the wafer matching

process, all wafers from all involved repositories

are matched. As the process considers all possible

outcomes for all k wafers to be matched, this process

is considered to be exhaustive.

The above combinations result into five possible wafer

matching processes, as shown in Figure 2.

• LbL;WbW: The matching process steps are iterative

over the repositories. In each iteration step, only two

repositories are considered. First, the best wafer pair

for the first two repositories (each with k wafers)

is selected. Then, the step is repeated (k−1) times

on these two repositories. Thereafter, the process is

repeated on the rest of the repositories one by one.
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Note that in each step, the size of the repositories are

reduced by one.

• WbW;LbL: The matching process steps are iterative

over the wafers. In each step, a single wafer is selected

iteratively from each repository to form the 3D-SIC.

The difference between LbL;WbW and WbW;LbL is

the reversed loop order of visiting the repositories and

the wafer selections within a repository.

• LbL;AW: Similar to LbL;WbW, the matching process

iteratively considers two repositories at a time, but in

this case, all wafers from the two repositories under

consideration are matched. Note that, this matching

process is only applicable to static repositories, since

running repositories are replenished, each time a

wafer is selected from them. The difference between

LbL;WbW and LbL;AW is that LbL;AW provides

an exhaustive solution within the LbL process, while

LbL;WbW selects the wafers one by one in a greedy

way.

• AL;WbW: The matching process considers all repos-

itories simultaneously in each matching step, and

selects the best matching combination of n wafers

along the repositories. The same step is repeated over

time. In the case of static repositories, the matching

of n wafers along the repositories is performed, first

with k wafers and in the second step with k−1 wafers,

etc. In case of running repositories, the matching

considers always k wafers from each repository.

• AL;AW: This is similar to AL;WbW, but here, all

k wafers from each repository are matched simul-

taneously. Note that, this matching process is only

applicable to static repositories.

It is worth noting that for the LbL processes, an additional

freedom can be defined for the traversal order for the

repositories. The number of freedom possibilities to step

over the repositories equals to
(
n
2

)
· (n−2)! = n!

2 ; the first

term of the equation represents the number of possibilities

to select the first two repositories out of n, while the second

term (n− 2)! presents the number of combinations of the

remaining repositories.

D. Matching Criteria

The matching processes select wafers based on certain

criteria; e.g., best good dies. Each criterion is orthogonal

with respect to the process. Based on the fact that each

wafer consists of both good and bad dies and that the pur-

pose of the wafer matching is to maximize the compound

yield, one can define three possible criteria: (a) maximize

the matching good dies, (b) maximize the matching faulty

dies, and (c) minimize the matching between good and bad

dies. The criteria are defined as follows:

• Max(MG). This criterion selects the best wafer pair

combinations based on the maximum Matched Good

1 2 3 4

5 6 7 8

1 2 3 4

5 6 7 8

1 2 3 4

5 6 7 8

1 2 3 4

5 6 7 8

Bottom wafer Repository with 3 top wafers

MG = 1

MF = 4 

UF = 3

MG = 3

MF = 3 

UF = 2

MG: matched goods

MF: matched faults

UF: unmatched faults

W 

F : 01100110
b

F : 01000000
t1

F : 01110100
t2

F : 01111111
t3

  

b W t1 W t2 W t3

MG = 4

MF = 1 

UF = 3

Fig. 3. Wafer matching criteria

(MG) dies. All the published work so far regarding

wafer matching considers only this criterion.

• Max(MF). The best wafer pair combinations is se-

lected based on maximum Matched Faulty (MF) dies.

• Min(UF). This criterion selects the best wafer pair

combinations based on minimum Unmatched Faulty

(UF) dies. The objective is to increase the compound

yield by minimizing faulty dies that land on good dies

and vice versa.

All the above criteria produce the same result in terms

of compound yield, in case the wafer matching process is

exhaustive (AW process) for static repositories. For the

greedy wafer matching processes (WbW), it is evident

that different criteria lead to different results due to the

greediness of the algorithm. For running repositories, the

criteria lead to different compound yields, as will be

explained next.

In order to provide more insight into the impact of the

above criteria on wafer selection, refer to the example

shown in Figure 3, which considers a bottom wafer Wb

and three potential top wafers (Wt1, Wt2, Wt3), each with

its own fault map. The fault map of each wafer is denoted

by F and contains a sequence of 0s (good dies) and 1s (bad

dies) ordered according to the indices of the dies on the

wafer; e.g., the bottom wafer has Fb = 01100110, since the

dies 2, 3, 6 and 7 are faulty. The bottom table in the figure

lists the value of the different criteria for the three matching

possibilities; e.g., for matching Wb-Wt1, the number of

matched good dies is MG = 4 (which are dies 1, 4, 5, 8).

The figure clearly shows that depending on the criterion,

different top wafers will be selected; e.g., if max(MG)

is considered, then Wt1 will be selected. However, if the

max(MF) is the criterion, then Wt3 is the best match. The

criteria can be mathematically formulated. Let the function

G(Fi) be the number of faulty dies in the wafer with fault

map Fi. Then,

Max(MG) = max(∀i,j , G(F̄i&F̄j)) (1)

Max(UF ) = min(∀i,j , G(Fi ⊕ Fj)) (2)

Max(MF ) = max(∀i,j , G(Fi&Fj)) (3)

Here, 0 ≤ i, j ≤ k, where k the repository size.
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TABLE I. W2W Matching Framework

Matching process Static repository Running repository

LbL;WbW yes (Greedy [12]) n.a.
WbW;LbL yes yes
LbL;AW yes (IMH [11]) n.a.
AL;WbW yes (Greedy [11]) yes
AL;AW yes (ILP/UB [11]) n.a.

n.a. denotes not applicable

E. The W2W matching framework

The wafer matching scenario aspects discussed in the

previous section can be integrated into a complete frame-

work that covers all wafer matching scenarios as shown

in Table I. The table shows the possible combinations

of matching processes and repository types (e.g., static

and running repositories). Each combination results in a

wafer matching scenario when combined with a matching

criteria. The matching scenarios considered in the previous

published work are represented by their references in the

table. The criteria are left out, since they are independent

of the matching processes. The table shows whether for

each combination between the processes and the repository

types, a valid combination exists (“yes” in the table)

or not (“n.a”). Going vertically down in the entries of

the table, more advanced algorithms are used which in

general lead to a higher compound yield at the cost of

higher computational effort. Putting the previous work

in the context of the framework defined in Section III,

the following can be concluded. The greedy algorithm

in [12] is a LbL;WbW process. It creates a sorted list

based on the compound yield of all wafer combinations

between two repositories. From this list, valid pairs are

selected starting from the highest yield. A combination is

considered invalid when at least one of the wafers of the

current compound has already been taken in a previous

selection. After the repositories are empty, the repository

of the next layer is matched with the current temporary

stacks. In [11], three matching scenarios are described. In

the first scenario, a greedy algorithm is used to create

a sorted list of all kn wafer combinations; this is in

fact AL;WbW process. The difference with the greedy

algorithm in [12] is that in this scenario all layers are

considered at the same time. The second scenario, referred

to as the Iterative Heuristic Matching (IHM) algorithm,

considers two repositories at a time and optimally matches

them by the Hungarian algorithm. These steps are itera-

tively repeated by including one additional repository in

each iteration. The IHM algorithm is an LbL;AW process.

In the third scenario, a global optimal algorithm based on

Inter Linear Programming (ILP) is used to explore the

exhaustive search space and obtain the global maximum

yield. The execution time reduction of ILP scenario is

realized by relaxing the ILP and allowing the program

Stack

rp 1 rp 2 rp 3rp = repository 

Fig. 4. Matching scenario FIFO1

variables to take fractional values; this resulted into Upper

Bound (UB) scenario. The ILP and UB scenarios are both

AL;AW processes.

From Table I we conclude that several scenarios are

not explored yet, mainly the ones for running repositories.

This paper explores part of this space as will be explained

in the next section.

IV. Scenarios for Running Repositories

The paper focuses on the impact of running repositories

on the compound yield. Different wafer matching scenarios

are considered based on the WbW;LbL matching process

and different matching criteria. Due to space limitation and

its low time and memory complexity, WbW;LbL is the

only wafer matching processes considered in this paper.

As already explained, WbW;LbL process considers only

two repositories at a time; in addition, only a single wafer

pair selection is performed. Based on the wafer pairs

selection order, three LbL;WbW matching processes can

be defined:

• FIFO1-based WbW;LbL matching process.

• FIFOn-based WbW;LbL matching process.

• Best Pair-based WbW;LbL matching process.

Note that there are 9 matching scenarios, where 9 = 1

(running repository) · 3 (matching processes) · 3 (matching

criteria). These are explained next.

A. FIFO1

In the FIFO1-based matching process the wafers from

the first repository are selected based on a FIFO approach,

as depicted in Figure 4 for n = 3. The wafers from

repository 1 (rp1) are selected without any freedom and

matched with the best wafer from the second repository.

The process iterates over all the repositories. The size

of the first repository is actually irrelevant, and can be

changed to one. The order in which the repositories are

traversed is linear starting at repository 1 and ending at

repository n. Note that for FIFO1, the pollution is not

critical for the first repository, since wafers are forced to

get out. The runtime complexity of FIFO1 is O(m ·k ·(n−
1)) = O(m · k · n). The worst case memory complexity

is O(n); this is the memory required to store the list of

indices holding the positions of the selected wafers from

each repository.
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Fig. 5. Matching scenario FIFOn

B. FIFOn

In the FIFOn-based matching process, we generalize the

concept of FIFO1. This is performed by moving the FIFO-

repository in a round robin fashion among all repositories

as shown in Figure 5 for n = 3. At the left side of the

figure, repository one (rp1) is used as FIFO. After an n-

compound stack is created, the repository belonging to the

next layer is considered to be the FIFO as shown in the

middle of the figure. Here, the algorithm starts from rp2

and proceeds next with rp1 and rp3; the traversal order is

written in the top part of Figure 5. For the next compound,

rp3 is used as FIFO. These steps are repeated until the

production size is reached. The first traversed repository

is the repository that is considered as FIFO, the remaining

repositories are traversed in monolithic increasing order

starting at repository 1 and ending at repository n. FIFOn

is able to control the pollution since it forces wafers to

stay maximally n ·k cycles in a repository. In this way, the

repositories are not contaminated with bad wafers that stay

for a long time in the repositories without being selected.

The memory and runtime complexity for this scenario are

the same as in the case for FIFO1, since it only changes

the position of the FIFO-repository.

C. Best Pair (BP)

In the BP-based matching process, the wafers from the

first two repositories are matched in pairs without any

selection restrictions; see Figure 6 for n = 3. The process

iteratively proceeds along the repositories until a single

n-compound match is determined. Then, this process is

repeated until the production size m is met. The BP

matching process has more freedom in wafer selection, as

compared to FIFOn, but it lacks controlling the repository

pollution. The runtime complexity equals to O(m · k ·n+
k2) = O(mkn). Initially, k2 comparisons are performed

on the initial set of the first two repositories. The best pair

is selected and used to search for the best matching with

the rest of repositories (one by one); this requires (n−2)∗k
comparisons. Note that after replenishing, the process will

be repeated; however, now the first two repositories require

only 2∗k−1 comparisons rather than k2 since the results

of the previous comparison can be reused. The memory

complexity is O(k2+n), required to store all k2 compound

yield combinations between the first repositories, and to

hold a list of n numbers identifying the indices of the

selected wafers of each repository.

Stack

rp 1 rp 2 rp 3

Fig. 6. Matching scenario BP

V. Simulation Results

This section presents the simulation results and analyzes

the impact of the 9 wafer matching scenarios discussed in

the previous section of the compound yield (i.e., FIFO1-

based, FIFOn-based and BP-Based scenarios). Section V-

A describes the experimental setup. Section V-B provides

the impact of the running repositories, while V-C presents

the impact on repository ’pollution’. Finally, the best wafer

matching scenario will be selected and compared to related

work in Section V-D.

A. Experimental Setup

The experiments are based on the reference process

in [12]. A standard 300 mm diameter wafer is selected

with an edge clearance of 3 mm. The defect density is

considered to be d0 = 0.5 defects/cm2 and the defect

clustering parameter α = 0.5. For the reference design,

the die area is assumed to be A=50mm2. For this die

area and wafer size, the number of Gross Dies per Wafer

(GDW) approximately equals to 1278 [15]. The expected

yield of the wafers can be estimated by the negative

binomial formula as: y = (1 + A·d0

α )−α= 81.65% [16].

In our experiments, we simulate a production size

m = 25000. Here, m is the number of produced 3D-SICs.

Initially, each repository is filled up with k wafers and

after selecting and stacking m-compound wafers, the

wafers that are left in the repository are discarded and not

included in the simulation results for two reasons.

1) First, we want to observe the impact of the running

repository only.

2) Second, even if the wafers would be thrown away,

their impact on the compound yield is minimal

(k/m), due to a high production volume m.

Actually, the matching scenarios presented in [11]

and [12] for static repositories could be used to

match these last k unconsidered wafers.

To measure the impact of running repositories on the

compound yield (while considering repository size, wafer

yield and matching criteria) as well as repository pollution,

three experiments are performed:

• In experiment 1, the impact on the compound yield for

different stacked number of layers n (2 ≤ n ≤ 6) for

various repository sizes is examined. The reference
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process is considered and all criteria are simulated

for each scenario.
• In experiment 2, we adjust the wafer yield of the

reference process over a wide range to simulate the

impact of the compound yield on stacked 3D-SICs.

We consider a stack of two layers and vary the

repository size.
• The last experiment consists of indirect measurement

of the repository pollution. By plotting the com-

pound yield for different stack sizes versus different

production sizes m, we can indirectly measure the

pollution that takes place and observe the effect on the

compound yield. Moreover, we look at the compound

yield differences between FIFO1 and FIFOn.

B. Impact of Running Repositories

Figure 7 plots the relative compound yield increase with

respect to random stacking (i.e., k = 1) for different

stacked layers n and repository sizes k for each criteria,

while Figure 8 plots the relative compound yield increase

with respect to wafer yield. Due to space limitation,

only the simulation results for FIFO1-based matching

processes are presented here. The figures clearly show

that the relative compound yield increases with larger

repositories and lower wafer yield, but the obtained gain

stabilizes as the size of k becomes larger; the trends are

similar for all criteria. It is worth noting that FIFOn-based

and BP-based show similar trends as FIFO1-based wafer

matching processes.

Let’s now examine the impact of the matching criteria

on the compound yield. Figure 7 shows that the criteria

min(UF) outperforms the other two criteria for n ≥ 3. On

the other hand, Figure 8 indicates that min(UF) performs

the best for wafer yields in the range of 50%-70%, while

the criteria max(MF) performs the best for higher wafer

yield (80% and above).

To obtain a better picture of the impact of the criteria on

the compound yield, simulation for all scenarios (FIFO1,

FIFOn and BP) and different criteria for a fixed repository

size of k = 50 has been performed. Figure 9 and 10 show

the results. One can conclude the following:

• In general, a higher improvement can be gained for

larger stack sizes and lower wafer yield. Note that,

when the stack size increases, the compound yield

decreases.

• FIFOn always performs better than FIFO1 for the

same conditions, especially for the criteria that rel-

atively perform poor. This difference in performance

is minimal for min(UF) criterion; this means that in

this case a small pollution is taking place (see next

section).

• Overall, BP scenario scores the best in terms of

compound yield. Depending on the value of the wafer

yield y, BP has to be combined with appropriate

criterion. For wafer yield 50≤y≤70, BP combined

with Min(UF) scores the best, while for y≥80 BP

combined with Max(MF) scores the best.
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The above results clearly show that BP scenario outper-

forms both FIFO1 and FIFOn. The question is now which

matching criterion has to be combined with -for a certain

process- to maximize the compound yield. Table II answers

this question. The table shows the criteria for different top

wafer yield yt and bottom wafer yield yb that have be

selected to achieve the highest compound yield. From the

table one can conclude the following:

• When the wafer yield is low, the Max(MG) criterion

should be selected. Max(MG) tries to match the good

dies only and since these are in minority, the choice

to select the best matching is relatively easy.

• For wafer yield in midrange values, the Min(UF) cri-

terion performs the best. In this case, the probability

of the presence of good and bad dies is similar.

• For very high wafer yield, it is most advantageous

to select the Max(MF) criterion. In this case, the

matching is based on faulty dies. As the faulty dies

are in minority due to a high wafer yield, an overall

highest compound yield is obtained if the matching

of the minority dies is maximized.

The above clearly shows that an adaptive BP-based

wafer matching is the best approach to realize the maximal

overall compound yield. Table II can be used as a decision

rule for the matching criterion selection. Each time a new

wafer has to be selected for stacking, the table determines

TABLE II. Yield Based Criterion Selection

yt\yb 10 20 30 40 50 60 70 80 90

10 MG MG MG UF UF UF MG MG MG
20 MG MG UF UF UF UF UF MF MF
30 MG UF UF UF UF UF UF UF MF
40 UF UF UF UF UF UF UF UF UF
50 UF UF UF UF UF UF UF UF UF
60 UF UF UF UF UF UF UF UF UF
70 MG UF UF UF UF UF UF UF MF
80 MG MG UF UF UF UF UF MF MF
90 MF MF MF UF UF UF MF MF MF
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Fig. 11. Yield versus production sizes.

the matching criterion to be used. As an example, consider

a three layered stack with equal wafer yield of 80%. Ac-

cording to Table II, the matching of the bottom and middle

wafers is performed best using the Max(MF) criterion.

If we assume now that the compound yield of this two-

stacked IC is 70%, then the matching with the third layer

can be best performed based on the min(UF) criterion. This

adaptive BP scenario always results in the highest yield

for all simulation parameters. From now on, we refer to

adaptive BP as the matching scenario that adapts itself with

respect to the criterion selection. In the next section, this

adaptive scenario is used for comparison with the related

work.

C. Repository pollution

In order to estimate the repository pollution, the com-

pound yield for different production sizes is simulated.

FIFO1 and FIFOn scenarios are considered for this ex-

periment because: (a) they have the same complexity and

(b) FIFOn forces the wafers to leave the repositories while

FIFO1 does this only for one repository. Comparing these

two scenarios will provide us with an idea about the impact

of repository pollution on the overall compound yield.

Figure 11 plots the relative compound yield for the

FIFO1- and FIFOn-based matching processes over random

stacking for different production wafer sizes m. Here, the

reference process is used with n = 2, k = 25 and the

matching criterion max(MG). Three observations can be

made from the graph:

• The relative yield for both FIFO1 as well as FIFOn

decreases with increasing production size. For low m
(typically below 200), the yield for both scenarios are
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almost the same.

• As the size of m increases (hence probability of

having bad wafers increases), the difference in yield

between FIFOn and FIFO1 becomes more visible.

The compound yield of FIFO1 decreases faster than

that of FIFOn; FIFOn forces wafers to leave the

repository at most after k · n cycles and this has a

positive affect on the yield.

• The yield degradation due to pollution is stabilizing

for larger m.

It can be concluded that in order to minimize the

pollution and improve the overall compound yield, it is

important to implement a mechanism to force the wafers

to leave the repositories after a certain time period.

D. Comparison of Matching Scenarios

In this section, we compare our adaptive BP matching

scenario with the scenarios of static repositories published

in [11]. We reproduce the same experiments as in [11]; we

compare the optimal UB scenario and when this scenario is

inapplicable due to memory limitations, the IMH scenario

is used [11]. It is worth noting that in case of the optimal

UB, different wafer matching criteria will lead to the same

compound yield and thus they are not able to enhance the

compound yield further.
Table III and IV show these differences for n=3, k=25

with 590 dies per wafer. In each table, the first column

provides the varied parameter of the simulation (i.e.,

stacked number of layers n and the wafer yield y); the

second column reports the compound yield of the related

work; the third column presents the compound yield of

the adaptive BP scenario; the fourth column shows the

relative improvement of the BP algorithm versus the

obtained yield of the related work; finally, the last column

shows the improvement of the BP scenario relative to

random stacking. From the tables, we can clearly conclude

that running repositories lead to a higher compound yield

than static repositories. Although the yield improvement

is small, the time complexity difference is huge as

summarized in Table V; the table also gives an overview

over the memory and runtime complexity cost for each

wafer matching scenario. For example, the optimal static

algorithm in [11] implemented in C++, requires 0.392

seconds to solve an instance for n = 3 and 40.64 seconds

for n = 4 and runs out of memory for larger number of

stacked layers [11]. For the same parameters, our adaptive

BP scenario implemented in Matlab required only 0.0028

seconds while using a negligible amount of memory to

match a single compound for n = 7.

It is important noting that using of wafer matching re-

quires pre-bond testing. Hence, it is worth to examine the

additional costs required for pre-bond testing. We compare

TABLE III. Yield Comparison with [11] for n =
3, k = 25, d = 590

yield UB [11] (%) BP (%) BP

UB [11]
(%) BP(k=25)

random
(%)

0.3 04.24 04.30 1.42 59.26
0.5 15.08 15.24 1.06 21.92
0.7 37.29 37.46 0.46 9.21
0.9 74.41 74.46 0.07 2.14

TABLE IV. Yield Comparison with [11] for y =
80%, k = 25, d = 590

n Alg. [11] 3D Yield [11] (%) BP (%) BP

Alg. [11]
(%) BP(k=25)

random
(%)

2 UB 65.25 65.32 0.11 2.06
3 UB 53.56 53.76 0.37 5.00
4 UB 44.58 44.63 0.11 8.96
5 IMH 36.61 37.28 1.83 13.77
6 IMH 30.68 31.29 1.99 19.36
7 IMH 25.76 26.35 2.29 25.65

TABLE V. Wafer Matching Complexity
Ref Scenario Memory complexity Runtime complexity

[11] Greedy O((n + 1) · kn) O(m · kn−1 · log(k))
[11] IMH O(k2) O(m · n2 · k2)

[11] ILP/UB O((n + 1) · kn) O(m
k · (k!)n−1 )∗

[12] Greedy O(k2) O(m · k2 · n)
Ours Fifo1 O(n) O(m · k · n)
Ours Fifon O(n) O(m · k · n)
Ours Best Pair O(k2 + n) O(m · k · n)

∗ denotes the complexity of the search space

three test flows depicted in Figure 12(a) [12]; they consist

of three test moments: Die Test (i.e., pre-bond testing) on

the wafers, Stack Tests to verify the stacked wafers before

they are packaged and bonded; and Final Tests to ensure

overall chip functionality.

The work in [12] assumes a stack pass yield of 99%

and an interconnect yield of 97%. Further, the wafer yield

is assumed to be 81.65%, as for our reference process. The

three test flows are:

• Flow (A) includes a stacking test and a final test, but

has no pre-bond die tests. This flow is applicable for

random W2W stacking.

• Flow (B) consists of pre-bond die tests (required for

wafer matching), a stacking test that tests both dies

and interconnects, and a final test.

• Flow (C) consists of pre-bond die tests, a stacking test

for the interconnects only and a final test. The idea

behind this flow is to optimize the wafer test flow

(B) by not replicating the die test in the stacking test.

As a consequence of faults introduced into the dies

during stacking, a small percentage of faulty dies is

still packed.

The test cost per functional good stack in terms of test

time for the test flows (B) and (C) relative to flow(A)

are shown in Figure 12(b) and 12(c); the heights of

the bars present this relative cost. The absolute number

variation from 2.0-5.9% within the gray bar in Figure 12(c)

presents the percentage of faulty packaged 3D-SICs and
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Fig. 12. Normalized cost of test flows (B) and (C) relative to the random W2W stack flow (A)

depends on the stack size n. For Figure 12(b), this package

waste is equal to 2.0% for all different yields [12]. The

numbers on top of the bars in Figure 12(c) present the

yield gain relative to random stacking. Note that these are

independent of the test flow.

Relatively to test cost of Test Flow (A), which has no

pre-bond die tests, Test Flow (B) negatively effects the test

cost, while test flow (C) is able to reduce the test cost per

functional good stack. For example, in Figure 12(c), for a

two-stacked 3D-SIC, the test time reduction is 0.55 %, the

yield is increased with 1.43%, while the packaging cost

is increased with 2%. For a six-layered stack, a test cost

reduction of 9.23% is expected with a yield increase of

13.39%, but with a package cost increase of only 5.9%.

Since the compound yield for running repositories is higher

than that of static repositories (while the test costs are the

same), we can conclude that the test time per functional

working die is lower than in the case of static repositories.

VI. Conclusion

This paper investigates the impact of running reposito-

ries on the compound yield for 3D-ICs based on wafer-

to-wafer (W2W) stacking. It first introduces a frame-

work for 3D W2W matching, which consists of several

wafer matching scenarios. Each scenario is a combination

of a matching process, wafer matching criterion, and a

repository type (e.g., running or static repositories). The

framework shows several scenarios that are not explored

yet and a subset of it was selected for further investigation.

Nine wafer matching scenarios have been analyzed

based on running repositories. The simulation results

showed that the compound yield not only depends on the

wafer yield and the number of stacked layers, but also

strongly depends on the selected wafer matching scenario.

By merging the best performing criteria into the best

wafer matching process, an adaptive matching scenario

is created that provides the best solution at runtime. By

using the adaptive wafer matching scenario, we were able

to improve the compound yield up to 13.39% relative to

random stacking for realistic wafer yield. Moreover, the

adaptive approach outperforms the compound yield of all

wafer matching scenarios based on static repositories at a

lower cost in terms of the test time, the required memory

and time complexity.
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Yield Improvement for 3D Wafer-to-Wafer Stacked ICs Using Wafer
Matching
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Three-Dimensional Stacked IC (3D-SIC) using Trough-Silicion Vias (TSV) is an emerging technology that
provides heterogeneous integration, higher performance and lower power consumption compared to tradi-
tional ICs. Stacking 3D-SICs using Wafer-to-Wafer (W2W) has several advantages such as high stacking
throughput, high TSV density and the ability to handle thin wafers and small dies. However, it suffers from
low compound yield as the stacking of good dies on bad dies and vice versa cannot be prevented. This paper
investigates wafer matching as a mean for yield improvement. It first defines a complete wafer matching
framework consisting of different scenarios; each scenario is a combination of a matching process (defines the
order of wafer selection), a matching criterion (defines whether good or bad dies are matched), wafer rotation

(defines either wafers are rotated or not) and a repository type. The repository type specifies whether either
the repository is filled immediately after each wafer selection (i.e., running repository) or after all wafers

are matched (i.e., static repository). A mapping of prior work on the framework shows that existing work
has mainly explored scenarios based on static repositories. Therefore, the paper analyzes scenarios based
on running repositories. Simulation results show that scenarios based on running repositories improve the
compound yield with up to 13.4% relative to random W2W stacking; the improvement strongly depends on
the number of stacked dies, die yield, repository size, as well as on the used matching process. Moreover,
the results reveal that scenarios based on running repositories outperform those of static repositories in
terms of yield improvement at significant run-time reduction (three orders of magnitude) and lower memory
complexity (from exponential to linear in terms of stack size).

Additional Key Words and Phrases: 3D integration, wafer matching, matching criterion, compound yield,
wafer-to-wafer stacking
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1. INTRODUCTION

Three-Dimensional Stacked Integrated Circuits (3D-SICs) consist of multiple stacked
planar dies fabricated in a conventional process augmented by new Through Silicon
Via (TSV) process steps, which electrically connect the dies in the vertical direction.
The ability to create these vertical stacked ICs alleviates or even eliminates various
existing problems in planar ICs. An efficient partitioning of IP cores among the stacked
dies reduces the need for long wires and is thus able to reduce the wire delay, as well
as the power dissipation [Davis et al. 2005; Davis et al. 2001]. Heterogeneous integra-
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tion is a promising concept for 3D-SICs, since each layer can be manufactured with
dedicated technology and optimized for speed or area. This affects the yield, perfor-
mance, and lithography cost positively. Furthermore, miniaturization of the physical
sizes of stacked dies reduces the footprint and volume area, which in turn increases the
package density. Examples of 3D-SICs include 3D CMOS sensors [Patti 2006], 3D FP-
GAs [Patti 2006], 3D processors [Loh et al. 2007], 3D cache and memory [Puttaswamy
and Loh 2009; Tsai et al. 2008] and memories on top of processors [Patti 2006; Li et al.
2006].

Tiers are stacked at the die or wafer level and can be stacked based on Wafer-to-
Wafer (W2W), Die-to-Wafer (D2W), or Die-to-Die (D2D) bonding [Garrou et al. 2008].
High alignment accuracy is feasible in D2D and D2W bonding, but it negatively im-
pacts the throughput. In D2D and D2W bonding, Known Good Die (KGD) stacking can
be applied to prevent faulty dies from being stacked [Garrou et al. 2008]. W2W stack-
ing allows for (a) high manufacturing throughput due to single wafer alignment, (b)
thinned wafers and small die handling, and (c) the ability to create a higher TSV den-
sity, but requires dies to be of equal size and therefore probably fitting more for FPGA
and memory application. In general, the compound yield is one of its major bottlenecks
that must be overcome to make W2W stacking a lucrative business [Baliga 2004].

The compound yield can be improved by wafer matching, initially introduced by
Smith et al. [Smith et al. 2007]. In wafer matching, a software algorithm keeps track
of the test result of each die of the wafer stored in a fault map. The algorithm matches
wafer pairs that contain the same or similar fault maps. This increases the compound
yield over randomly stacked wafers. More elaborate studies of wafer matching are
presented in [Reda et al. 2009; Verbree et al. 2010], e.g., by considering different die
yields, stack and repository sizes etc. However, they only considered wafer matching
with static repositories, i.e., the repositories are not replenished unless they are
empty. In [Singh 2011], the authors present wafer rotation; wafer rotation gives more
freedom during stacking and therefore it increases the matching combination yielding
in higher compound yield. All these papers have focused only on matching of the
good dies from the bottom layer with the good dies from the top layer as a matching
criterion. However, this could also be the matching of the faulty dies instead of the
good dies.

In this paper we examine the impact of running repositories (i.e., replenished repos-
itories) on the compound yield by considering different wafer matching criteria [Taouil
et al. 2010] and compare the obtained results with those of static repositories. For run-
ning repositories, each time a wafer is selected from the repository its empty spot is
directly replenished with a new wafer. This keeps the size of the running repository
constant over time.

The main contributions of this paper are the following.

— A framework that covers all matching scenarios.
— A mapping of prior work on the framework.
— Impact and analysis of the most important uncovered scenarios and their comparison

with prior work.

The remainder of the paper is organized as follows. Section 2 introduces the frame-
work for wafer matching and defines the focus of this paper. Section 3 provides an
overview of related prior work. Section 4 describes two matching scenarios used in
this work. Section 5 describes the experimental setup. Section 6 presents the simula-
tion results. Section 7 compares the obtained results with related prior work. Finally,
Section 8 concludes the paper.
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Fig. 1. W2W stacking flow [Verbree et al. 2010].
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Fig. 2. Wafer vs layers in 3D stacking.

2. WAFER MATCHING FRAMEWORK

This section defines a framework for all possible wafer matching scenarios for 3D W2W
stacked ICs; a wafer matching scenario combines four parameters:

(1) matching process [Taouil et al. 2010]: it defines how the repositories are traversed
and and how many wafers are selected from each repository visit at a time.

(2) matching criterion [Taouil et al. 2010]: it defines the criterion based on which a
pair of wafers are matched; for example good dies or faulty dies.

(3) wafer rotation [Singh 2011]: it defines the angle at which one of the two wafers can
be rotated before stacking in order to realize a better compound yield. For example,
the top wafer can be rotated with 1800 before it is stacked on the bottom wafer.

(4) repository type [Taouil et al. 2010]: it defines the nature of the replenishing of
wafers. For running repositories, wafers are immediately replenished after each
wafer selection. For static repositories, replenishing takes place only when the
repositories are empty.

In the rest of the section, first the problem of W2W 3D-SICs is defined. Thereafter,
the four parameters of the wafer matching scenarios are addressed.

2.1. W2W Matching Problem

Figure 1 [Verbree et al. 2010] shows the W2W flow using wafer matching. Instead
of stacking wafers randomly, wafer matching can be applied. This requires pre-bond
tests on wafers to obtain wafer maps with per-die pass/fail results. Using a software
tool to analyze the pass/fail results allows to match wafers with similar or same fault
distributions. Based on the outcome of the matching, wafers need to be sorted before
stacking. This wafer sorting can be performed with wafer sorter machines.

To manufacture n-wafer stacks using W2W stacking, n different wafers have to be
stacked. These steps are repeated until the production size m (the total of produced
wafer stacks) is reached. Therefore, for each layer in the stack m wafers are manu-
factured. To obtain the maximum overall yield, all wafers have to be matched appro-
priately. It is therefore a challenging task, both from computational complexity and a
logistics point of view [Reda et al. 2009]. It is from a manufacturing point of view more
practical to match only a small subset at a time; this subset is grouped in repositories
each of size k. In total there are n of these repositories as depicted in Figure 2.

The problem of W2W 3D-SICs can now be defined as follows: Given, (a) n repositories
each with k wafers, (b) fault maps for all the wafers (based on pre-bond testing), and (c)
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Fig. 3. Framework of matching processes.

a production size of m n-wafer stacks, the purpose is to maximize the overall compound
yield for all 3D-SICs, by selecting appropriate wafers for the n-layer 3D-SICs from the
repositories. In [Reda et al. 2009], the W2W matching problem is proved to be NP-
hard.

2.2. Matching Process

The matching process defines the step-by-step process to be followed in order to realize
wafer matching. The problem can be formulated as a 2-dimensional problem where
the dimensions are k (vertical dimension in Figure 2) and n (horizontal direction in
the figure). The dimensions are independent from each other. The horizontal direction
determines which layers are active in each matching step, while the vertical dimension
consists of the selection of wafers from the repositories.

Therefore, the matching process determines the number of repositories for the hori-
zontal dimension and the number of wafers for the vertical dimension that are consid-
ered at a time. Depending on the number of involved repositories (see also Figure 2),
two cases are distinguished:

— Layer-by-Layer (LbL): Initially, the first two repositories are selected for wafer
matching. In each successive step, only one additional repository is considered dur-
ing matching. Hence, this is an iterative process in terms of the number of involved
layers.

— All-Layers (AL): In each step of the wafer matching process, all repositories are
considered at once. As every wafer in every repository is taken into account, this
process is labeled complete.

In a similar way, depending on the number of wafers involved in each step of the
matching process, two cases can be distinguished for the vertical dimension:

— Wafer-by-Wafer (WbW): In each step of the wafer matching process, the best wafer
combination is selected (e.g., based on highest yield). Only one wafer from each
repository is selected after matching, with no regard to the remaining wafers in
those repositories. Thus, this process is regarded as greedy.

— All-Wafers (AW): In each step of the wafer matching process, all wafers from all
involved repositories are simultaneously matched. As the process considers all pos-
sible outcomes for all k wafers to be matched, this process is considered to be ex-
haustive, and providing a global solution for this dimension.

A matching process is formed when both dimensions are combined, e.g., when AL
is used in combination with WbW. The order of these loops affects the matching pro-
cess. We use the notation A;B to denote that subprocess A is part of the outer loop and
subprocess B of the inner loop. The case with LbL and WbW is special, as in both di-
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Fig. 4. Wafer matching processes.

mensions a loop is used to traverse over the repositories and to select wafers from each
repositories. Therefore, the above combinations result into five possible wafer match-
ing processes, as shown in Figure 3 and illustrated in Figure 4; they are explained
next.

— LbL;WbW: This process consist of two loops in which the outer loop traverses the
repositories and the inner loop selects wafers from the traversed repositories. Fig-
ure 4(a) shows this for n=3 and k=4. In the first step of the outer loop, all wafers of
repositories rp1 and rp2 are considered for matching; the inner loop selects the best
wafer-pair at a a time for further processing. The inner loop is repeated untill the
repositories are empty; the resulted wafer pairs are stored in a temporary repository
temp. The outer loop continues now by considering repositories temp and rp3. The
boxes with dashed lines denote which wafers are selected for stacking and the arrow
shows the result of the stacking operation.

— WbW;LbL: In this process (Figure 4(b)), the outer loop (WbW) considers all wafers
of repositories rp1 and rp2 to select the best wafer-pair. Because the inner loop is
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Fig. 5. Wafer matching criteria.

LbL, only this pair (stored in temp) is used for further processing. Once the complete
stack is created, the entire process repeats again.

— LbL;AW: Similar to LbL;WbW, the matching process iteratively considers two repos-
itories at a time, but in this case, all wafers from the two repositories under consid-
eration are being matched simultaneously (see Figure 4(c)). The difference between
LbL;WbW and LbL;AW is that LbL;AW provides an exhaustive solution within the
LbL process, while LbL;WbW selects the wafers one by one in a greedy way.

— AL;WbW: In this process, n wafers are simultaneously selected from n repositories
(one wafer from each repository) in order to realize the best matching combination
as depicted in Figure 4(d). Note that in each step of this process, only the best com-
bination of n wafers is considered.

— AL;AW: This process is similar to AL;WbW, but here, all k wafers from each reposi-
tory are matched simultaneously (see Figure 4(e)). It does not only consider the best
match of n wafers at each step, but in fact it considers the overall compound yield
by finding the best k n-wafer combinations.

It is worth noting that for the LbL processes, the traversal order in which the layers
are selected can be freely chosen; e.g., in the order 1, 2, ... n, or n, ..., 2,1. In total the
are n! possible sequences. However, only

(
n
2

)
·(n−2)! = n!

2 are relevant; the first term of
the equation represents the number of possibilities to select the first two repositories
out of n without considering the order as it will have no impact, while the second term
(n − 2)! represents the number of combinations of the remaining repositories.

2.3. Matching Criteria

A matching process select wafers based on a certain criterion; e.g., best good dies. Each
criterion is independent from the process. Based on the fact that each wafer consists
of both good and bad dies and that the purpose of the wafer matching is to maximize
the compound yield, one can define three possible criteria:

(1) Max(MG). This criterion selects the best wafer pair combinations based on the
maximum number of Matched Good (MG) dies. All the published work so far re-
garding wafer matching considers only this criterion.

(2) Max(MF). The best wafer pair combinations is selected based on maximum number
of Matched Faulty (MF) dies.

(3) Min(UF). This criterion selects the best wafer pair combinations based on mini-
mum number of Unmatched Faulty (UF) dies. The objective is to increase the com-
pound yield by minimizing faulty dies that land on good dies and vice versa.

All the above criteria produce the same results in terms of compound yield in case
the wafer matching process is exhaustive (AW process) for static repositories. For
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Fig. 6. Wafer rotation: A wafer with four quarters

the greedy wafer matching processes (WbW), it is evident that different criteria lead
to different results. For running repositories, the criteria lead to different compound
yields, as will be shown later in this paper.

In order to provide more insight into the impact of the above criteria on wafer selec-
tion, refer to the example shown in Figure 5, which considers a bottom wafer Wb and
three potential top wafers (Wt1, Wt2, Wt3), each with its own fault map. The fault map
of each wafer is denoted by F and contains a sequence of 0s (good dies) and 1s (bad
dies) ordered according to the indexes of the dies on the wafer; e.g., the bottom wafer
has Fb = 01100110, since the dies 2, 3, 6, and 7 are faulty. The bottom table in the
figure lists the value of the different criteria for the three matching possibilities; e.g.,
for matching Wb-Wt1, the number of matched good dies is MG = 4 (which are dies 1,
4, 5, 8). The figure clearly shows that depending on the criterion, different top wafers
have to be selected; e.g., if max(MG) is considered, then Wt1 will be selected. However,
if the max(MF) is the criterion, then Wt3 is the best match. The criteria can be math-
ematically formulated. Let the function G(Fi) be the number of 1’s that the fault map
Fi contains. Then,

Max(MG) = max(∀i,j , G(F̄i&F̄j)) (1)

Max(MF ) = max(∀i,j , G(Fi&Fj)) (2)

Min(UF ) = min(∀i,j , G(Fi ⊕ Fj)) (3)

Here, 0 ≤ i, j ≤ k, where k the repository size.

2.4. Wafer rotation

By providing the wafer rotation freedom before stacking, compound yield can be im-
proved [Singh 2011]. Obviously, designers of wafer masks have to take this into con-
sideration in order to make it feasible. This might results in lower die yield. Figure 6
shows a general example of a wafer which contains 28 dies (each quadrant contains 7
dies) that can be used for rotation. The wafer can be rotated 900, 1800, and 2700 before
stacking. Note that after each rotation, the position and orientation of the dies remain
exactly the same.

In general, the following wafer rotation schemes are applicable:

— no-rotation: it allows only one possible wafer orientation (the default one).
— half-rotation: it allows a wafer rotation of 1800, resulting into two possible wafer

orientations for two wafers to be stacked.
— quarter-rotation: it allows a wafer rotation of 900, 1800 or 2700 as Figure 6 shows.

This results into four possible wafer orientations for two wafers to be stacked.
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Fig. 7. Wafer Matching Scenarios.

It is obvious that the higher the rotation freedom, the higher the number of possible
wafer orientations; hence, the higher the impact on the compound yield.

2.5. Repository Type

Wafer matching can be considered as a time consuming process when the objective
is to maximize the compound yield for a production size m; m can be in the order of
thousands or millions. To split up and divide the problem, a fixed number of k (usually
k ≪ m) wafers per repository can be considered and matched at a time. Depending on
whether a repository is replenished immediately (after a wafer is removed from it for
matching and stacking) or not, two classes can be defined:

— Static repositories: From each repository, k wafers are selected and processed before
considering the next group of k wafers. The procedure stops after m/k steps.

— Running repositories. Each repository is immediately replenished with a new wafer
each time a wafer is selected. The procedure stops after m wafers are processed.

The freedom to select wafers from static repositories reduces over time, since the repos-
itories become more and more empty. Running repositories, however, provide always
the full repository (of size k) to select from; this improves the effectiveness of wafer
matching as compared with static repositories. The downside of running repositories
is that unattractive wafers may remain in the repository for many iterations, occupy-
ing space, and in effect reducing the size of the repository in the long run. We call this
effect, the repository pollution.

Another difference between static and running repositories is the actual implemen-
tation. Static repositories map fairly well onto a production line, where basically the
repositories are the wafer containers that move from one machine in the production
line to the next. With running repositories, a container would need to go back and forth
between the bonding machine and the wafer production line to be replenished, before a
new selection is made. Clearly, this is impractical, and therefore we suggest using two
containers. One to select from, and one acts as a wafer source to replenish the first one
at the bonding machine. This, however, reduces the effective capacity of the bonding
machine as both containers are in the machine, yet only one is used to select a wafer
from.

Not all matching processes (see Section 2.2) are applicable for running repositories.
For example, the processes LbL;WbW and LbL;AW depicted in Figure 4(a) cannot be
performed for running repositories, as the matching between the first two repositories
will stay in an infinite loop. Further, note that the matching process AL;AW is equal
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for both the static and running repositories, as all wafers are selected at the same time
from all repositories.

2.6. Wafer Matching Scenarios

Figure 7(a) and 7(b) depict possible matching scenarios for static and running reposi-
tories respectively; each * in the figure presents a scenario. A wafer matching scenario
is formed by combining (a) a matching process (z-axis), (b) a matching criterion (y-
axis), (c) support for wafer rotation (x-axis), and (d) a repository type (Figure 7(a) vs
Figure 7(b)). Going vertically up in the figure (the z-axis) leads in general to a higher
compound yield due to the use of more advanced matching processes, but at the cost of
increased computational effort. The circled items contain previous work in the area of
wafer matching and are discussed in the next section.

3. RELATED PRIOR WORK CLASSIFICATION

In this section, the related prior work is considered. Section 3.1 discusses the con-
tributions of previously published wafer matching scenarios. Section 3.2 maps these
scenarios on the framework.

3.1. Contributions of Prior Work

Improving the yield for 3D circuits based on wafer matching was initially introduced by
Smith et al. [Smith et al. 2007], where the authors compared the yield improvement of
a single-die SoC, by mapping it onto a 3D-SIC with two equally sized layers. The yield
improvement is simulated both for D2W and W2W stacking. In the W2W stacking
case, a software matching algorithm is used to select pair-wise the best wafers from
two repositories with a size of 25 each.

The concept of W2W matching introduced by Smith [Smith et al. 2007] is further
generalized by Reda et al. [Reda et al. 2009]; the paper formulates the W2W matching
problem and proves it to be NP-hard. Several wafer matching algorithms are inves-
tigated, including the optimal solution. In [Verbree et al. 2010], Verbree et al. define
a simplified mathematical model for wafer matching and presented its simulation re-
sults. The model has some practical limitations such as a fixed number of faulty dies
per layer, but nevertheless it gives a good indication of the yield improvements. The
simulation results were based on 10000 experiments. In [Singh 2011], the author ex-
tended the work of [Verbree et al. 2010] and added wafer rotation to investigate further
yield improvements. The same author further improves the yield numbers by consid-
ering a radial defect model in [Singh 2012].

In [Ferri et al. 2008], Ferri et al. used wafer matching to increase the parametric
yield of a two layered D2W stacked 3D-SIC. Only functional dies are considered in this
case to produce an optimal binning; i.e., maximize the fastest speed bins and mini-
mize the slowest ones. Wafer matching is then used to combine and improve the 3D
parametric yield by including the process variation of both layers in a D2W stacking
approach.

All related prior work considered static repositories and used a single wafer match-
ing criterion, i.e., the matching of good dies from the bottom layer with good dies from
the top layer. However, running repositories in combination with different matching
criteria can be used instead. In [Taouil et al. 2010], we have introduced the concept of
running repositories.

3.2. Mapping of Prior Work

The wafer matching scenarios of prior work can be mapped on the solution space of
wafer matching scenarios depicted in Figure 7; in the figure, the scenarios covered
by prior work are marked with circles and references. They are explained next. The
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Fig. 8. Matching scenarios for LbL;WbW.

greedy algorithm in [Verbree et al. 2010] is a LbL;WbW process. It creates a sorted
list based on the compound yield of all wafer combinations between two repositories.
From this list, valid pairs are selected starting from the highest yield. A combination is
considered invalid when at least one of the wafers of the current compound has already
been taken in a previous selection. After the repositories are empty, the repository of
the next layer is matched with the current temporary stacks. In [Reda et al. 2009],
three matching scenarios are described. In the first scenario, a greedy algorithm is
used to create a sorted list of all kn wafer combinations; this is in fact AL;WbW process.
The difference with the greedy algorithm in [Verbree et al. 2010] is that in this scenario
all layers are considered at the same time. The second scenario, referred to as the
Iterative Heuristic Matching (IHM) algorithm, considers two repositories at a time
and optimally matches them by the Hungarian algorithm. These steps are iteratively
repeated by including one additional repository in each iteration. The IHM algorithm
is an LbL;AW process. In the third scenario, a global optimal algorithm based on Inter
Linear Programming (ILP) is used to explore the exhaustive search space and obtain
the global maximum yield. The execution time reduction of ILP scenario is realized
by relaxing the ILP and allowing the program variables to take fractional values; this
resulted into Upper Bound (UB) scenario. The ILP and UB scenarios are both AL;AW
processes. In [Singh 2011], the authors use the same greedy algorithm as in [Verbree
et al. 2010] but in addition use wafer rotation. All these previous work focused on static
repositories using the Max(MG) criteria only. From Figure 7 we conclude that several
scenarios are not explored yet, mainly the ones for running repositories (i.e., WbW;LbL
using rotation and AL;WbW); these are discussed in the next section.

4. SCENARIOS FOR RUNNING REPOSITORIES

Recently, in our work [Taouil et al. 2010], we have used the WbW;LbL matching process
while considering all matching criteria for running repositories, but without rotation.
In the rest of this section we describe the two processes WbW;LbL and Al;WbW which
are further investigated in this paper. Section 4.1 considers implementation schemes
for the WbW;LbL matching process, while Section 4.2 focuses on the AL;WbW match-
ing process.

4.1. Scenarios based on the WbW;LbL process

As already explained, WbW;LbL process considers only two repositories at a time; in
addition, only a single wafer pair selection is performed. Based on the wafer pairs
selection order, three WbW;LbL matching processes can be defined:

— Best Pair-based matching process.
— FIFO1-based matching process.
— FIFOn-based matching process.

These are explained in the next subsections.

4.1.1. Best Pair (BP). In this matching process, wafers from the first two repositories
are matched in pairs without any selection restrictions; see Figure 8(a) for n = 3.
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The process iteratively proceeds along the repositories until a single n-wafer match
is determined. Then, this process is repeated until the production size m is met. The
run-time complexity equals to O(m · k · n + k2) = O(mkn). Initially, k2 comparisons
are performed on the initial set of the first two repositories. The best pair is selected
and used to search for the best matching with the rest of the n−2 repositories (one by
one); this requires (n−2)∗k comparisons. Note that after replenishing, the process will
be repeated; however, now the first two repositories require only 2∗k−1 comparisons
rather than k2 since the results of the previous comparison can be reused. The memory
complexity is O(k2 + n), required to store all k2 compound yield combinations between
the first repositories, and to hold a list of n numbers identifying the indices of the
selected wafers of each repository. Both the run-time and memory complexity are the
same for all rotation schemes, i.e., for no-rotation, half-rotation and quarter-rotation.

4.1.2. FIFO1. In the FIFO1-based matching process the wafers from the first reposi-
tory are selected based on a FIFO approach, as depicted in Figure 8(b) for n=3. The
wafers from repository rp1 are selected in pre-defined order and without any freedom
to match them with the best wafers from the second repository. The process iterates
over all the repositories. The size of the first repository is actually irrelevant, and can
be changed to one. The order in which the repositories are traversed is linear starting
at repository 1 and ending at repository n. Note that for FIFO1, the pollution is not
an issue for the first repository, since wafers are forced to get out. The run-time com-
plexity of FIFO1 is O(m · k · (n − 1)) = O(m · k · n), where m the production size, k the
repository size and n the stack size. The worst case memory complexity is O(n); this
is the memory required to store the list of indices holding the positions of the selected
wafers from each repository.

4.1.3. FIFOn. In the FIFOn-based matching process, we generalize the concept of
FIFO1. This is done by moving the FIFO-repository in a round robin fashion among
all repositories as shown in Figure 8(c) for n=3. At the left side of the figure, repository
rp1 is used as FIFO. After the first n-wafer stack is created, the repository belonging
to the next layer is considered to be the FIFO as shown in the middle of Figure 8(b).
Here, the process starts from rp2 and proceeds next with rp1 and rp3; the traversal
order is written in the top part of Figure 8(c). For the next compound, rp3 is used
as FIFO. These steps are repeated until the production size is reached. The first
traversed repository is the repository that is considered as FIFO, the remaining
repositories are traversed in monotonic increasing order starting at repository 1
and ending at repository n. FIFOn is able to control the pollution since it forces
wafers to stay maximally n · k cycles in a repository. In this way, the repositories
are not contaminated with bad wafers that stay for a long time in the repositories
without being selected. The memory and run-time complexity for this scenario are the
same as in the case for FIFO1, since it only changes the position of the FIFO-repository.

Note that the given three WbW;LbL processes, in total 27 scenarios can be derived: 3
(matching processes) · 3 (matching criteria) · 3 (wafer rotation schemes) · 1 (running
repository).

4.2. Scenarios based on the AL;WbW process

In AL;WbW process, all repositories are simultaneously considered in the matching
process. From each repository a single wafer is selected; only those wafers are selected
that combined result in highest compound yield.
In order to determine this best match, we have to create a list of kn of n-wafer combi-
nations. From this list the best combination is selected. The complexity of this task is
O(kn). After the best match is determined, the selected wafers must be replaced by new
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wafers; i.e., repositories are replenished. Next, the new possible kn n-wafer combina-
tions have to be recalculated. However, the n-wafer combinations for the replenished
wafers should be determined; the other combinations were already computed in the
first step. Hence, the total number of computations in the second step is kn−(k−1)n;
kn is the total number of n-wafer combinations, while (k−1)n is the number of n-wafer
combinations based on repositories with k−1 wafers. Hence, the complexity of the sec-
ond step is O(kn − (k − 1)n) = O(kn−1). This second step is repeated until m stacks are
created. Therefore, the total complexity is O(kn +m · kn−1) = O(m · kn−1). The memory
complexity of the scheme is O(kn), which indicates the amount of memory required to
store the list of all possible wafer combinations. As in this scenario all n-wafers are
considered simultaneously in each step, only max(MG) criterion is practical; we are
interested in maximizing the compound yield, which is exactly given by max(MG). The
other two criteria do no make sense for the AL;WbW matching process.

5. EXPERIMENTAL SETUP

This section presents the experimental setup of this paper. First, the reference process
is described in Section 5.1; it describes the default parameters for each experiment.
Thereafter, the performed experiments are described in Section 5.2.

5.1. Reference Process

We categorize the default parameters of the reference process in two types of classes:

— design/manufacturing parameters, such as stack size and die yield, etc.
— scenario parameters, such as matching process, criteria etc.

Each class is described next.

Design/manufacturing parameters
The performance of the matching scenario is heavily influenced by several design
and manufacturing parameters. Their values are based on the reference process
in [Verbree et al. 2010]. A standard 300 mm diameter wafer is selected with an edge
clearance of 3 mm. The defect density is considered to be d0 = 0.5 defects/cm2 and the
defect clustering parameter α = 0.5. For the reference design, the die area is assumed
to be A=50mm2. For this die area and wafer size, the number of Gross Dies per Wafer
(GDW) approximately equals to 1278 [De Vries 2005]. However, since we apply also
quarter-rotation we always select the number of dies to be a multitude of 4, therefore
we use 1276 dies per wafer. The expected die yield can be estimated by the negative
binomial formula as: y = (1 + A·d0

α )−α= 81.65% [Agrawal 2000]. The compound yield
improvements are heavily affected by the stack size and the number of wafers per
repository. We select a default stack size of n=2 and a repository size of k=50.

In our experiments, we simulate a default production size of m = 25000. Here, m is
the number of stacked wafer sets. Initially, each repository is filled up with k wafers
and after selecting and stacking m-compound wafers, the wafers that are left in the
repository are discarded and not included in the simulation results for two reasons.

(1) We want to observe the impact of the running repository only.
(2) Even if the wafers would be thrown away, their impact on the compound yield is

minimal, due to a high production volume m. Actually, the matching scenarios for
static repositories presented in [Reda et al. 2009; Verbree et al. 2010; Singh 2011]
could be used to match these last k unconsidered wafers.
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Each simulated wafer is generated by the default Matlab pseudo-random function
and is represented by a sequence of 1’s and 0’s for good and bad dies respectively.

Scenario parameters
Each scenario consists of 4 parameters as described in Section 2. The default values
for the reference process consist of the following: (a) the LbL;WbW matching process
implemented using BP, (b) the max(MG) matching criterion (c) no wafer rotation, and
(d) running repositories.

5.2. Performed Experiments

Two types of experiments are performed. The first type investigates the impact of
design/manufacturing parameters, while the second type investigates that of scenario
parameters.

Design/manufacturing parameters
For the experiments we explore the impact of three design/manufacturing parameters,
while considering the repository size 1 ≤ k ≤ 50; they are:

— stack size n: where 2 ≤ n ≤ 6.
— die yield YD: where 50% ≤ YD ≤ 90%.
— die area A: where 25mm2 ≤ A ≤ 125mm2.
— production size m: where 1 ≤ m ≤ 25000.

Scenario parameters For the experiments, we explore the impact of three parame-
ters for running repositories; they are:

— matching process: we compare the performance of both the WbW;LbL and AW;LbL
process.

— matching criterion: we investigate the impact of all the criteria max(MG), min(UF),
max(MF) on the compound yield for the WbW;LbL processes.

— wafer rotation: we investigate no, half- and quarter-rotation on the compound yield
for the best matching process.

We compare the compound yield using the different wafer matching scenarios with
respect to random stacking, unless otherwise stated. The compound yield Yrand for
random W2W stacking can be calculated by:

Yrand(YD, n) = Y n
D (4)

6. SIMULATION RESULTS

In this section, we present the impact of the parameters due to design/manufacturing
considerations and the impact of scenario parameters in Sections 6.1 and 6.2 respec-
tively.

6.1. Impact of design and manufacturing parameters

In this subsection, we investigate the impact of the stack size, die yield and die area
on the compound yield of the 3D-SICs for different repository sizes.

Impact of stack size

Figure 9 plots for the reference process the relative compound yield with respect to
random stacking (i.e., k = 1, Yrand=66.67%) for different stack sizes n and repository
sizes k. The figure clearly shows two trends. The first trend is the higher improvement
of the compound yield for larger repository sizes; however, the obtained gain stabilizes
with larger k. The second trend is the increased improvement for a larger stack size.
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Fig. 9. Compound yield for different stack size n.
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Fig. 10. Compound yield for different die yield YD .

For example, the compound yield improvement for n=6 reaches up 8% for k=50, while
this improvement is only 0.5% for n=2.

Impact of die yield

Figure 10 shows the impact of the die yield on the compound yield using the refer-
ence process for different repository sizes. The figure shows also two trends. First, the
larger the repository size k, the higher the compound yield improvement similarly as
the trend observed in Figure 9. Second, the lower the die yield YD, the higher the com-
pound yield improvement, for example, for YD=50% this improvement reaches up to
4.6% while for YD=90% a negligible improvement is realized.

Impact of die area

Figure 11 shows the impact of variable die areas (between 25mm2 and 125mm2) on the
compound yield. For these areas, we used the same yield values and number of dies
per wafer as in [Verbree et al. 2010], i.e., 89.44% yield and 2596 dies per wafer for
the area of 25mm2 (Yrand=80.00%), 81.65% yield and 1276 dies per wafer for the die
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Fig. 12. Compound yield for different production size m.

area of 50mm2 (Yrand=66.67%), 75.59% yield and 836 dies per wafer for the die area of
75mm2 (Yrand=57.14%), 70.71% yield and 620 dies per wafer for the die area of 100mm2

(Yrand=50.00%), and 66.60% yield and 492 dies per wafer for the die area of 125mm2

(Yrand=44.35%). The figure shows a similar trend with respect to the repository size as
in the previous cases; i.e., the compound yield improvement increases with the reposi-
tory size and stabilizes for larger repository sizes. With respect to the die area, we see
that the compound yield can be improved much better for larger die areas; this is due
to fewer dies per wafer and lower die yield.

Impact of production size

Figure 12 plots the compound yield improvement for a variable production size for the
reference process (Yrand=66.67%). The figure reveals that the improvement decreases
as a function of the production size. In the beginning of the matching process, fresh
wafers reside in the repository and therefore the gained yield improvement is rela-
tive higher. As the good wafers are selected first, and more bad wafers reside in the
repository, the compound yield slowly reduces and reaches a stable value. In our ex-
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Table I. Compound Yield Improvement for AL;WbW Scenario.

Relative yield improvement Comparison

die yield (%) AL;WbW
random

(%) AL;WbW
Deafult BP

(%) AL;WbW
Adaptive BP

(%)

30 49.36 7.60 06.03
50 15.38 3.03 00.19
70 04.52 1.24 -1.64
90 00.40 0.18 -1.04

periments, we consider a production size of 25000 stacked wafers. For this size, the
compound yield reaches stable values. Note that if the production size is very low a
higher compound yield can be realized.

6.2. Impact of scenario parameters

In this section, we investigate the impact of the matching process, matching criterion
and wafer rotation on the compound yield. Thereafter, we investigate the wafer pollu-
tion that could take place in running repositories.

Impact of matching process

We compare the performance of the matching process AL;WbW and WbW;LbL by con-
sidering one scenario for each process. For the AL;WbW based scenario, the max(MG)
criterion will be used as it is the only one that can be combined with such a process
(see Section 4.2). On the other hand, there are three possible WbW;LbL based scenar-
ios; i.e., BP, FIFO1 and FIFOn (see Section 4.1). However, only BP based scenario will
be considered for this comparison; this is because BP based scenario overall scores the
best as will be discussed in the next subsection. Moreover, BP will be used first with
max(MG) criterion (referred to as Default BP) and thereafter with the best matching
criterion that results in the best yield improvement (referred to as Adaptive BP). Note
that adaptive BP automatically selects the best matching criterion to be combined with
the BP process and which results in the best yield improvement.

The simulations performed for the comparison are restricted to only a stack size
of n=3 only and a repository size of k=25. This is because of the time and memory
complexity of AL;WbW based scenario. It is worth noting that for n=2, AL;WbW based
scenario and WbW;LbL default BP based scenario perform exactly the same steps,
resulting into the same compound yield improvement.

The simulation results for AL;WbW based scenario for different die yield values are
shown in the left block of Table I; the second column in the table give the relative yield

improvement of AL;WbW over random stacking ( AL;WbW
random ). As expected, the lower the

die yield, the higher the yield improvement.
The right block of Table I shows the relative yield improvement of AL;WbW with

respect to default BP scenario ( AL;WbW
Default BP ) and with respect to adaptive BP ( AL;WbW

Adaptive BP ).

The table clearly reveals that for lower die yield, AL;WbW outperforms default BP.
However, for higher die yield adaptive BP scenario performs better. The reason behind
this is that AL;WbW works only with the max(MG) criterion (the remaining criteria
are not applicable when more than two layers are considered simultaneously), while
adaptive BP select the best criterion resulting in the highest yield improvement.

The differences in compound yield improvement, for realistic die yields (YD ≥ 50),
between the WbW;LBL and AL;WbW matching processes are very minor. In fact, adap-
tive BP outperforms AL;WbW in some cases. In addition, the time and memory com-
plexity of the WbW;LbL process is significantly lower and therefore, only this matching
process is considered onwards.
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Impact of matching criteria

In order to investigate the impact of matching criteria we simulate the three scenarios
based on the WbW;LbL process (i.e., BP, FIFO1 and FIFOn) combined with the three
matching criteria max(MG), min(UF), max(MF); see Section 2.3. The simulation is
performed first for different stack size n and thereafter for different die yield YD.

Figure 13 show the simulation results for variable stack size using reference process.
One can conclude the following:

— The higher the stack size, the higher the yield improvement. Note that when the
number of stack size increases, the compound yield decreases.
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Table II. Yield Based Criterion Selection.

YD,t\YD,b 10 20 30 40 50 60 70 80 90

10 MG MG MG UF UF UF MG MG MG
20 MG MG UF UF UF UF UF MF MF
30 MG UF UF UF UF UF UF UF MF
40 UF UF UF UF UF UF UF UF UF
50 UF UF UF UF UF UF UF UF UF
60 UF UF UF UF UF UF UF UF UF
70 MG UF UF UF UF UF UF UF MF
80 MG MG UF UF UF UF UF MF MF
90 MF MF MF UF UF UF MF MF MF

— FIFOn always performs better than FIFO1. This difference in performance is min-
imal for min(UF) criterion; this means that in this case a small pollution is taking
place (see next section).

— The best criterion resulting in maximal yield improvement is stack size dependent.
For the simulated reference process (where die yield is 80%), for n=2 the max(MF)
criterion performs the best, for n≥3 min(UF) performs the best. However, in both
cases, the criterion scores the best when it is combined with BP scenario.

Figure 14 shows the simulation results for die yield using reference process with a
fixed repository size of k = 50. One can conclude the following:

— The lower die yield, the higher the yield improvement. Obviously, the compound
yield increases when die yield increases.

— FIFOn always performs better than FIFO1. This difference in performance is min-
imal for min(UF) criterion; this means that in this case a small pollution is taking
place (see next section).

— The best criterion resulting in maximal yield improvement is die yield dependent.
For die yield 50≤YD≤70, min(UF) combined with BP scores the best, while for
YD≥80 max(MF) combined with BP scores the best. Note that also in this case, BP
scenario combined with appropriate criterion is the one that results in the best
yield improvement.

The above results clearly show that BP scenario outperforms both FIFO1 and FIFOn
when combined with appropriate criterion. The question now rises which matching
criterion has to be used - given certain die yield (and stack size)- to maximize the
compound yield. Table II answers this question when assuming that a top die with a
yield YD,t and bottom die with a yield YD,b have to be stacked together to realize the
highest compound yield; the table shows which criterion has to be selected with BP for
given YD,t and YD,b. From the table one can conclude the following:

— When the die yield is low, the max(MG) criterion should be selected. This criterion
targets the matching of good dies only. Since these are in minority, the choice to
select the best matching is relatively easy.

— For die yield in midrange values, the min(UF) criterion performs the best. In this
case, the probability of the presence of good and bad dies is similar.

— For very high die yield, it is most advantageous to use the max(MF) criterion. In this
case, the matching is based on faulty dies. As the faulty dies are in minority due to a
high die yield, an overall highest compound yield is obtained if the matching of the
minority dies is maximized.

The above clearly shows that an adaptive BP-based wafer matching is the best ap-
proach to realize the maximal overall compound yield. Table II can be used as a deci-
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Table III. Impact of wafer rotation on adaptive BP for vari-
able n.

stack size n half-rotation
no-rotation

(%) quarter-rotation
no-rotation

(%)
2 0.15 0.27
3 0.37 0.67
4 0.68 1.23
5 0.97 1.88
6 1.31 2.55

Table IV. Impact of wafer rotation on adaptive BP for vari-
able Yd.

die yield YD
half-rotation
no-rotation

(%) quarter-rotation
no-rotation

(%)
50 0.56 1.18
60 0.34 0.75
70 0.29 0.48
80 0.16 0.31
90 0.08 0.14

sion rule for the matching criterion selection. Each time a new wafer has to be selected
for stacking, the table determines the matching criterion to be used. As an example,
consider a three layered stack with equal die yield of 80%. According to Table II, match-
ing of the bottom with middle wafers is performed best by using the Max(MF) crite-
rion. If we assume now that the compound yield of this two-stacked IC is 70%, then the
matching with the third layer can be best performed based on the min(UF) criterion.
This adaptive BP scenario always results in the highest yield for all simulation pa-
rameters. From now on, we refer to adaptive BP as the matching scenario that adapts
itself with respect to the criterion selection.

Impact of wafer rotation

We measure the impact of wafer rotation for the reference process, but using the adap-
tive BP scenario for different stack sizes and die yield. The simulation is performed for
no-rotation, half-rotation and quarter-rotation; the improvement of using wafer rota-
tion with respect to no-rotation is measured. It worth noting that in case of quarter-
rotation (rotation of 900, 1800 or 2700; see Section 2.4) all rotation combinations are
tried and each time the best combination is selected.

Table III shows the compound yield improvement in percentage for half-rotation and
quarter-rotation with respect to no-rotation, for a stack size 2 ≤ n ≤ 6. The table shows
that the added value of wafer rotation is marginal (1.31% and 2.55% for a stack size of
6 layers for half- and quarter-rotation respectively).

Table IV shows the results for a die yield between 50 and 90%. Again, only marginal
improvement is obtained using wafer rotation (0.56% and 1.18% for a die yield of 50%
for half- and quarter-rotation respectively). For higher die yields, the yield improve-
ment even reduces.

6.3. Repository pollution

In order to estimate the repository pollution, the compound yield for different produc-
tion sizes is simulated. It is hard to directly measure the impact on pollution when
using adaptive BP. Nevertheless, we can indirectly measure such an impact by inves-
tigating the pollution issue for FIFO1 and FIFOn scenarios. Obviously, the impact of
FIFO1 on repository pollution is the worst because it will never force the bad wafers
to get out from the repositories except for the first one. On the other hand, the impact
of FIFOn on repository pollution is minimum because it will always force all wafers to
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Fig. 15. Yield versus production sizes.

get out from the repositories. Hence, the impact of BP on repository pollution will be
somewhere between.

Figure 15 plots the relative compound yield for the FIFO1- and FIFOn-based match-
ing processes over random stacking for different production size m. Here, the reference
process is used with n=2, k=25 and the matching criterion max(MG). The die yield YD

is assumed to have a Gaussian distribution with a mean of 80%. Three observations
can be made from the graph:

— The relative yield for both FIFO1 as well as FIFOn decreases with increasing pro-
duction size. For low m (typically below 200), the yield for both scenarios is almost
the same.

— As the size of m increases (hence probability of having bad wafers increases), the dif-
ference in yield between FIFOn and FIFO1 becomes more visible but still marginal
for this case (about 0.5% difference). The compound yield of FIFO1 decreases faster
than that of FIFOn; FIFOn forces wafers to leave the repository at most after k · n
cycles and this has a positive affect on the yield.

— The yield degradation due to pollution is stabilizing for larger m.

Obviously, implementing a mechanism to force the wafers to leave the repositories
after a certain time period is useful to increase the overall compound yield. However,
for a mature process -with a typically die yield above 80%- the impact of repository
pollution is minimal.

7. COMPARISON OF MATCHING SCENARIOS

In this section, we evaluate the analyzed matching scenarios in this work with the
related prior work that use static repositories. Due to the high run-time complexity of
the AL;WbW matching scenario and the very marginal improvements with respect to
WbW;LbL (only for very low die yield), we only consider the adaptive Best Pair (BP)
scenario for comparison. First, we compare our yield improvement results with the
Greedy scenario [Verbree et al. 2010] and UB scenario [Reda et al. 2009] that both
do not consider wafer rotation. Thereafter, we compare our results with the Greedy
scenario [Singh 2011] that utilizes quarter-rotation. Finally, the time and memory
complexity of the proposed scheme as well as prior work will be analyzed.

Table V and Table VI show the comparison results between BP matching scenario and
Greedy scenario [Verbree et al. 2010] for variable stack size and die yield, respectively,
for the number of dies per wafer d=1278 and k=50. The first column in each table
provides the variation parameter of the simulation (i.e., stacked number of layers n
and the die yield y); the second column reports the compound yield of the related work;
the third column reports the compound yield of [Verbree et al. 2010] using adaptive

ACM Transactions on Embedded Computing Systems, Vol. V, No. N, Article A, Publication date: January YYYY.

82 APPENDIX A. Publications - Yield Improvement: Paper A2



Yield Improvement for 3D Wafer-to-Wafer Stacked ICs Using Wafer Matching A:21

Table V. Yield comparison with [Verbree et al. 2010] for YD=81.61%.

n Greedy [Verbree et al. 2010] (%) Mod. Greedy (%) BP (%) BP
Greedy [V erbreeet al.2010] (%) BP

random
(%)

2 67.3 67.3 67.56 0.4 1.43
3 55.7 55.8 56.24 1.0 3.47
4 46.3 46.5 47.10 1.7 6.18
5 38.7 38.9 39.65 2.5 9.53
6 32.5 32.7 33.50 3.1 13.39

Table VI. Yield comparison with [Verbree et al. 2010] for n=2.

die yield (%) Greedy [Verbree et al. 2010] (%) Mod. Greedy (%) BP (%) BP
Greedy [V erbreeet al.2010] (%) BP

random
(%)

50 26.2 26.3 26.82 2.4 7.28
60 37.2 37.2 37.71 1.4 4.75
70 50.0 50.0 50.40 0.8 2.86
80 64.7 64.8 64.96 0.4 1.50
90 81.3 81.5 81.64 0.4 0.79

Table VII. Yield Comparison with [Reda et al. 2009] for YD=80%.

n Scenario [Reda et al. 2009] Compound Yield [Reda et al. 2009] (%) BP (%) BP
Scenario [Redaet al.2009] (%) BP

random
(%)

2 UB 65.25 65.32 0.11 2.06
3 UB 53.56 53.76 0.37 5.00
4 UB 44.58 44.63 0.11 8.96
5 IMH 36.61 37.28 1.83 13.77
6 IMH 30.68 31.29 1.99 19.36
7 IMH 25.76 26.35 2.29 25.65

Table VIII. Yield Comparison with [Reda et al. 2009] for n = 3.

die yield (%) UB [Reda et al. 2009] (%) BP (%) BP
UB [Redaet al.2009] (%) BP

random
(%)

30 04.24 04.30 1.42 59.26
50 15.08 15.24 1.06 21.92
70 37.29 37.46 0.46 9.21
90 74.41 74.46 0.07 2.14

matching criteria; the fourth column presents the compound yield of the adaptive BP
scenario; the fifth column shows the relative improvement of the BP scenario versus
the obtained yield of the related work; the last column shows the improvement of the
BP scenario relative to random stacking. The table clearly shows that BP scenario
(slightly) outperforms the greedy approach in [Verbree et al. 2010] and significantly
outperforms the random stacking approach; the higher the stack size and/or the lower
the die yield, the higher the improvement.

Next, we compare the optimal UB scenario [Reda et al. 2009] with our adaptive
BP scenario. In case the UB scenario is inapplicable due to memory limitations,
the IMH scenario is used [Reda et al. 2009]. Table VII and VIII show the results
for variable stack size and die yield, where k=25 and d=590. In each table, the first
column provides the varied parameter of the simulation; the second column reports
the compound yield of the related work; the third column presents the compound
yield of the adaptive BP scenario; the fourth column shows the relative improvement
of the BP scenario versus the obtained yield of the related work; the last column
shows the improvement of the BP scenario relative to random stacking. From
the tables, we can clearly conclude that BP scenario (slightly) outperforms UB and
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Table IX. Yield Comparison with [Singh 2011] for YD = 81.67%.

stack size (%) Greedy [Singh 2011] (%) BP (%) BP
Greedy [Singh2011]

(%) BP
random

(%)

2 67.7 67.84 0.02 01.70
4 47.4 47.81 0.85 07.45
6 33.9 34.46 1.66 16.14

Table X. Time and Memory Complexity of the Considered Scenarios.

Ref Scenario Run-time complexity Memory complexity

[Reda et al. 2009] Greedy O(m · kn−1 · log(k)) O(n · kn)
[Reda et al. 2009] IMH O(m · n2 · k2) O(k2)
[Reda et al. 2009] ILP/UB O(m

k
· (k!)n−1 )∗ O(n · kn)

[Verbree et al. 2010; Singh 2011] Greedy O(m · k2 · n) O(k2)
Ours FIFO1 O(m · k · n) O(n)
Ours FIFOn O(m · k · n) O(n)
Ours Best Pair O(m · k · n) O(k2 + n)

Ours AL;WbW O(m · k(n−1)) O(kn)
∗denotes the complexity of the search space

significantly outperforms random stacking for all considered stack sizes and die yields.

Lets now compare our results with prior work considering also wafer rotation.
Table IX presents the results for quarter-rotation for running repositories with the
Greedy scenario for static repositories proposed in [Singh 2011] and compares them
with adaptive BP combined with quarter-wafer rotation. The simulation is done
for k=50, d=590 and YD = 81.67 as in [Singh 2011]. Again, the results show that
running repositories slightly outperform static repositories, and that in which the
improvement increases with stack size.

Overall, Table V to Table IX show that running repositories slightly outperform static
repositories (up to 2.29%). Nevertheless, the greatest advantage of the proposed ap-
proach is the significant time and memory complexity reduction. Table X summarizes
the time complexity and memory complexity for the different scenarios discussed in
this paper. As already shown, BP scenario is the best to use in order to realize the
highest compound yield. The time complexity of such approach is only O(m · k · n);
while that of Greedy [Verbree et al. 2010; Singh 2011] is O(m · kn−1 · log(k)) and
ILP/UB [Reda et al. 2009] is O(mk · (k!)n−1). To get more insight in the significant
time complexity reduction, let us consider the following example. The optimal static
scenario in [Reda et al. 2009] implemented in C++ requires 0.392 seconds to solve
an instance for n = 3 and 40.64 seconds for n=4, and it runs out of memory (which
is 2 GB) for larger number of stacked layers [Reda et al. 2009]. The authors used an
Intel Core 2 Duo Extreme edition processor running at 2.93GHz with 2GB of dynamic
memory for their experiments. For the same parameters (n=4 etc.), our adaptive BP
scenario implemented in Matlab requires only 0.04 seconds while using a negligible
amount of memory and achieves a time reduction of three order of magnitudes for
a comparable machine, i.e., an Intel Core 2 Duo processor running at 2.93GHz with
3GB of dynamic memory.

8. CONCLUSION

In this paper, wafer matching as a mean for yield improvement for 3D W2W stacked
ICs is presented. A complete framework covering all possible wafer matching scenarios
is defined; a matching scenario combines four parameters (1) matching process, (2)
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matching criterion, (3) wafer rotation and (4) repository type. Different scenarios are
analyzed to evaluate their importance.

The results show that using exhaustive matching processes is not necessary needed
to realize optimal yield improvements; matching processes with the lowest time and
memory complexity can result in similar/same improvement when combined with ap-
propriate matching criterion. The best matching criterion to be used for optimal com-
pound yield improvement is strongly stack size and die yield dependent; hence using
adaptive matching criterion selection is the optimal solution. Moreover, the results
show that running repositories outperform static repositories irrespective of the de-
sign and manufacturing parameter values (e.g. stack size, die yield) and that the added
value of wafer rotation is negligible.
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Abstract— Recent enhancements in process development en-
able the fabrication of three dimensional stacked ICs (3D-SICs)
such as memories based on Wafer-to-Wafer (W2W) stacking.
One of the major challenges facing W2W stacking is the low
compound yield, especially for larger stack sizes. This paper
investigates compound yield improvement for W2W stacked
memories using layer redundancy. First, a analytical model is
provided to prove the added value of layer redundancy. Second,
the impact of such a scheme on the manufacturing cost is
evaluated. Finally, these two parts are integrated to analyze
the trade-off between yield improvement and its associated cost;
the realized yield improvement is also compared to yield gain
obtained when using wafer matching. The simulation results
show that for higher stack sizes layer redundancy realizes a
significant yield improvement as compared to wafer matching,
and at even lower cost. For example, for a stack size of six layers
and a die yield of 85%, a relative yield improvement of 82.46%
is obtained using one redundant layer, while this is 10.27% with
wafer matching. The additional cost due to redundancy pays
off; the cost of producing a good 3D stacked memory chip
reduces with 38.45% when using layer redundancy and only
with 10.27% when using wafer matching. Moreover, the results
show that the benefits of layer redundancy become extremely
significant for lower die yields.

Keywords: 3D stacked-IC, yield enhancement, memory re-

dundancy, 3D memory.

I. INTRODUCTION

The increasing demand for more functionality on ICs has

been met by the semiconductor industry adhering to Moore’s

law. Recent enhancements in process development enable

the fabrication of three dimensional stacked ICs (3D-SICs),

which are electrically interconnected by Through Silicon

Vias (TSV). This opened up new research directions that

could be investigated to continue the trend of performance

increase. A TSV based 3D-SIC is an emerging technology

that provides a smaller footprint, higher interconnect density

between stacked dies, higher performance and lower power

consumption due to shorter wires as compared to planar

ICs [1]. Moreover, heterogeneous integration in 3D-SICs

allows dies to be manufactured with dissimilar processing

and technology nodes. For example, memory layers can be

stacked on a processor [2].

The key manufacturing steps in assembling 3D-SICs are

the stacking and bonding of dies. The three existing bonding

methods are Wafer-to-Wafer (W2W), Die-to-Wafer (D2W)

and Die-to-Die (D2D) bonding. W2W stacking allows for

(a) high manufacturing throughput due to single wafer align-

ment, (b) thinned wafers and small die handling, and (c)

the ability to create a higher TSV density. High alignment

accuracy can be applied in D2W and D2D bonding, but

it negatively affects the throughput due to many dies that

have to be aligned. In D2W and D2D bonding, Known

Good Die (KGD) stacking can be applied to prevent faulty

dies from being stacked [3]. Due to their similar size and

regularity, stacked memories are very attractive to W2W

stacking. However, one of the major drawback of W2W

stacking is a yield decrease with increased number of stacked

layers.

Traditionally, memory yield improvement in 2D chips

is realized by using spare rows and/or columns to repair

defective ones. 3D stacked memories allow the exploration

of new repair schemes that take advantage of the vertical

dimension, e.g., inter-layer redundancy and layer redundancy.

In inter-layer redundancy, if a memory layer is not repairable

because the number of defective rows and/or columns is more

than the spares, then additional resources (spares) from the

neighboring layers could be borrowed and used. A drawback

of this approach is the additional required number of TSVs

and the routing complexity to mutually share and access the

spare resources among the layers in the stack. The second

scheme, layer redundancy, can be applied at the wafer level.

Additional redundant layer(s) are stacked to replace the

faulty irreparable memory dies in the stack.

This paper investigates layer redundancy as a mean for

compound yield improvement for 3D W2W stacked memo-

ries. The main contributions of this paper are:

• A classification of 3D memories and 3D memory re-

dundancy repair schemes.

• An analytical model that formulates the yield gain as a

result of layer redundancy.

• A comparison of 3D W2W stacked memories with

and without layer redundancy in terms of the cost of

producing good 3D stacks.

• A memory layer replacement circuit that modifies ad-

dresses of faulty memory layer(s) to the spare layer(s).

The remainder of this paper is organized as follows.

Section II provides prior work related to W2W 3D stacked
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memories and yield improvement including 3D memory

architectures, wafer matching and a classification of 3D

memory redundancy. Section III introduces an analytical

yield model for 3D stacked memories both with and without

layer redundancy. Section IV gives the simulation results and

shows the superiority of layer redundancy. Section V pro-

poses a layer replacement scheme for 3D stacked memories.

Section VI concludes this paper.

II. RELATED PRIOR WORK

This section describes previous work in W2W stacking

and 3D stacked memories. Section II-A provides a brief

overview of 3D memory architectures, and highlights the tar-

geted architecture in this paper; note that the work presented

here can be extended to any possible 3D memory architec-

ture. Subsequently, Section II-B describes wafer matching,

a general technique to increase the W2W compound yield.

Finally, Section II-C presents a classification of possible

memory redundancy schemes.

A. 3D memory architectures

Partitioning memories across multiple device layers can

take place at different granularities, resulting in different

architectures. A top to bottom perspective is presented in

the following.

• Stacked banks - The coarsest granularity partitioning

of memory takes place at the bank level, by stacking

banks on the top of each other. Each bank consist of a

complete memory system (i.e., memory cell array, ad-

dress decoder, write drivers, etc.). An overall reduction

in wire length is obtained (about 50 percent for certain

configurations), resulting into significant reduction in

both power and delay [5,6]. A 3D manufactured DRAM

based on the stacking of banks is realized in [7].

• Cell arrays stacked on logic - This approach, in

contrast to the previous one, separates the peripheral

logic (row decoders, sense amplifier, column select

logic, etc), from the cell arrays. The peripheral logic

is placed on the bottom layer while the cell array is

split across multiple layers. This is considered to be the

true 3D memory [5]. Research in this area has been

performed for both SRAMs [5,9] and DRAMs [8,10].

By using this separation method, the peripheral logic

can be optimized independently for speed, while the cell

arrays can be arranged to meet different criteria (density,

footprint, thermal, etc). 3D manufactured DRAM based

on the stacking of cell arrays on logic is realized

in [11,12]. A classification within the array layer can

also be made.

– divided-columns: in which bitlines are divided and

mapped onto different layers;

– divided-rows: in which wordlines are divided and

mapped onto different layers, requiring one die-to-

die TSV per wordline.

Both organizations reduce latency and power due to

reduced wordline/bitline lengths.

Core(s) and

L2 Cache

between DRAM and MC

Data and Addr buses

One Rank

Peripheral
Logic

DRAM
Cells

Fig. 1. Cell arrays stacked on logic 3D stacked DRAM [10].

• Intra-cell (bit) partitioning - Here, memory cells are

split among one or more layers. At this fine granularity

level, the relative small size of the cell and the size

of the TSV make the splitting across layers a difficult

task [9]. Nevertheless, the authors in [5] suggest that

this option can be feasible for multi-port SRAM arrays,

such as register files.

Until now, most research focused primarily on latency

and power improvements. Redundancy in 3D memories is

gaining more popularity and requires further research.

The targeted memory architecture in this paper is cell

arrays stacked on logic. An example of such an architecture

is show in Figure 1 [10]. This architecture makes hetero-

geneous integration feasible. For example memory layers

manufactured in DRAM process technology optimized for

area can be stacked on the peripheral circuits manufactured

in a logic process optimized for speed. In the figure, the

top four memory layers contain the memory array, while

the layer thereunder contains the peripheral circuitry; the

complete memory is stacked on the processor layer.

B. W2W matching

The yield impact in Wafer-to-Wafer stacking has been

researched by several authors [13–16]. The 3D-SIC yield de-

creases exponentially with increased stack size. The authors

suggest wafer matching to mitigate this yield drop. Wafer

matching is a technique to improve the yield by stacking

wafers with similar fault maps. In case of high stack sizes

or low die yields significant improvements can be realized.

However, in case the die yield is high this technique is not

sufficient enough. For example, for a stack size of two layers

with a die yield of 85% and 1278 dies per wafer, wafer

matching is able to increase the stack yield from 72.3% (for

random W2W stacking) to 73.1% [16] only.

Wafer matching could not be applicable for cell arrays

stacked on logic architecture, see Figure 1. Wafer matching

requires wafer tests prior to stacking. Due to the absence

of peripheral circuits on the memory layers, pre-bond wafer

tests can not be performed. Nevertheless, the memory of

Figure 1 has the advantage that a single BIST engine can

be placed on the peripheral layer, and shared by all array
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layers.

C. 3D memory redundancy

Traditionally, yield improvement for 2D memories is based

on the use of spare rows and/or columns [17]. 3D stacked

memories, however, provide additional repair features due

to the vertical dimension. The redundancy schemes for 3D

memories can be classified into 3 groups.

1) Intra-layer redundancy: Redundancy within each layer

is similar to that in planar memories. Each layer may

have spare rows and/or columns that can be used within

the same layer to improve the yield.

2) Inter-layer redundancy: In inter-layer redundant mem-

ories, spare rows and/or columns can not be accessed

only from the die they belong to, but also from neigh-

bor dies. Hence, they can borrow additional resources

in case they run out of their own. Tezzaron memories

are examples of memory architectures that use inter-

layer redundancy [2]. In [18], inter-layer redundancy

is used by the authors to increase the stacked memory

yield for different allocation algorithms.

3) Layer redundancy: Redundancy at the wafer or die

level. A faulty irreparable memory layer is disabled

and instead is replaced with a complete redundant

layer. A memory layer is not repairable if the required

number of spares exceed the existing spares within it.

In this paper, we analyze the yield increase based on layer

redundancy.

III. YIELD AND COST MODELING

Before presenting the yield and cost models to measure

and evaluate the impact of layer redundancy, first the yield

parameters used in this work and made assumptions will be

presented.

A. Process parameters and assumptions

In order to accurately evaluate the memory yield improve-

ment due to layer redundancy, different process parameters

have to be appropriately chosen. A 3D stacked memory

consists of multiple stacked layers/dies interconnected by

TSVs. Each die in the stack can be either faulty or non-

faulty (i.e., functional). Similar to what is reported in the

ITRS roadmap [20], we will assume the die yield YD of the

memory dies to be YD=85%. In addition to die yield, new

possible defects introduced during the stacking process have

to be taken into consideration. Dies/layers that enter the stack

could get corrupted e.g., due to bonding and thinning. The

new introduced faults due to stacking are modeled by the

stacked-die yield YSD and this parameter is assumed to be

99% [15]. For the TSVs, we assume an interconnect yield

YINT to be 97% per stacked layer [15]. In this paper, the

yield parameters are assumed to be fixed unless otherwise

stated. Other parameters that influence the stack yield are

the stack size n and the number of redundant layers r. The

complete stack size is denoted by s=n + r. The overall

compound yield of the stack is denoted by Y .

Faults that are introduced during the stacking process

are unrecoverable (i.e, faults introduced into the dies and

interconnects). The following assumptions are made in this

paper with respect to the stack yield parameters:

• The memory layers in the stack are considered to be

independent; each layer can be either faulty or non-

faulty.

• Since many TSVs are shared (e.g., for address or data

buses), it is assumed that any malfunction in commu-

nication between two layers results in faulty stacked

memory.

• A failure due to 3D stacking (due to e.g., thinning,

bonding, etc) will result in a faulty stacked IC.

• We do not consider the peripheral circuit layer in the

model to-be-presented as it impacts both 3D stacked

memories with or without layer redundancy in a similar

way.

B. Yield modeling

The model will be presented first for 3D stacked memories

without layer redundancy and thereafter for those with layer

redundancy.

a) Memories without layer redundancy: In case there

is no redundancy, i.e. s=n and r=0, each layer in the stack

must operate to ensure memory functionality. The compound

yield Y (n) can be described as a function of the die yield and

stack size. Besides the dies, also the interconnects and the

3D bonding must be fault free. This leads to the following

yield expression for non-redundant memories.

Y (n) = Y n
D · Y n−1

SD · Y n−1
INT (1)

Note that 3D stacked memory with n layers requires n−1
stacking steps.

b) Memories with layer redundancy: In this case, r
redundant layers are appended to the stack with n layers

resulting in a total layers of s = n+r. If n or more layers out

of the stacked s layers are functionally correct, then the final

3D-SIC is assumed to be non-faulty. The probability p(i) that

i layers out of s layers are non-faulty can be formulated by

the binomial expression:

p(i) =

(
s

i

)
· Y i

D · (1 − YD)s−i (2)

We extend the symbol Y (n) for non-redundant memories,

to Y (n, s). The yield Y (n, s) expresses the yield of an s
layered stack with r=s−n redundant layers. The yield for

layer redundant enabled memories can be expressed now by:

Y (n, s) =

(
s∑

i=n

p(i)

)
· Y s−1

SD · Y s−1
INT =

(
s∑

i=n

(
s

i

)
· Y i

D · (1 − YD)s−i

)
· Y s−1

SD · Y s−1
INT (3)

In order for the stack to be considered defect-free, at least

n out of s layers must be defect-free. Note that the redundant

layers can be faulty as well. Equation 1 and 3 are equivalent

in case n=s, i.e., in case there is no layer redundancy.
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TABLE I

YIELD IMPROVEMENT GAINED BY REDUNDANCY IN PERCENTAGE.

n=1 n=2 n=3 n=4 n=5 n=6
Abs. yield 85.00 69.38 56.63 46.23 37.73 30.80

r=1 10.43 24.84 39.24 53.65 68.05 82.46
r=2 n.a. 26.11 46.16 68.30 92.50 118.79
r=3 n.a. n.a. 43.35 67.59 95.32 126.84

r=4 n.a. n.a. n.a. 62.45 90.58 123.26

C. Manufacturing Cost

The question rises whether it is cost-wise justified to

increase the yield by adding more redundant layers. In this

section, we present the manufacturing cost for any particular

stack size. The manufacturing costs Cm(s) for a stack size

of s can be formulated by:

Cm(s) = s · Cw + (s − 1) · C3D (4)

where Cw is the wafer cost and C3D the cost related to

3D stacking processes including TSV, back side processing,

bonding processing, etc. Note that s wafers are needed and

that the stacking process operation has to be performed s−1
times. Obviously, for 3D stacked memories without layer

redundancy, the manufacturing cost Cm(n) is:

Cm(n) = n · Cw + (n − 1) · C3D (5)

IV. RESULTS

In this section, we evaluate the cost of the additional

redundant layers by attributing the manufacturing cost to

the good stacked ICs. First, we analyze the yield gain due

to layer redundancy. Thereafter, the associated cost will be

analyzed. Finally, the obtained results will be compared with

those of wafer matching.

A. Yield improvement

The relative yield improvement of memories enabled with

redundancy over memories without layer redundancy can be

expressed by normalizing Eq. 3 over Eq. 1. The following

equation describes the obtained result:

Y (n, s)

Y (n)
=

(
∑s

i=n p(i))

Y n
D

· Y s−n
SD · Y s−n

INT =

(
s∑

i=n

(
s

i

)
· Y i−n

D · (1 − YD)s−i

)
· Y s−n

SD · Y s−n
INT (6)

Table I shows the yields for memories with and without

layer redundancy. The first row gives the absolute yield

(Abs. yield) of the stack without using layer redundancy.

The rest of the table gives the yield improvement as a

consequence of layer redundancy for different stack sizes n
and different number of redundant layers r. For cost reasons

it is assumed that r ≤ n; i.e., the number of redundant layers

is considered smaller than or equal to the stack size n. Each

entry in the table (except the first row) lists the relative yield

improvement
Y (n,s)
Y (n) (Eq. 6) in percentage for each value of

n and r; entities where r > n are indicated as ‘n.a.’ (not

applicable). Inspecting the table reveals the following:

• Layer redundancy improves the memory yield irre-

spective of the considered stack size and number of

(n,s)

(3,5)

(3,4)

(4,6)

(4,5)

(5,7)
(5,6)

(6,7)

Cw
3DC

(6,8)

C  

C
(n)

(n,s)
GD

GD

Cost ratio:

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.7

0.8

0.9

1

1.1

1.2

Fig. 2. Impact of layer redundancy on the cost ratio
CGD(n,s)
CGD(n)

redundant layers. The yield improvement becomes sig-

nificant as the stack size increases; this is because the

occurrence probability of faulty layers increases.

• Adding more redundant layers does not always result

in better yield improvement. The minimum number

of redundant layers that have to be added to achieve

the maximal yield improvement depends in addition to

n also on the process parameters under consideration

such as YD, YSD and YINT . For example, the yield

improvement for n=4 realized with r=2 is larger than

that realized with r=4. This yield drop is a consequence

of additional faults introduced in the larger stack due to

the extra 3D processing steps.

B. Cost Evaluation

To evaluate the additional yield gain of a redundant

memory fairly, its increased manufacturing cost must be

compensated for. In order to do that, we define the cost of a

good die CGD as the cost of manufacturing a good stacked

IC; i.e., normalizing the manufacturing cost Cm(s) to the

yield. This cost for 3D stacked memory without and with

layer redundancy are given in Eq. 7 and Eq. 8 respectively.

CGD(n) = Cm(n)/Y (n) (7)

CGD(n, s) = Cm(s)/Y (n, s) (8)

By using these equations, the relative improvement or

depreciation of the price of a good 3D-SIC with layer redun-

dancy over one without layer redundancy can be expressed

as:

CGD(n, s)

CGD(n)
=

s · Cw

C3D
+ (s − 1)

n · Cw

C3D
+ (n − 1)

· Y (n)

Y (n, s)
(9)

Here, Eq. 4 and Eq. 5 are substituted for Cm(s) and Cm(n).

Figure 2 shows the above cost ratio for various values of n
and s, and for 0.1 ≤ C3D

Cw
≤ 0.9, i.e., the 3D processing cost

lies between 10% and 90% of the wafer cost. The following

can be concluded from the figure:

• The impact of the ratio Cw

C3D
on the cost ratio

CGD(n,s)
CGD(n)

is negligible, especially for n > 3.

• Except for n=3 and s=5, the realized yield improve-

ment is high enough to pay off the additional cost
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TABLE II

COST RATIO
CGD(n,s)
CGD(n)

IN % FOR VARIOUS n AND r

n=1 n=2 n=3 n=4 n=5 n=6

r=1 208.27 125.38 97.75 82.35 71.98 64.31
r=2 n.a. 168.94 117.83 90.95 73.73 61.55
r=3 n.a. n.a. 145.33 107.16 83.40 67.01
r=4 n.a. n.a. n.a. 126.89 96.48 75.85

TABLE III

IMPACT OF YD AND YS ON THE COST RATIO
CGD(n,s)
CGD(n)

YD YS
CGD(n,s)
CGD(n)

(%) YD YS
CGD(n,s)
CGD(n)

(%)

0.91 44.10 0.91 66.16
0.6 0.95 42.25 0.8 0.95 63.37

0.99 40.54 0.99 60.81

0.91 52.93 0.91 88.21
0.7 0.95 50.70 0.9 0.95 84.49

0.99 48.65 0.99 81.08

made (related to additional memory layers and stack-

ing process). Again, this conclusion applies for our

case study and the assumed process parameters. Other

process parameters may result in other conclusions.

Nevertheless, the figure clearly shows that generally

speaking, the achieved yield improvement using layer

redundancy results in lower cost per good stack.

• The larger n, the larger the impact of layer redundancy;

i.e., the cheaper the cost of manufacturing a good 3D

stacked memory. For example, for n=3 and r=1 (i.e.,

s=4), the cost reduction achieved is 2.25%, while this

is 28.02% for n=5 and s=6.

Next, the impact of different values of n and r on the cost

ratio
CGD(n,s)
CGD(n) will be analyzed. The results are summarized

in Table II; it is assumed that that C3D

Cw
=0.3. The table shows

that for n=r=1, the cost of producing a good stacked IC

using layer redundancy is twice more expensive. This can

be explained by the fact that adding a single redundant layer

to n=1 doubles the wafer cost. The associated cost with

layer redundancy starts to pay off from n=3 on. As the table

shows, additional redundant layers do not always results in

higher yield at lower cost. It strongly depends on the stack

size and the number of the-to-be added redundant layers (as

well as on the process parameters). Nevertheless, the larger

n, the more benefits can be realized.

Another aspect which is worth to examine is the impact of

the die yield YD and the stacking yield parameters YINT

and YSD on the cost. Let YS = YINT · YSD denotes the

stacking yield and assume the case where n=5 and r=1.

The cost ratio
CGD(n,s)
CGD(n) for different values of stack yield

YS and die yield YD is given in Table III; YD is considered

to between 50% and 90%, and YS between 91% and 99%.

The table reveals that the die yield has the highest impact on

the cost ratio; the lower the die yield, the higher the benefits

obtained by layer redundancy. For example, for a YD=60%

a cost improvement of about 60% is obtained for YS=99%,

TABLE IV

COST REDUCTION: WAFER MATCHING VS LAYER REDUNDANCY

n BP [16] (%) Layer Redundancy

2 1.07 -25.38%
3 2.55 2.25%
4 4.63 17.65%
5 7.37 28.02%
6 10.27 38.45%

while this does not exceed 19% for YD=90% for the same

stack yield YS . Moreover, the table shows that the higher the

stack yield, the higher the benefit of layer redundancy.

C. Comparison with wafer matching

This section compares cost improvements due to layer

redundancy and wafer matching. Improving the yield for

3D circuits based on wafer matching was discussed by

many authors [13–16]. The state-of-the art in wafer matching

shows that the algorithm, referred to as the adaptive Best

Pair (BP) algorithm [16], is the best in terms of yield

improvement. Therefore, this algorithm will be compared

with layer redundancy based yield improvement.

We will use the adaptive Best Pair (BP) algorithm for the

same process parameters as that used for the evaluation of

layer redundancy for a stack size 2 ≤ n ≤ 6. We assume

that in wafer matching the yield improvement over random

stacking directly translate in the same cost improvement.

This assumption is based on the fact that the manufacturing

cost is independent of whether wafer matching is performed

or not, while the yield improvement directly translates in

cost reduction. Table IV shows the cost improvements due

to wafer matching (denoted by BP) and layer redundancy

respectively. It should be noted that depending on n, an

optimal number of redundant layers r (realizing maximal

yield improvement) is selected for the comparison. It can

be seen from the table that for n=2, layer redundancy does

not pay off and it results in larger cost; similar explanation

can be given here as before. For larger n, however, layer

redundancy is more cost-effective than wafer matching; the

larger n, the larger the benefit. For example, for a six stacked

IC wafer matching is able to reduce the cost with 10.27%

as compared to random stacking, while layer redundancy is

able to reduce this with 38.45%. However, for n=2 layer

redundancy will result in an additional cost of 25.38%.

V. DESIGN FOR MEMORY REPAIR

In the previous section the cost advantages of memory

layer redundancy has been shown. In this section, we will

briefly discuss the different existing options to realize layer

redundancy and thereafter we propose a layer replacement

scheme for 3D stacked memories.

A. Traditional approaches

Redundancy for 2D memories (intra-layer) is typically

performed by replacing the faulty row/column with spares.

The address of the faulty row/column is stored in a pro-

grammable non-volatile device before shipping the chip

to retain the information during the power off. When the
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Fig. 3. Layer replacement circuit.

memory is accessed, it checks if the addressed location is

faulty by comparing it to the stored faulty addresses in the

programmable devices. In case faulty, the initial (faulty)

location is prevented from being accessed and the spare

location is activated instead.

The programmable devices can include fuses, anti-fuses

or nonvolatile memory cells. Fuses may include material

such as polysilicon, silicides or metals such as copper;

they can be blown (programmed) by either laser or electric

current. Obviously laser fusing cannot work for intra-layer

redundancy if the memory cells are stacked on the top of

the peripheral logic layer. Once stacked, blowing fuses by

laser become not feasible. On the other hand, electrical

fusing, which require no special equipment, can be applied

for layer redundancy [23]. Faulty addresses can be even

programmed after packaging. However, it requires an on-

chip programming circuit [24]. Similarly to fuses, anti-

fuses can be programmed (e.g., breaking down a dielectric)

electrically [25] or by using laser pulses. Last, non-volatile

memory cells can be also used to store the faulty addresses,

especially for non-volatile memories such as EEPROM.

B. Layer replacement scheme for 3D stacked memories

Memory repair based on layer redundancy needs to store

the ID (index) of the faulty layer in non-volatile memory. As

already mentioned, this can be done with electrical fusing,

electrical anti-fusing or by using nonvolatile memory cells. If

the faulty layer is accessed, the repair scheme should redirect

the address to a redundant layer. In the rest of this section,

we will show a concept that can realize such a task. Let us

assume that the size of the s memory layers are the same;

hence, log(s) bits can be used to distinguish between the

different layers. We assume further that the log(s) bits are

the most significant bits (MSB’s) of the memory address;

therefore, they are unique for each layer. Figure 3 shows how

this MSB’s can be used to redirect the address to a redundant

layer rather than the faulty layer. The programmable devices

PD in the figure store the ID (i.e., the MSB’s) of the faulty

layers. The MSB’s of the original address O Address will be

compared with the stored bits in the PD’s; if a hit occurs, then

the O Address has to be mapped to the MSB’s of a redundant

layer (denoted by r1 and r2). For example, assume a stack

size n=2 and the number of redundant layers is r=2 as in

the figure, then 2 bits (=log(4)) needed as MSB’s to identify

the four layers. Assume further that the combinations 00 and

01 identify the layers L1 and L2 and the combination 10 and

11 identify the spare redundant layers R1 and R2. If L1 is

faulty, then its access will be inhibited as the comparator will

produce a hit and force the mux to select the new address

r1; in this case the address is converted from 00 to 10, hence

accessing the redundant layer instead of the faulty layer.

Similarly, if L2 is faulty, its address will be remapped to

the address r2=11.

VI. CONCLUSION

This paper introduces the concept of layer redundancy and

investigates it as a scheme to improve the yield of 3D stacked

memories. It proposes an analytical model to evaluate the

yield improvement due to layer redundancy.

Simulation results show that layer redundancy not only

outperforms wafer matching (as a yield improvement

scheme), but also realize a significant yield improvement,

especially for larger stack size. For example, a cost improve-

ment of 38.45% is obtained in case two redundant layers are

added to a stack of six layers.
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Abstract Recent enhancements in process develop-
ment enable the fabrication of three dimensional
stacked ICs (3D-SICs) such as memories based on
Wafer-to-Wafer (W2W) stacking. One of the major
challenges facing W2W stacking is the low compound
yield. This paper investigates compound yield improve-
ment for W2W stacked memories using layer redun-
dancy and compares it to wafer matching. First, an
analytical model is provided to prove the added value
of layer redundancy. Second, the impact of such a
scheme on the manufacturing cost is evaluated. Third,
these two parts are integrated to analyze the trade-
off between yield improvement and its associated cost;
the realized yield improvement is also compared to
yield gain obtained when using wafer matching. The
simulation results show that for higher stack sizes layer
redundancy realizes a significant yield improvement as
compared to wafer matching, even at lower cost. For
example, for a stack size of six stacked layers and a die
yield of 85 %, a relative yield improvement of 118.79 %
is obtained with two redundant layers, while this is
14.03 % only with wafer matching. The additional cost
due to redundancy pays off; the cost of producing a
good 3D stacked memory chip reduces with 37.68 %
when using layer redundancy and only with 12.48 %
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when using wafer matching. Moreover, the results show
that the benefits of layer redundancy become extremely
significant for lower die yields. Finally, layer redun-
dancy and wafer matching are integrated to obtain
further cost reductions.

Keywords 3D stacked-IC · Yield enhancement ·
Memory redundancy · 3D memory · Wafer matching

1 Introduction

The increasing demand for more functionality on ICs
has been met by the semiconductor industry adhering
to Moore’s law. Recent enhancements in process de-
velopment enable the fabrication of three dimensional
stacked ICs (3D-SICs), which are electrically intercon-
nected by Through Silicon Vias (TSV). This opened
up new research directions that could be investigated
to continue the trend of performance increase. A TSV
based 3D-SIC is an emerging technology that pro-
vides a smaller footprint, higher interconnect density
between stacked dies, higher performance and lower
power consumption due to shorter wires as compared
to planar ICs [4]. Moreover, heterogeneous integration
in 3D-SICs allows dies to be manufactured with dis-
similar processing and technology nodes. For example,
memory layers can be stacked on a processor [15].

The key manufacturing steps in assembling 3D-SICs
are the stacking and the bonding of dies. The three
existing bonding methods are Die-to-Die (D2D), Die-
to-Wafer (D2W) and Wafer-to-Wafer (W2W) bond-
ing [6]. High alignment accuracy is feasible in D2D
and D2W bonding, but it impacts the throughput neg-
atively. In D2D and D2W bonding, Known Good Die
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(KGD) stacking can be applied to prevent faulty dies
from being stacked [6]. W2W stacking allows for high
manufacturing throughput due to single wafer align-
ment and thinned wafers and small die handling, but
requires stacking of dies with the same area. Due to
their regularity, stacked memories are very attractive to
W2W stacking. However, one of the major drawbacks
of W2W stacking is low compound yield especially with
increased number of stacked layers.

Traditionally, memory yield improvement in 2D
chips is realized by using spare rows and/or columns
to repair defective ones. 3D stacked memories allow
the exploration of new repair schemes that take ad-
vantage of the vertical dimension, e.g., inter-layer re-
dundancy [8] and layer redundancy [22]. In inter-layer
redundancy, if a memory layer is not repairable because
the number of defective rows and/or columns is more
than the spares, then additional resources (spares) from
the neighboring layers could be borrowed and used. A
drawback of this approach is the additional required
number of TSVs and the routing complexity to mutu-
ally share and access the spare resources among the lay-
ers in the stack. The second scheme, layer redundancy,
can be applied at the wafer level. Additional redundant
layer(s) are stacked to replace the faulty irreparable
memory dies in the stack.

This paper investigates layer redundancy as a mean
for compound yield improvement for 3D W2W stacked
memories. In addition, it compares the results with
wafer matching [24]; a technique to improve W2W
stacking by matching wafers with similar fault distrib-
utions. Finally, it combines both techniques and inves-
tigates the realized yield improvement.

The main contributions of this paper are:

– A classification of 3D memories and 3D memory
redundancy repair schemes.

– An analytical model that formulates the yield gain
as a result of layer redundancy.

– A memory layer replacement circuit that modifies
addresses of faulty memory layer(s) to the spare
layer(s).

– A comparison of 3D W2W stacked memories with
and without layer redundancy in terms of the cost
of producing good 3D stacks.

– A comparison between 3D W2W stacked memories
using layer redundancy and wafer matching as yield
improvement schemes.

– The integration of both layer redundancy and wafer
matching into a single technique in order to make
use of both methods.

The remainder of this paper is organized as follows.
Section 2 classifies 3D memory architectures. Section 3

presents the two yield improvement schemes, i.e., wafer
matching and 3D memory redundancy. Sections 4 and 5
respectively introduce models to evaluate these two
schemes. The simulation results for layer redundancy
are provided in Section 6. Thereafter, this scheme is
compared with wafer matching in Section 7. Section 8
combines both methods to obtain further cost improve-
ments. Finally, Section 9 concludes this paper.

2 3D Memory Architectures

This section provides a brief overview of 3D memory
architectures and highlights the targeted architecture in
this paper; note that the work presented here can be
extended to any possible 3D memory architecture.

Partitioning memories across multiple device layers
can take place at different granularities, resulting in
three architectures. A top to bottom perspective is
presented in the following.

1. Stacked banks—The coarsest granularity partition-
ing of memory takes place at the bank level, by
stacking banks on the top of each other. Each bank
consists of a complete memory system (i.e., mem-
ory cell array, address decoder, write drivers, etc.).
An overall reduction in wire length is obtained
(about 50 % for certain configurations), resulting
into significant reduction in both power and de-
lay [16, 18]. A 3D manufactured DRAM based on
the stacking of banks manufactured by Samsung is
described in [9].

2. Cell arrays stacked on logic—This approach, in
contrast to the previous one, separates the periph-
eral logic (row decoders, sense amplifier, column
select logic, etc), from the cell arrays. The periph-
eral logic is placed on the bottom layer while the
cell array is split across one or multiple layers.
This is considered to be the true 3D memory [16].
Research in this area has been performed for both
SRAMs [16, 25] and DRAMs [2, 13]. By using
this separation method, the peripheral logic can be
optimized independently for speed, while the cell
arrays can be arranged to meet different criteria
(density, footprint, thermal, etc). Examples of 3D
manufactured DRAM based on cell arrays stacked
on logic are manufactured by NEC Electronics,
Elpida Memory [10] and Tezzaron [29]. A clas-
sification within the array layer can also be made.

– Divided-columns: in which bitlines are divided
and mapped onto different layers;
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– Divided-rows: in which wordlines are divided
and mapped onto different layers, requiring
one die-to-die TSV per wordline.

Both organizations reduce latency and power due
to reduced wordline/bitline lengths.

3. Intra-cell (bit) partitioning—Here, memory cells
are split among one or more layers. At this fine
granularity level, the relative small size of the cell
and the size of the TSV make the splitting across
layers a difficult task [25]. Nevertheless, the au-
thors in [16] claim that this option can be feasible
for multi-port SRAM arrays, such as register files,
when the access transistors of the cell are split
among multiple layers.

An example of an architecture that could benefit
from redundancy is the memory architecture con-
sidered in [13]. This architecture, cell arrays stacked
on logic, makes heterogeneous integration feasible.
For example, memory layers manufactured in DRAM
process technology optimized for area can be stacked
on the peripheral circuits manufactured in a logic
process optimized for speed.

3 Yield Improvement Schemes

This section describes two types of yield improvement
schemes. Section 3.1 describes wafer matching, a gen-
eral technique to increase the W2W compound yield.
Subsequently, Section 3.2 presents a classification of
possible memory redundancy schemes and discusses
the method analyzed in this paper.

3.1 W2W Matching

As already mentioned, W2W stacking suffers from
a low compound yield. Wafer matching has been
researched to mitigate this drawback by many au-
thors [17, 20, 21, 24, 27]; it is a technique based on the
matching of wafers with similar fault maps. In case of a
large stack size or low die yield, the improvement can
be significant. The improvement decreases for higher
die yield. For example, for a stack size of two layers
with a die yield of 85 % and 1,278 dies per wafer, wafer
matching is able to increase the compound yield from
72.3 % (for random W2W stacking) to 73.1 % [24].

Wafer matching may not be applicable for cell arrays
stacked on logic architecture as it requires wafer tests
prior to stacking. Depending on the memory architec-
ture and implementation, performing pre-bond wafer
tests may not always be possible, due to the absence of
peripheral circuits.

3.2 3D Memory Redundancy

To increase the memory yield, a memory repair scheme
can be added to any of the memory architectures pre-
sented in Section 2. Traditionally, yield improvement
for 2D memories is based on the use of spare rows
and/or columns [1]. 3D stacked memories, however,
provide additional repair features due to the vertical
dimension. The redundancy schemes for 3D memories
can be classified into three groups.

1. Intra-layer redundancy: Redundancy within each
layer is similar to that in planar memories. Each
layer may have spare rows and/or columns that can
be used within the same layer to improve the yield.

2. Inter-layer redundancy: In inter-layer redundant
memories, spare rows and/or columns cannot be
accessed only from the die they belong to, but
also from neighbor dies. Hence, they can borrow
additional resources in case they run out of their
own. Tezzaron memories are examples of memory
architectures that use inter-layer redundancy [15].
In [8], inter-layer redundancy is used by the authors
to increase the stacked memory yield for different
allocation algorithms.

3. Layer redundancy: Redundancy at the wafer or die
level. A faulty irreparable memory layer is disabled
and instead is replaced with a complete redundant
layer. A memory layer is not repairable if the re-
quired number of spares exceed the existing spares
within it.

In this paper, we analyze the yield increase based on
layer redundancy.

4 Layer Redundancy for Yield Improvement

This section covers the modeling of yield and cost for
layer redundancy; it also presents a simple design for
memory repair. Section 4.1 discusses the assumptions
made for layer redundancy. Thereafter, the yield and
cost modeling are described in Sections 4.2 and 4.3
respectively. Finally, Section 4.4 presents an example
of a memory-repair scheme.

4.1 Definitions and Assumptions

In order to accurately evaluate the memory yield im-
provement due to layer redundancy, different process
parameters have to be appropriately chosen. A 3D
stacked memory consists of multiple stacked layers/dies
interconnected by TSVs. Each die in the stack can be
either faulty or non-faulty (i.e., functional). The yield of
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the die is modeled by YD. In addition, new defects may
be introduced during the stacking process and have to
be taken into consideration [14]. Dies/layers that enter
the stack could get corrupted e.g., due to bonding and
thinning. The new introduced faults due to stacking are
modeled by the stacked-die yield YSD. For the TSVs,
the interconnect yield is represented by YINT. Other
parameters that influence the compound yield are the
stack size n and the number of redundant layers r. The
complete stack size is denoted by s = n + r.

The following assumptions are made in this paper
with respect to layer redundancy analysis:

– The memory layers in the stack are considered to
be independent; each layer can be either faulty or
non-faulty.

– Since many TSVs are shared (e.g., for address or
data buses), it is assumed that any malfunction in
communication between two layers results in faulty
stacked memory.

– We do not consider the peripheral circuit layer
in the model to-be-presented as it impacts both
3D stacked memories with or without layer redun-
dancy in a similar way.

To calculate the cost per 3D-SIC, we need to include
the manufacturing, test and packaging costs. The man-
ufacturing cost depends on the stack size, wafer cost
and 3D stacking cost. The test cost is a function of the
number of dies per wafer d, and the cost to test the in-
terconnects and dies. The complete test cost for a stack
size of n layers equals Ct = (n − 1) · d · tint + n · d · tdie.
Here, tint is the interconnect cost and tdie the test cost
per die. We denote the packaging cost to be Cpackaging

for a single 3D-SIC. The number of dies per wafer can
be derived from the wafer size and die area A.

4.2 Yield Modeling

The model will be presented first for 3D stacked mem-
ories without layer redundancy and thereafter for those
with layer redundancy.

Memories Without Layer Redundancy In case there
is no redundancy, i.e. s = n and r = 0, each layer in
the stack must operate to ensure memory functionality.
The compound yield Y(n) can be described as a func-
tion of the die yield YD and stack size n. Besides the
dies, also the interconnects and the 3D bonding must
be fault free; hence, the stacked-die yield YSD and the
interconnect yield YINT have to be considered as well.
This leads to the following yield expression for non-
redundant memories.

Y(n) = Yn
D · Yn−1

SD · Yn−1
INT (1)

Note that 3D stacked memory with n layers requires
n − 1 stacking steps. For the interconnect yield YINT,
the yield after repair is assumed, if TSV redundancy is
provided.

Memories with Layer Redundancy In this case, r re-
dundant layers are appended to the stack with n layers
resulting in a total layers of s = n + r. If n or more lay-
ers out of the stacked s layers are functionally correct,
then the final 3D-SIC is assumed to be non-faulty. The
probability p(i) that i layers out of s layers are non-
faulty can be formulated by the binomial expression:

p(i) =
(

s
i

)
· Yi

D · (1 − YD)s−i (2)

We extend the symbol Y(n) for non-redundant mem-
ories to YLR(n, s) to denote the yield of a stack con-
taining s layers with r = s − n redundant layers. The
yield for layer redundant enabled memories can be
expressed now by:

YLR(n, s) =
(

s∑
i=n

p(i)

)
· Ys−1

SD · Ys−1
INT

=
(

s∑
i=n

(
s
i

)
· Yi

D · (1 − YD)s−i

)

· Ys−1
SD · Ys−1

INT (3)

In order for the stack to be considered defect-free,
at least n out of s layers must be defect-free. Note that
the redundant layers can be faulty as well. Equations 1
and 3 are equivalent in case n = s, i.e., in case there is
no layer redundancy.

4.3 Cost Modeling

The question rises whether it is cost-wise justified to
increase the yield by adding more redundant layers.
To answer this question, the cost for layer redundancy,
CLR, will be calculated for later evaluation. In this
section, we present the cost CLR for layer redundancy.
The cost CLR(s) for a stack size s can be formulated by
Eq. 4.

CLR(s) = CLR,m(s) + CLR,t(s) + CLR,p(s) (4)

CLR,m(s) = s · Cw + (s − 1) · C3D (5)

CLR,t(s) = CLR,t,post(s) + CLR,t,final(s) (6)

CLR,t,post(s) = (s − 1) · d · tint + Ys−1
INT · s · d · tdie (7)

CLR,t,final(s) = YLR(n, s)

· {(s − 1) · d · tint + s · d · tdie} (8)

CLR,p(s) = YLR(n, s) · d · Cpackage (9)
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In this equation, CLR,m(s) presents the manufactur-
ing cost, CLR,t(s) the test cost and CLR,p(s) the pack-
aging cost. In Eq. 5, which presents the manufacturing
cost, Cw presents the wafer cost and C3D the cost re-
lated to 3D stacking processes including TSV, back side
processing, bonding processing, etc. Note that s wafers
are needed and that the stacking process operation has
to be performed s − 1 times.

Testing 3D-SICs are can be performed at several
stages, pre-bond testing (prior stacking), mid-bond test-
ing (during stacking), post-bond testing (prior pack-
aging) and a final testing (post-packaging) [14]. For
layer reduncy, we ignore the pre-bond and mid-bond
tests Tmi as dies are stacked based on the wafer level.
Intermediate mid-bond tests cannot prevent faulty dies
to be stacked as the case is for D2W stacking. There-
fore, the test cost CLR,t(s) in Eq. 6 is composed out
of two phases, a post-bond test prior to packaging
(Eq. 7) and a final test after packaging (Eq. 8). In
each testing phase, we assume that interconnects are
tested first, similarly as in [23]. As some of the faulty
interconnects are detected, some die tests for 3D-SICs
can be skipped. For example, in Eq. 7 after defective
interconnects are identified, only dies of the 3D-SICs
with fault-free interconnects should be further tested.
This remaining fraction equals 1 − Ys−1

INT . The total test
cost depends on the number of dies d on the wafer, the
test cost for a single interconnect tint and the test cost
per die tdie.

The total packaging cost (Eq. 9) equals the number
of packaged ICs times the packaging cost Cpackaging per
3D-SIC. Note that we assume a packaging yield of
100 %.

Obviously, for 3D stacked memories without layer
redundancy, the cost C(n) can be derived similarly and
is described by the following equations.

C(n) = Cm(n) + Ct(n) + Cp(n) (10)

Cm(n) = n · Cw + (n − 1) · C3D (11)

Ct(n) = Ct,post(n) + Ct,final(n) (12)

Ct,post(n) = (n − 1) · d · tint + Yn−1
INT · n · d · tdie (13)

Ct,final(n) = Y(n) · {(n − 1) · d · tint + n · d · tdie} (14)

Cp(n) = Y(n) · d · Cpackaging (15)

4.4 Design for Memory Repair

In the previous sections, yield and cost formulation for
layer redundancy were presented. In this section, we
will briefly discuss the different existing techniques to

realize layer redundancy and thereafter we propose a
layer replacement scheme for 3D stacked memories.

4.4.1 Traditional Approaches

Redundancy for 2D memories (intra-layer) is typically
performed by replacing the faulty row/column with
spares. The address of the faulty row/column is stored
in a programmable non-volatile memory before ship-
ping the chip to retain the information during the power
off. When the memory is accessed, it checks if the
addressed location is faulty by comparing it to the
stored faulty addresses in the programmable devices.
In case faulty, the initial (faulty) location is prevented
from being accessed and the spare location is activated
instead.

The programmable devices can include fuses, anti-
fuses or nonvolatile memory cells. Fuses may include
material such as polysilicon, silicides or metals such
as copper; they can be blown (programmed) by either
laser or electric current. Obviously laser fusing cannot
work for intra-layer redundancy if the memory cells
are stacked on the top of the peripheral logic layer.
Once stacked, blowing fuses by laser might become
unfeasible, as they are not reachable by the laser beam.
On the other hand, electrical fusing can be applied for
layer redundancy [12]. Faulty addresses can be pro-
grammed even after packaging. However, it requires
an on-chip programming circuit [19]. Similarly to fuses,
anti-fuses can be programmed (e.g., breaking down a
dielectric) electrically [28] or by using laser pulses. Last,
non-volatile memory cells can be also used to store the
faulty addresses, especially for non-volatile memories
such as EEPROM.

4.4.2 Layer Replacement Scheme for 3D Stacked
Memories

Memory repair based on layer redundancy needs to
store the ID (index) of the faulty layer in a program-
mable non-volatile device. As already mentioned, this
can be done with electrical fusing, electrical anti-fusing
or by using nonvolatile memory cells. If the faulty
layer is accessed, the repair scheme should redirect the
address to a redundant layer. In the rest of this section,
we will show a concept that can realize such a task.

Let us assume that the size of the s memory layers are
the same; hence, log2(s) bits can be used to distinguish
between the different layers. We assume further that
the log2(s) bits are the most significant bits (MSB’s)
of the memory address; therefore, they are unique for
each layer. Figure 1 shows how this MSB’s can be used
to redirect the address to a redundant layer rather than
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Fig. 1 Layer replacement circuit

the faulty layer. The programmable devices PD in the
figure store the ID (i.e., the MSB’s) of the faulty layers.
The MSB’s of the original address O_Address will be
compared with the stored bits in the PD’s; if a hit
occurs, then the O_Address has to be mapped to the
MSB’s of a redundant layer (denoted by r1 and r2).
For example, assume a stack size n = 2 and the number
of redundant layers is r = 2 as in the figure, then 2
bits (= log2(4)) needed as MSB’s to identify the four
layers. Assume further that the combinations 00 and
01 identify the layers L1 and L2 and the combination
10 and 11 identify the spare redundant layers R1 and
R2. If L1 is faulty, then its access will be inhibited as
the comparator will produce a hit and force the mux
to select the new address r1; in this case the address is
converted from 00 to 10, hence accessing the redundant
layer instead of the faulty layer. Similarly, if L2 is faulty,
its address will be remapped to the address r2 = 11.

5 Wafer Matching for Yield Improvement

This section briefly presents wafer matching as it is
used for comparison with layer redundancy. First, the
process assumptions and definition for wafer matching
are presented. Thereafter, a yield and a cost model are
described.

5.1 Definitions and Assumptions

To fairly compare layer redundancy with wafer match-
ing, the same yield parameters used in layer redun-
dancy are used here, i.e., die yield YD, interconnect
yield YINT and stacked-die yield YSD have to be used.
However, due to the nature of wafer matching an ad-
ditional parameters must be considered, the repository
size.

A repository contains a collection of wafers with the
same functionality. The larger the size of the repository
the better the quality of the matching, since there are
more wafers to select from. The symbol k is used to
denote the repository size.

The yield improvement of wafer matching heavily
depends on the number of dies per wafer d. As wafer

matching requires pre-bond testing, each die has to
be tested prior entering the stack. We use the same
symbols tint and tdie denote the cost per interconnect
and die.

5.2 Yield and Cost Models for Wafer Matching

Improve yield for 3D circuits based on wafer matching
has been discussed by many authors [17, 20, 21, 24, 27].
In this paper, we use the adaptive Best Pair (BP) algo-
rithm [24] to determine the yield increase due to wafer
matching.

The BP matching scenario realizes a yield YBP =
f (n, k, d, YD), which is a function of the stack size n,
the repository size k, the number of dies per wafer d and
the die yield YD. By assuming k and d to be constant,
we can define YBP(n, YD); i.e., it is primarily a function
of the stack size and the die yield. This yield can be
recursively described by the following equation:

YBP(n, YD) = YBP(n − 1, YD) · Match(n − 1, YD). (16)

Here Match(n − 1, YD) presents the die yield of the
best wafer that matches with the stacked n − 1 layers
(given a certain matching criterion).

To calculate the compound yield due to wafer match-
ing, YWM, both stacked-die yield YSD and interconnect
yield YINT have to be incorporated with YBP. We define
the wafer matching yield as follows:

YWM(n) = YBP(n, YD) · Yn−1
SD · Yn−1

INT (17)

The cost to perform the wafer matching consist also
of three components: manufacturing, test and packag-
ing cost. Equation 18 describes this cost.

CWM(n) = CWM,m(n) + CWM,t(n) + CWM,p(n) (18)

CWM,m(n) = n · Cw + (n − 1) · C3D (19)

CWM,t(n) = CWM,t,pre(n) + CWM,t,post(n)

+ CWM,t,final(n) (20)

CWM,t,pre(n) = n · d · tint (21)

CWM,t,post(n) = YBP · (n − 1) · d · tint (22)

CWM,t,final(n) = YBP · Yn−1
INT

· {(n − 1) · d · tint + n · d · tdie} (23)

CWM,p(n) = YBP · Yn−1
INT · d · Cpackaging (24)

The manufacturing cost is assumed to be the same
as for the case no wafer matching is used. The test
cost, however, differs as a pre-bond test is required
(CWM,t,pre(n)). In the pre-bond test only dies are tested.
In the post-bond test, die test are skipped as it is
proven to be more cost-effective [27]. Here, only the
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interconnects are tested during the post-bond test. As
a consequence of this, some faulty stacked dies will
escape the test and therefore will be packaged. These
faulty chips, however, will be detected in the final test.

In case wafer matching is not performed, the yield
and cost are given by Eqs. 1 and 10 respectively.

6 Simulation Results for Layer Redundancy

In this section we analyze the yield gain due to layer
redundancy and its associated cost by attributing the
manufacturing cost to the good stacked ICs. However,
first the process parameters used for simulation will be
given.

6.1 Process Parameters

The defined parameters in Section 4.1 need to have
actual values for the simulation. In this section, we
justify their values. We assume a die yield of YD = 85 %
as reported in the ITRS roadmap [7]. The stacked-die
yield YSD is assumed to be 99 % [27]. The interconnect
yield YINT is assumed to be 97 % per stacked layer [27].

In order to determine the number of dies per wafer
d, we need to know the wafer size and die area. A
standard 300 mm diameter wafer is selected with an
edge clearance of 3 mm. The memory die area selected
belonging to the considered die yield is assumed to
be A = 93 mm2 [7]. For this die area and wafer size,
the number of Gross Dies per Wafer (GDW) approxi-
mately equals to d = 675 [5].

For the test cost, we assume a test cost per die tdie =
0.23 cent [3, 11]. We assume that the interconnect test
are 100 less in cost, similar as in [27].

The packaging cost forms a significant fraction of the
overall cost and depends on the used technique [26]. In
this paper, we assume the packaging cost to be 50 % of
a die cost.

6.2 Yield Improvement

The relative yield improvement of memories enabled
with redundancy over memories without layer redun-
dancy can be expressed by normalizing Eq. 3 over Eq. 1.
The following equation describes the obtained result:

YLR(n, s)
Y(n)

=
(∑s

i=n p(i)
)

Yn
D

· Ys−n
SD · Ys−n

INT

=
(

s∑
i=n

(
s
i

)
· Yi−n

D · (1 − YD)s−i

)

· Ys−n
SD · Ys−n

INT (25)

Table 1 shows the yields for memories with and
without layer redundancy. The second row gives the
absolute yield (Abs. yield) of the stack without using
layer redundancy. The rest of the table gives the yield
improvement as a consequence of layer redundancy
for different stack sizes n and different number of
redundant layers r. For cost reasons it is assumed that
r ≤ n; i.e., the number of redundant layers is considered
smaller than or equal to the stack size n. Each entry in
the table (except the Abs. yield row) lists the relative
yield improvement YLR(n,s)

Y(n)
(Eq. 25) in percentage for

each value of n and r; entities where r > n are indicated
as ‘n.a.’ (not applicable). Inspecting the table reveals
the following:

– Layer redundancy improves the memory yield irre-
spective of the considered stack size and number
of redundant layers. The yield improvement be-
comes significant as the stack size increases; this is
because the occurrence probability of faulty layers
increases.

– Adding more redundant layers does not always
result in better yield improvement. The minimum
number of redundant layers that have to be added
to achieve the maximal yield improvement depends
in addition to n also on the process parameters
under consideration such as YD, YSD and YINT. For
example, the yield improvement for n = 4 realized
with r = 2 is larger than that realized with r = 4.
This yield drop is a consequence of additional faults
introduced in the larger stack due to the extra 3D
processing steps.

6.3 Cost Evaluation

To evaluate the additional yield gain of a redundant
memory fairly, its increased manufacturing cost must
be compensated for. In order to do that, we define the
cost of a good die CG as the cost of manufacturing
a good stacked IC; i.e., normalizing the cost C(n) to
the yield. This cost for 3D stacked memory without

Table 1 Relative yield improvement using layer redundancy in
% for various n and r

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

Abs. yield 85.00 69.38 56.63 46.23 37.73 30.80

r = 1 10.43 24.84 39.24 53.65 68.05 82.46
r = 2 n.a. 26.11 46.16 68.30 92.50 118.79
r = 3 n.a. n.a. 43.35 67.59 95.32 126.84
r = 4 n.a. n.a. n.a. 62.45 90.58 123.26

Bold entries show the optimal values
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and with layer redundancy are given in Eqs. 26 and 27
respectively.

CG(n) = C(n)/Y(n) (26)

CG
LR(n, s) = CLR(s)/YLR(n, s) (27)

By using these equations, the relative improvement
or depreciation of the price of a good 3D-SIC with layer
redundancy over one without layer redundancy can be
expressed as:

CG
LR(n, s)
CG(n)

= CLR(s)
C(n)

· Y(n)

YLR(n, s)
(28)

Here, Eqs. 4 and 10 give the expressions for CLR(s)
and C(n). The last part of the equation, Y(n)

YLR(n,s) , can be
evaluated by using Eq. 25.

Figure 2 shows the above cost ratio for various values
of n and s, and for 0.1 ≤ C3D

Cw
≤ 0.9, i.e., the 3D process-

ing cost lies between 10 and 90 % of the wafer cost. The
following can be concluded from the figure:

– The impact of the ratio C3D
Cw

on the cost ratio CG
LR(n,s)
CG(n)

is negligible, especially for n > 3.
– Except for n = 3 and s = 5, the realized yield im-

provement is high enough to pay off the additional
cost made (related to additional memory layers and
stacking process). Again, this conclusion applies for
our case study and the assumed process parameters.
Other process parameters may result in other con-
clusions. Nevertheless, the figure clearly shows that
generally speaking, the achieved yield improve-
ment using layer redundancy results in lower cost
per good stack.

Fig. 2 Impact of layer redundancy on the cost ratio
CG

LR(n,s)
CG(n)

Table 2 Relative cost improvement using layer redundancy for
various n and r

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

r = 1 170.18 20.21 −2.73 −17.00 −27.10 −34.79
r = 2 n.a. 54.37 14.30 −9.55 −25.79 −37.68
r = 3 n.a. n.a. 37.28 4.63 −17.13 −32.75
r = 4 n.a. n.a. n.a. 21.66 −5.48 −24.73

Bold entries show the optimal values

– The larger n, the larger the impact of layer redun-
dancy; i.e., the better the cost improvement due to
layer redundancy. For example, for n = 3 and s = 4,
the cost reduction achieved is around 2.73 %, while
this is 27.10 % for n = 5 and s = 6.

Next, the impact of different values of n and r on the

cost ratio CG
LR(n,s)
CG(n)

will be analyzed. The results are sum-

marized in Table 2; it is assumed that C3D
Cw

= 0.3. The
table shows that for n = r = 1, the cost of producing a
good stacked IC using layer redundancy is more than
twice expensive. This can be explained by the fact that
adding a single redundant layer to n = 1 doubles the
wafer cost. The associated cost with layer redundancy
starts to pay off from n = 3 on. As the table shows,
additional redundant layers do not always result in
lower cost. It strongly depends on the stack size and the
number of the-to-be added redundant layers (as well
as on the process parameters). Nevertheless, the larger
n, the more benefits can be realized. For example, for
n = 6 a cost reduction of 37.68 % can be obtained.

Another aspect which is worth to examine is the
impact of the die yield YD and the stacking yield pa-
rameters YINT and YSD on the cost. We still assume the
case where n = 5 and s = 6. The cost ratio CG

LR(5,6)

CG(5)
for

different values of stack yield Yint, YSD and die yield
YD is given in Table 3; Yint and YSD are considered
between 91 and 99 % and YD is considered to between
60 and 90 %,. The table reveals that the die yield has the

Table 3 Relative cost improvement using layer redundancy for
various YD, Yint and YSD

YINT YSD
CG

LR(5, 6) − CG(5)

CG(5)

YD = 0.6 YD = 0.7 YD = 0.8 YD = 0.9

0.91 0.91 −51.50 −41.64 −26.99 −3.17
0.91 0.95 −53.47 −43.96 −29.87 −7.00
0.91 0.99 −55.27 −46.06 −32.43 −10.46
0.95 0.91 −53.48 −43.97 −29.87 −7.02
0.95 0.95 −55.35 −46.16 −32.55 −10.63
0.95 0.99 −57.06 −48.14 −34.97 −13.86
0.99 0.91 −55.28 −46.08 −32.44 −10.48
0.99 0.95 −57.06 −48.15 −34.97 −13.86
0.99 0.99 −58.67 −50.01 −37.22 −16.87
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highest impact on the cost ratio; the lower the die yield,
the higher the benefits obtained by layer redundancy.
For example, for a YD = 60 % a cost improvement
around 55 % is obtained, while this does not exceed
16.87 % for YD = 90 %. Moreover, the table shows that
the higher the stack yield, the higher the benefit of layer
redundancy.

7 Comparison with Wafer Matching

This section gives first the simulation results for wafer
matching; these are thereafter compared with those
obtained for layer redundancy.

7.1 Simulation Results for Wafer Matching

In this section, we derive the equations to evaluate the
cost for wafer matching and simulate them. Again, we
consider the yield and cost improvements with respect
to the case where wafer matching is not used.

The defined parameters in Section 5.1 need to have
actual values for the simulation. We use exactly the
same parameters as defined in Section 6.1. The repos-
itory size for the wafer repositories is assumed to be
k = 50.

7.1.1 Yield Improvement

The relative yield improvement of memories enabled
with wafer matching over memories without wafer
matching can be expressed by normalizing Eq. 17 over
Eq. 1. The following expression describes the obtained
result:

YWM(n)

Y(n)
= YBP · Yn−1

SD · Yn−1
INT

Yn
D · Yn−1

SD · Yn−1
INT

= YBP

Yn
D

(29)

This yield is exactly reported by the tool that im-
plements the Best Pair (BP) matching scenario [24].
Table 4 shows the absolute yield (second row) and
the relative yield improvement (third row) for different
stack sizes n.

Wafer matching is only applicable for a stack of two
or more layers. The larger the stack size, the higher the
yield gain. This relative yield improvement increases

from 1.62 % up to 14.03 % for stack sizes of two and
six layers respectively.

7.1.2 Cost Evaluation

To evaluate the additional yield gain of a redundant
memory fairly, its manufacturing and additional test
cost must be compensated for. In order to do that, we
define the cost of a good die CG

WM as the cost of a good
stacked IC using wafer matching, similarly as in Eqs. 26
and 27.

CG
WM(n) = CWM(n)

YWM(n)
(30)

Using this equation and Eq. 26, the relative improve-
ment or depreciation of the price of a good 3D-SIC with
wafer matching over one without it can be expressed as:

CG
WM(n)

CG(n)
= CWM(n)

C(n)
· Y(n)

YWM(n)
(31)

Here, Eqs. 18 and 10 give the expressions for CWM(n)

and C(n) respectively. The last part of the equation,
Y(n)

YWM(n)
, can be evaluated by using Eq. 29.

The results of this equation are depicted in the last
row of Table 4. It shows that wafer matching becomes
more lucrative for increased stack sizes. For a stack
size of 2, the improvement is only 2.56 %; it grows to
12.48 % for a stack size of six layers.

7.2 Comparison

Sections 6 and 7.1 describe the yield improvement
schemes layer redundancy and wafer matching respec-
tively. In this section, we summarize both methods and
compare the cost improvements between them. Table 5
shows this comparison. The first column contains the
stack size. The second and third columns contain the
yield improvements for both techniques and the fourth
column gives the number of redundant layers used to
achieve the yield improvement in the third column.
The fifth and sixth column show the cost improve-
ments of both schemes, while the last column shows
the number of redundant layers used to obtain the cost
improvement in the sixth column. It should be noted
that depending on n, an optimal number of redundant
layers r (realizing maximal yield or cost improvement)

Table 4 Relative yield and
cost improvements for
various n

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

Abs. yield 85.00 69.38 56.63 46.23 37.73 30.80
YWM(n) − Y(n)

Y(n)
(%) – 1.62 3.71 6.49 10.00 14.03

CG
WM(n) − CG(n)

CG(n)
(%) – −2.56 −4.50 −6.79 −9.47 −12.48
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Table 5 Yield and cost comparison between wafer matching and layer redundancy

n
YWM(n) − Y(n)

Y(n)
(%)

YLR(n, s) − Y(n)

Y(n)
(%) r

CG
WM(n) − CG(n)

CG(n)
(%)

CG
LR(n, s) − CG(n)

CG(n)
(%) r

2 1.62 26.11 2 −2.56 20.21 1
3 3.71 46.16 2 −4.50 −2.73 1
4 6.49 68.30 2 −6.79 −17.00 1
5 10.00 95.58 3 −9.47 −27.10 1
6 14.03 126.84 3 −12.48 −37.68 2

is selected for the comparison. Considering yield only,
layer redundancy outperforms wafer matching by an
order of magnitude. Even the cost picture of these two
schemes confirms the superiority of layer redundancy
except for n = 2; the larger n, the larger the benefit. For
example, for a six stacked IC wafer matching is able to
reduce the cost with 12.48 % as compared to random
stacking, while layer redundancy is able to reduce this
with 37.68 %. However, for n = 2 layer redundancy will
result in an additional cost of 20.21 %.

8 Combining Layer Redundancy and Wafer matching

In this section, we combine the two methods. In order
to achieve that, a new algorithm is developed. This
algorithm is described in Section 8.1. Thereafter, we
present the results and analyze the additional cost im-
provements in Section 8.2. Finally, we compare the two
stand-alone techniques with their combined version in
Section 8.3.

8.1 Algorithm

To combine layer redundancy and wafer matching, a
two-step algorithm is used. The first step performs the
matching of the first n layers; the BP matching scenario
is used with slight modifications such as keeping track
of the number of good dies per stack. The second
step consists of matching the r redundant layers to the
stacked n layers. Two different methods can be used for
this step:

– Match The Best: To maximize the compound yield,
each matching step targets stacks with n − 1 good

Table 6 Relative cost improvement using the combined method
for various n and r

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

Abs. yield 85.00 69.38 56.63 46.23 37.73 30.80

r = 1 17.11 29.70 43.02 57.06 71.51 86.40
r = 2 n.a. 36.94 57.49 80.37 105.12 131.91
r = 3 n.a. n.a. 61.57 88.42 118.86 153.16
r = 4 n.a. n.a. n.a. 90.77 135.51 161.32

Bold entries show the optimal values

dies. The stacks with n − 1 good dies directly con-
tribute to the yield if a good die is stacked on them.
Note that after matching, stacks that had n − 2 good
dies will have n − 1 good dies in the next step.

– Match The Worst: To maximize the compound
yield, each matching step targets stacks with the
most faulty dies that are still repairable. Thus, the
first matching step is based on stacks with n − r
good dies, thereafter, stacks with n − r − 1 good
dies, etc. The process stops when all r redundant
layers are matched.

In the coming sections, we only consider the Match
The Best method as both methods report similar results.
We denote the yield after matching as YM,BP for this
method.

8.2 Simulation Results

Similarly as for the disjoint yield improvements meth-
ods, both the yield and cost components are going to
be explored. We define the cost CCOM(s) of a 3D-SIC
using the combined approach in a similar way as we
did for wafer matching, but now with stack size s. The
following equations describe these cost.

CCOM(s) = CCOM,m(s) + CCOM,t(s)

+ CCOM,p(s) (32)

CCOM,m(s) = s · Cw + (s − 1) · C3D (33)

CCOM,t(s) = CCOM,t,pre(s) + CCOM,t,post(s)

+ CCOM,t,final(s) (34)

CCOM,t,pre(s) = s · d · tint (35)

Table 7 Relative cost improvement using the combined method
for various n and r

n = 1 n = 2 n = 3 n = 4 n = 5 n = 6

r = 1 58.47 12.91 −7.80 −20.86 −30.16 −37.37
r = 2 n.a. 39.11 3.30 −17.79 −32.06 −42.51
r = 3 n.a. n.a. 18.81 −9.19 −27.76 −41.05
r = 4 n.a. n.a. n.a. 1.31 −21.10 −36.96

Bold entries show the optimal values
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Table 8 Cost reduction:
combined wafer matching
and layer redundancy

n r
CG

COM(n, s) − CG(n)

CG(n)
(%)

CG
COM(n, s) − GG

WM(n)

GG
WM(n)

(%)
CG

COM(n, s) − CG
LR(n, s)

CG
LR(n, s)

(%)

2 1 12.91 15.88 −9.94
3 1 −7.80 −3.46 −5.68
4 1 −20.86 −15.09 −3.89
5 2 −32.06 −24.95 −5.62
6 2 −42.51 −34.31 −6.60

CCOM,t,post(s) = YM,BP · (s − 1) · d · tint (36)

CCOM,t,final(s) = YM,BP · Ys−1
INT

· {(s − 1) · d · tint + s · d · tdie} (37)

CCOM,p(n) = YM,BP · Ys−1
INT · d · Cpackaging (38)

8.2.1 Yield Improvement

The yield improvement using the combined method,
YCOM(n, s), is directly obtained from simulation of the
two-step algorithm described in the previous section.
Table 6 shows the relative yield improvement real-
ized as compared with yield Y(n) of random stacking
(without layer redundancy); the absolute value of Y(n)

is given in the ‘Abs. yield’ row. Inspecting the table
reveals the following:

– Overall, the yield gain of the combined method
outperforms that of layer redundancy (see Table 1)
up to 64 %.

– Similarly as for layer redundancy, the memory yield
improves irrespective of the considered stack size
and number of redundant layers. Again, the yield
improvement becomes significant as the stack size
increases; this is because the occurrence probability
of faulty layers increases.

– When using layer redundancy only, the addition of
more redundant layers do not always result in bet-
ter yield improvement. However, here it is the case
for combined method; combining layer redundancy
with wafer matching results in additional benefits
that are larger than the yield loss due to stacking of
extra layers.

8.2.2 Cost Improvement

To fairly evaluate the cost of this combined technique,
both additional cost components for manufacturing and
testing must be included. We define the cost improve-
ment CG

COM(n, s) as the cost of a good stacked IC using
the combined approach.

CG
COM(n, s)
CG(n)

= CCOM(s)
C(n)

· Y(n)

YCOM(n, s)
(39)

The relative cost change of this equation is depicted
in Table 7. The combined method is interesting for n ≥
3 used with appropriate number of redundant layers r.
The cost improves with larger stack sizes.

8.3 Comparison

In this last section, we compare the combined tech-
nique with the two stand-alone yield improvement
techniques. The results of this comparison are shown
in Table 8. The table contains five columns. The first
column gives the considered stack size, the second
column shows the number of redundant layers used
for the combined method, the third column the yield
improvement of the combined technique over no yield
improvement scheme (i.e., random stacking without
layer redundancy), the last two columns the yield im-
provement of the combined technique over the stand-
alone versions. The table shows that for n > 3 the com-
bined technique outperforms both layer redundancy
and wafer matching. Thus, the combined approach is
the best yield improvement technique to use.

9 Conclusion

This paper introduces the concept of layer redundancy
and investigates it as a scheme to improve the com-
pound yield of 3D stacked memories. It proposes an
analytical model to evaluate the yield improvement due
to layer redundancy.

Simulation results show that layer redundancy not
only outperforms wafer matching (as a yield improve-
ment scheme), but also realize a significant yield im-
provement, especially for larger stack size. For exam-
ple, for a stack size of six layers and a die yield of 85 %,
a relative yield improvement of 118.79 % is obtained
using two redundant layers, while this is 14.03 % with
wafer matching. The additional cost due to redundancy
pays off; the cost of producing a good 3D stacked
memory chip reduces with 37.68 % when using layer
redundancy and only with 12.48 % when using wafer
matching. Moreover, the results show that the benefits
of layer redundancy become extremely significant for
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lower die yields. Finally, we combined both methods
technique to obtain even better improvements; e.g.,
for the six layered stack, the cost reduced from 38.45
to 42.51 %.

Open Access This article is distributed under the terms of
the Creative Commons Attribution License which permits any
use, distribution, and reproduction in any medium, provided the
original author(s) and the source are credited.

References

1. Adams RD (2003) High performance memory testing—
design principles. In: Fault modeling and self-test. Kluwer
Academic

2. Anigundi R, Hongbin S, Jian-Qiang L, Rose K, Tong Z
(2009) Architecture design exploration of three-dimensional
(3D) integrated DRAM. In: Quality of electronic design,
pp 86–90

3. Bushnell M, Agrawal V (2000) Essentials of electronic testing
for digital, memory and mixed-signal VLSI circuits. Wiley-
VCH, Weinheim

4. Davis WR, Wilson J, Mick S, Xu J, Hua H, Mineo C, Sule
AM, Steer M, Franzon PD (2005) Demystifying 3D ICs: the
pros and cons of going vertical. IEEE Des Test Comput
22(8):498–510

5. de Vries DK (2005) Investigation of gross die per wafer for-
mulas. IEEE Trans Semicond Manuf 18(1):136–139

6. Garrou P (2008) Christopher Bower and Peter Ramm. In:
Handbook of 3D integration. Wiley-VCH

7. ITRS Report Yield Enhancement 2009 Edition. http://www.
itrs.net/Links/2009ITRS/2009Chapters_2009Tables/2009_
Yield.pdf

8. Jiang L, Ye R, Xu Q (2010) Yield enhancement for 3D-
stacked memory by redundancy sharing across dies. In:
IEEE/ACM international conference on computer-aided de-
sign, pp 230–234

9. Kahng U et al (2010) 8 Gb 3-D DDR3 DRAM using through-
silicon-via technology. IEEE J Solid-State Circuits 45:111–119

10. Kawano M et al (2006) A 3D packaging technology for 4 Gbit
stacked DRAM with 3 Gbps data transfer. In: International
electron devices meeting, pp 1–4

11. Kim E-K, Sung J (2008) Yield challenges in wafer stacking
technology. In: Microelectronics reliability, pp 1102–1105

12. Lim K et al (2001) Bit line coupling scheme and electrical
fuse circuit for reliable operation of high density DRAM.
In: Symposium on VLSl circuits digest of technical papers,
pp 33–34

13. Loh GH (2008) 3D-stacked memory architectures for multi-
core processors. In: International symposium on computer
architecture, pp 453–464

14. Marinissen EJ, Zorian Y (2009) Testing 3D chips containing
through-silicon vias. In: International test conference, pp 1–11

15. Patti RS (2006) Three-dimensional integrated circuits and the
future of system-on-chip designs. Proc IEEE 94(6):1214–1224

16. Puttaswamy K, Loh GH (2009) 3D-integrated SRAM com-
ponents for high-performance microprocessors. IEEE Trans
Comput 58(10):1369–1381

17. Reda S, Smith G, Smith L (2010) Maximizing the functional
yield of wafer-to-wafer 3-D integration. IEEE Trans Very
Large Scale Integr Syst 17(9):1357–1362

18. Reed P, Yeung G, Black B (2005) Design aspects of a micro-
processor data cache using 3D die interconnect technology.
In: International conference on integrated circuit design and
technology, pp 15–18

19. Reese EA, Spaderna DW, Flannagan ST, Tsang F (1981) A
4K × 8 dynamic RAM with self-refresh. IEEE J Solid-State
Circuits 16(5):479–487

20. Singh E (2011) Exploiting rotational symmetries for im-
proved stacked yields in W2W 3D-SICs. In: VLSI test sym-
posium, pp 32–37

21. Smith G, Smith L, Hosali S, Arkalgud S (2007) Yield consid-
erations in the choice of 3D technology. In: IEEE interna-
tional symposium on semiconductor manufacturing, pp 1–3

22. Taouil M, Hamdioui S (2011) Layer redundancy based yield
improvement for 3D wafer-to-wafer stacked memories. In:
European test symposium, pp 45–50

23. Taouil M, Hamdioui S, Beenakker K, Marinissen EJ (2010)
Test cost analysis for 3D die-to-wafer stacking. In: Asian test
symposium, pp 435–441

24. Taouil M, Hamdioui S, Verbree J, Marinissen EJ (2010)
On maximizing the compound yield for 3D wafer-to-wafer
stacked ICs. In: IEEE international test conference, pp 1–10

25. Tsai Y-F, Wang F, Xie Y, Vijaykrishnan N, Irwin MJ (2008)
Design space exploration for 3-D cache. IEEE Trans Very
Large Scale Integr Syst 16(4):444–455

26. Tummala R (2008) Fundamentals of microsystems packag-
ing. McGraw-Hill Professional

27. Verbree J, Marinissen EJ, Roussel P, Velenis D (2010) On
the cost-effectiveness of matching repositories of pre-tested
wafers for wafer-to-wafer 3D chip stacking. In: IEEE Euro-
pean test symposium, pp 36–41

28. Wee J-K et al (2000) An antifuse EPROM circuitry scheme
for field programmable repair in DRAMs. IEEE J Solid-
State Circuits 35:1408–1414

29. Zhang T, Wang K, Feng Y, Song X, Duan L, Xie Y, Cheng
X, Lin Y-L (2010) A customized design of DRAM controller
for on-chip 3D DRAM stacking. In: IEEE Custom Integrated
Circuits Conference (CICC), 19–22 Sept 2010, pp 1–4

Mottaqiallah Taouil received his MSc with honors from the Delft
University of Technology (TUDelft), Delft, the Netherlands.
He is currently pursuing a PhD at the Computer Engineering
Lab of the same university in. His research interests include
Reconfigurable Computing, Embedded Systems, VLSI Design &
Test, Built-In-Self-Test, 3D stacked ICs, 3D Architectures, (3D)
Design for Testability, (3D) Yield analysis and 3D Memory Test
structures.

Said Hamdioui received his MSEE and PhD degrees (both with
honors) from Delft University of Technology (TUDelft), Delft,
The Netherlands. He is currently an associate professor at Com-
puter Engineering Lab of TUDelft. Prior to joining TUDelft,
Hamdioui worked for Microprocessor Products Group at Intel
Corporation (in Santa Clara and Folsom, Califorina), for IP and
Yield Group at Philips Semiconductors R&D (Crolles, France)
and for DSP design group at Philips/NXP Semiconductors (Ni-
jmegen, The Netherlands). He is the recipient of European De-
sign Automation Association (EDAA) Outstanding Dissertation
Award 2001, for his work on memory test techniques that have
a wide-spread proliferation in the chip design industry; he is
also the winner of the IEEE Nano and Nano Korea award at
IEEE NANO 2010—Joint Symposium with Nano Korea 2010.
He was nominated for The Young Academy (DJA) of the
Royal Netherlands Academy of Arts and Sciences (KNAW) in
2009. His research interests include dependable nano-computing
and VLSI Design & Test (defect/fault tolerance, reliability, se-
curity, nano-architectures, Design-for-Testability, Built-In-Self-
Test, 3D stacked IC test, etc.). He has published one book and
over 100 technical papers.

104 APPENDIX A. Publications - Yield Improvement: Paper A4



Is TSV-based 3D Integration Suitable for Inter-die
Memory Repair?

Mihai Lefter, George R. Voicu, Mottaqiallah Taouil, Marius Enachescu, Said Hamdioui and Sorin D. Cotofana
Delft University of Technology, Delft, The Netherlands

E-mail: fM.Lefter, G.R.Voicu, M.Taouil, M.Enachescu, S.Hamdioui, S.D.Cotofanag@tudelft.nl

Abstract—In this paper we address lower level issues related
to 3D inter-die memory repair in an attempt to evaluate the actual
potential of this approach for current and foreseeable technology
developments. We propose several implementation schemes both
for inter-die row and column repair and evaluate their impact in
terms of area and delay. Our analysis suggests that current state-
of-the-art TSV dimensions allow inter-die column repair schemes
at the expense of reasonable area overhead. For row repair,
however, most memory con�gurations require TSV dimensions
to scale down at least with one order of magnitude in order to
make this approach a possible candidate for 3D memory repair.
We also performed a theoretical analysis of the implications of the
proposed 3D repair schemes on the memory access time, which
indicates that no substantial delay overhead is expected and that
many delay versus energy consumption tradeoffs are possible.

I. INTRODUCTION
Recent enhancements in Integrated Circuits (ICs) manu-

facturing process enable the fabrication of three dimensional
stacked ICs (3D-SICs) based on Through-Silicon-Vias (TSVs)
as die-to-die (D2D) interconnects, which further boost the
trends of increasing transistor density and performance. 3D-
SIC is an emerging technology, that, when compared with
planar ICs, allows for smaller footprint, heterogeneous inte-
gration, higher interconnect density between stacked dies, and
latency reduction mostly due to shorter wires [1].

3D memories have been proposed ever since the technology
was introduced, one of the reason being their regular structure
that allows them to be easily folded accross bitlines/wordlines
and spread over multiple layers in a 3D embodiment [2].
Moreover, the typical area of a System on a Chip (SoC) is
memory dominated, and, as the ITRS roadmap predicts that
the trend of memory grow continues [3], it is expected that
memories will play a critical role in 3D-SICs as most of the
layers in the stack are likely to be allocated for storage.

As technology keeps shrinking towards meeting the re-
quirements of increased density, capacity, and performance,
IC circuits, memory arrays included, are more prone to degra-
dation mechanism [4], and different sorts of defects during
the manufacturing process [5]. In addition, the utilization of
the still in its infancy 3D stacking technology increases the
risk of low yield. To deal with this issue several works pro-
posed inter-die memory repair, i.e., sharing redundant elements
(rows/columns) between layers, in an attempt to increase the
compound yield of memories [6], [7], [8], [9], [10], [11].

Up until now, all the work targeting inter-die memory
repair primarily discussed the idea in principle, with no real
implications being studied. The proposed approaches have
been only evaluated via fault injection simulations and the
obtained repair rate improvements form an upper bound. In
order to achieve inter-die repair, a certain infrastructure has to

be embedded into the memory such that spares can be made
available to memory arrays in need that are located on remote
dies. The added infrastructure must not affect the normal
operation of the memory and may incur certain penalties in
terms of area and/or delay which have not be studied.

In this paper we build upon previous work proposals
and we further investigate the real implications of inter-die
memory repair based on redundancy sharing. We first provide
a classification of the possible access scenarios to memory
arrays stacked in a 3D memory cube. Next, we propose several
implementation schemes both for inter-die row and column
repair in which we detail the circuit infrastructure required to
support these access scenarios. For each scheme we propose
the infrastructure, highlight its advantages and disadvantages,
and discuss its impact on memory area and delay.

The area overhead is mostly dependent on the TSV size
rather than on the extra logic. From our analysis it results that
current state-of-the-art TSV dimensions allow inter-die column
repair schemes with reasonable area overhead. For row repair,
however, most memory configurations require TSV dimensions
to scale down with at least one order of magnitude to make
this approach applicable in practical 3D memory systems. We
also performed a theoretical analysis of the implications of
the proposed 3D repair schemes on the memory access time.
Assuming a 20ps TSV delay our analysis indicates that for
row repair the overhead is negligible and for column repair
it can be in the same order of magnitude. This indicates that
no substantial delay overhead is expected and that many delay
versus energy consumption tradeoffs are possible.

The remaining of the paper is organized as follows. Sec-
tion II briefly describes general memory repair techniques
and related work regarding 3D memory repair. Section III
defines the 3D memory repair architecture and the associated
framework for inter-die redundancy. Section IV introduces the
circuit infrastructure necessary to support inter-die memory
repair. Section V considers various trade-offs and cost over-
head in terms of area and delay. Finally, Section VI concludes
the paper.

II. REDUNDANCY BASED MEMORY REPAIR
State of the art memory repair relies on the addition

of several redundant resources to the memory arrays. These
resources do not affect the interface or capacity of the memory,
but can be later on utilized to substitute memory cells affected
by, usual, permanent errors. Based on the physical placement
of the spare elements we can broadly distinguish two types,
that are not excluding one another, of memory redundancy:
(i) external redundancy, in which a special smaller memory,
external to the initial one is present, and where, based on a
fault table, bad addresses are remapped by a Built-In Repair
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Fig. 1: 3D inter-die memory repair - general idea.

Analysis (BIRA) unit [12]; and (ii), internal redundancy, in
which spare elements in the form of redundant rows and/or
columns, are placed inside the memory alongside the normal
columns and/or rows.

In this paper we consider internal redundancy only. Here,
the mechanisms involved for row and column repair are quite
different. For row replacement, detected faulty row addresses
are stored in special registers. Whenever the memory is
accessed, the incoming address is first compared with those
stored in the special registers to check if a defective row is to
be accessed. If this is the case, the output of the comparator
disables the row decoder and activates the spare wordline. For
column replacement, in general, a column switching mecha-
nism is present to isolate the faulty column and to forward
data from non-defective cells [13].

To create extra opportunities for memory repair various
inter-die approaches have been proposed. In [7] a Die-to-Die
(D2D) stacking flow algorithm is presented which assumes
that each die is beforehand locally repaired such that the
number of available (not utilized for local repair) spares are
made available as inputs for the global repair algorithm. This
method for inter-die column replacement is suitable only for
the particular case where arrays are simultaneously accessed
with the same address. A similar D2D stacking approach
is considered in [11] where the die stacking flow is mod-
eled as a bipartite graph maximal matching problem. Several
global D2D matching algorithms without local repair first are
introduced and compared in [8]. An interesting approach
is introduced in [9] where the authors propose to recycle
irreparable dies (i.e., dies with arrays that are not repairable
if only local spares are considered) in order to create good
working memories.

III. 3D INTER-DIE MEMORY REPAIR ARCHITECTURE
The considered memory arrangement resembles a memory

cube, as depicted in Fig. 1. The cube employs 3D array
stacking with the identical memory arrays being equipped with
redundant rows and/or columns. In this organization, a situa-
tion may arise in which arrays with insufficient redundancy
are in the vertical proximity of arrays that still have unutilized
redundant elements. Supporting the replacement of faulty cells
by using redundant resources from arrays from other dies,
i.e., inter-die spare replacement, results in extended memory
reparability rates [8]. This can be observed on the lower part
of Fig. 1, where the top arrays have utilized all their available
spare rows/columns (two in this case) and still have one faulty
row uncovered. However, the bottom arrays can provide the

Fig. 2: Memory partitioning.

necessary spare rows/columns to replace the faulty ones on
the top arrays to make the memory defect free.

We define the arrays that have available spare resources as
spare providers and arrays which make use of the externally
available spare resources as spare consumers. For the 3D
memory repair to function correctly the consumer must be
able to retrieve/store data from/on the provider in a transparent
manner, i.e., the provider must be able to function normally,
despite its spares being accessed by a neighboring die. In
addition, it is important that the inter-die repair infrastructure
does not disrupt the functionality of the memory cube when no
repair takes place. Therefore, the required infrastructure that
assures the memory repair mechanism is highly dependent on
the exact internal structure of the memory arrays.

In order to balance area, delay, and power tradeoffs, a large
memory is usually constructed in a hierarchical manner and is
composed out of several banks, with each bank being further
divided in several arrays. An example is presented in Fig. 2
where the partitioning employs banking and interleaving. Each
bank can be accessed either concurrently with independent
addresses, or sequentially, where one bank is accessed while
the rest remain idle. For interleaving, however, all the subarrays
of a bank are concurrently accessed with the same address.

As the internal organization of the memory cube is defined
at design time, a fixed memory partitioning implies three
exclusive situations in which two memory arrays, a provider-
consumer pair, can be accessed: (i) Idle provider - the two
arrays are located in different banks that are never concurrently
accessed; we use the term idle to denote that the two arrays
are never accessed at the same time; from the consumer’s
perspective this is equivalent with the provider being always
idle; (ii) Busy provider with different access pattern - the
two arrays are located in different banks that are concurrently
accessed with independent addresses; (iii) Busy provider with
same access pattern - the two arrays are part of the same bank
with interleaving, therefore the accessing address is the same.

We add that, although our proposal is general and can in
principle be applied to more than two adjacent dies, in this
paper we consider that inter-die replacement is performed be-
tween exclusive pairs of adjacent dies. The reasons behind this
restriction are as follows: (i) the infrastructure overhead grows
with the number of dies involved in the spare sharing process,
and, (ii) two dies spare replacement is enough to sustain a
satisfactory yield [8], since the die yield has a high value after
repair. In the next section we introduce the infrastructure for
the above identified provider-consumer repair schemes.
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(a) (b) (c)
Fig. 3: Inter-die row (a,b) and column (c) replacement infrastructure.

IV. 3D INTER-DIE MEMORY REPAIR INFRASTRUCTURE
In this section we detail the inter-die repair schemes for

each of the three provider-consumer pair scenarios introduced
in Section III for row and column replacement.

A. Inter-die Row Replacement
1) Idle provider: Fig. 3a depicts the situation for the case

in which the provider is idle. On the consumer side, the local
spare row is already allocated and another faulty row needs to
be replaced remotely. A register is required to store its address
(3DFR - 3D Fault Register), in a similar fashion as in the local
replacement scheme. Furthermore, a comparator and several
logic gates are introduced in the design to disable the local row
decoder and to activate the spare wordline on the provider side
whenever the incoming address is equal to the value stored in
3DFR. We propose to place the data TSVs after the column
multiplexer. This requires the column address to be transfered
through TSVs and the column decoder (CD) on the provider
to be enabled. In this manner fewer TSVs are required when
compared to the case when TSVs are placed for every bitline.

2) Busy provider with different access pattern: When both
consumer and provider can be accessed in parallel the con-
straints imposed to the inter-die memory repair interface are
tighter, making the infrastructure more complex. In particular,
when an inter-die replacement occurs, both consumer and
provider need to use the provider’s bitlines, giving rise to a
conflict. For this reason the data TSVs cannot be placed after
the column muxes and extra transistors (denoted by T2 and
T3) are required in every spare memory cell, as in Fig. 3b.

3) Busy provider with same access pattern: A particular
case of provider and consumer parallel access arises when
their address is the same (i.e., in an interleaving organization of
memory banks, see Section III). In contrast with the previous
scheme, the infrastructure can be reduced in terms of logic.
However, each spare cell still needs to be augmented with 4
extra transistors and 2 TSVs. Thus, even if we assume that
future TSV manufacturing process will be greatly improved to
a negligible size, the cell area almost doubles.

B. Inter-die Column Replacement
The general infrastructure required for inter-die column

replacement depicted in Fig. 3c comprises all the cases intro-
duced in Section III. The common part for all the cases consists
of the TSV pair utilized for bitline value transmission. They

are enabled by the switching control block, which needs to be
adapted to control also the inter-die replacement mechanism.

A special TSV is required for every wordline whenever the
provider is busy accessing a different address, or when it is
idle, in order to assert the required wordline for the consumer.
When the provider is busy it is also mandatory to decouple the
provider’s wordline such that no bitline conflict arises because
of multiple wordlines assertion. For brevity this action is not
represented in Fig. 3c. For the case in which the provider
is idle, the TSV required for the wordline activation may be
discarded if the provider’s row decoder is enabled. However,
this requires the consumer’s address to be driven onto the
TSVs. Nevertheless, the gain is a significant TSV reduction.

The easiest and most convenient inter-die column replace-
ment scheme in terms of TSV requirements is by far when
the consumer and the provider are busy accessing the same
address. Here, the same wordline is asserted in both arrays
and no bitlines conflicts occur.

V. DISCUSSION
In this section we discuss the overhead of the 3D inter-die

memory repair schemes in terms of area and delay.
Area represents a sensitive issue in memory design and the

memory cell is particulary the subject of severe scaling. SRAM
bit cell has followed Moores’s law, with an area shrinking rate
of about 1/2 for every generation, reaching 0.081 µm2 for the
22 nm technology [14]. This rate is expected to last even in
the realm of post-CMOS devices [15]. TSVs dimensions are
predicted to scale down too, but not that steep as SRAM bit
cells. The predictions from [16] suggest a gradually decreasing
trend with a shrinking ratio of about 1/4 for every 3 years,
reaching a minimum diameter of 0.8 µm and a pitch of 1.6 µm
by 2018. Nowadays manufactured TSVs have a diameter
bewteen 3 and 10 µm and a pitch of about 10 µm [17], [18],
[19]. From their large size it is clear that TSVs represent the
major contributor to the 3D memory repair area overhead.

Table I presents the TSV requirements for all the scenarios
introduced in Section III. The scenarios that have the least
number of TSVs are “idle provider” for row redundancy and
“busy provider with same access” for column redundancy. All
the other scenarios require a large number of TSVs that make
them absolutely impractical. Even for the row redundancy with
the “idle provider” scenario the practicality is problematic.
Fig. 4 depicts the area of one redundant row and its required
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TABLE I: TSV REQUIREMENTS FOR PROPOSED SCHEMES

Memory access scenarios Number of TSVs
Row replacement

Idle provider 2 × spares + 2 × dw + cd bits
Busy provider with different address spares × (2 + 2 × columns)
Busy provider with same address spares × (2 + 2 × columns)

Column replacement
Idle provider 2 × spares + log2(rows)
Busy provider with different address 2 × spares + rows
Busy provider with same address 2 × spares

* dw = data width (data I/O); cd bits = column decoder input bits.

TSVs. The redundant row area is drawn for different tech-
nology nodes using memory widths varying between 128 and
2048 bits. The TSV area is independent of the technology
node and is calculated for a TSV pitch between 0.5 and 3.5
µm and a memory data width of 32 bits. Given that, inter-die
redundancy may be profitable only if the redundant row area
is smaller than the TSV area. Fig. 4 clearly suggests that for
a large TSV pitch inter-die redundancy becomes impractical.

It is interesting be to find the required TSV pitch for
which inter-die row replacement becomes advantageous. For
example, in case the column width is 512 and the data output
width is 32, the TSV pitch must be at most 534 nm. For the
worst case considered configuration, with a column width of
512 and data output width of 64, TSV pitch needs even to
scale further down to 388 nm. Therefore, current TSV sizes
in the order of 3 µm need to be shrinked severely for inter-
die redundancy to be beneficial for a wide range of memory
configurations.

The access time (TN2D) for a normal memory read
operation (Eq. (1)) is determined by: address decoding (Tdec),
wordline generation (TWL), bitlines discharge (TBL), column
multiplexing (Tmux), and data sensing (TSA). If row redun-
dancy is present and the redundant row is accessed the access
time changes to TR2D (Eq. (2)), because the access goes
through the comparator (Tcmp) instead of the decoder. For
3D row redundancy, extra time is required to transfer data
to the consumer through the TSVs (TTSV ), resulting in TR3D

(Eq. (3)). The time overhead for 3D row redundancy (DOR)
can be computed as in Eq. (4).

For 3D inter-die column redundancy, the access time in-
creases as in Eq. (6). Thus, there is always a delay overhead
(DOC) due to TSV propagation and switching time.

TN2D = Tdec + TWL + TBL + Tmux + TSA (1)
TR2D = Tcmp + TWL + TBL + Tmux + TSA (2)
TR3D = TR2D + 2× TTSV (3)

DOR =
max(TN2D, TR3D)−max(TN2D, TR2D)

max(TN2D, TR2D)
(4)

TC2D = TN2D + Tswitching (5)
TC3D = TC2D + Tswitching (6)

DOC =
Tswitching + TTSV

TC2D
(7)

As the delay of a TSV is in the order of 20 ps [20],
we expect the following to hold true: TR2D < TR3D <
TN2D. Therefore, no delay penalty for row repair is expected.
For column repair however, the following inequation holds:
TN2D < TC2D < TC3D. The overhead is determined by the
delay of switching muxes and a TSV (Tswitching + TTSV )
which is expected to be minimal.

Fig. 4: TSV area overhead vs. row area for 32-bit data I/O.

VI. CONCLUSIONS
In this paper, we presented a study of inter-die repair

schemes for TSV based 3D-SICs, i.e., of using repair in the
vertical dimension.The paper provided an overview of general
repair schemes and subsequently, proposed a memory frame-
work for inter-die redundancy based on a provider-consumer
pair scheme. Our analysis suggests that for state-of-the-art
TSV dimensions inter-die column-based repair schemes could
result in yield improvements at a reasonable area overhead. For
row repair, however, most memory configurations require TSV
dimensions to scale down at least with one order of magnitude
to be utilized in 3D memory systems.
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Abstract— The increasing demand for more sophisticated ICs
with more functionality mostly was realized by downscaling
and increasing the number of transistors. A technology that
promises further increase of transistor density (in addition with
heterogeneous integration, better performance and less power
dissipation at a smaller footprint) is the three-dimensional
stacked ICs (3D-SICs). Several stacking approaches are under
development to manufacture such 3D-SICs. Wafer-to-Wafer
(W2W) stacking seems the most favorable approach when
high manufacturing throughput, thinned wafers and small
die handling is required. However, efficient and optimal test
approaches to satisfy the required quality are still subject to
research. Each manufactured 3D-SIC undergoes a test and
therefore optimizing test cost will have a large overall impact.
This paper discusses test cost optimization for W2W 3D-SICs.
It first introduces a framework covering different test flows for
3D W2W ICs. Test flows that include pre-bond tests can benefit
from wafer matching; in wafer matching a software algorithm
is used to increase the compound yield by stacking wafers with
similar fault distributions. Subsequently, the paper proposes a
cost model to evaluate and estimate the impact of test flows
on the overall 3D-SIC cost. Our simulation results show that
test flows with pre-bond testing in general significantly reduce
the overall cost. These test flows benefit mostly from the yield
increase due to wafer matching.

Keywords: W2W, 3D W2W test flows, pre-bond testing,
wafer matching

I. INTRODUCTION

The increasing demand for more functionality on ICs has
been met by the semiconductor industry adhering to Moore’s
law. Recent enhancements in process development enable
the fabrication of three dimensional stacked ICs (3D-SICs),
which are electrically interconnected by Through Silicon
Vias (TSV). This opened up new research directions that
could be investigated to continue the trend of performance
increase. A TSV based 3D-SIC is an emerging technology
that provides a smaller footprint, higher interconnect density
between stacked dies, higher performance and lower power
consumption due to shorter wires as compared to planar
ICs [1]. Moreover, heterogeneous integration in 3D-SICs
allows dies to be manufactured with dissimilar processing
and technology nodes; for example, memory layers can be
stacked on a processor.

The key manufacturing steps in assembling 3D-SICs are
the stacking and the bonding of dies. The three existing bond-
ing methods are Die-to-Die (D2D), Die-to-Wafer (D2W)

and Wafer-to-Wafer (W2W) bonding [2]. High alignment
accuracy is feasible in D2D and D2W bonding, but it im-
pacts the throughput negatively. In D2D and D2W bonding,
Known Good Die (KGD) stacking can be applied to prevent
faulty dies from being stacked [2]. W2W stacking allows
for (a) high manufacturing throughput due to single wafer
alignment, and (b) thinned wafers and small die handling.
Due to their regularity, memories and FPGAs are very
attractive to be used in W2W stacking. However, the major
drawback of W2W stacking is the low compound yield
especially with increased number of stacked layers.

Increasing compound yield in W2W stacking has been ad-
dressed recently by some authors [3–6]; all of them use wafer
matching; i.e., a technique in which wafers with similar die
fault distributions are stacked. To use wafer matching, wafers
must be tested before bonding them; i.e., pre-bond test. Using
appropriate test strategies/flows will therefore have a large
impact on the compound yield. This topic is also discussed
in [5,6]. However, the works presented by the authors have
many limitations. For instance, they consider only three test
flows; in addition, not all cost components were considered
when the overall 3D-SIC cost was determined, etc.

This paper explores the whole space of test flows for
W2W 3D-SICs and their impact on the overall cost and
compound yield, while considering all cost components such
as manufacturing, test, packaging etc. The main contributions
of this paper are:

• A classification of 3D W2W test flows.
• An analytical model that formulates the cost of 3D-SICs

for W2W stacked ICs.
• Analysis of the impact of test flows on the compound

yield and overall cost.

The remainder of this paper is organized as follows.
Section II discusses the related prior work in wafer matching
and 3D-SIC testing. Section III discusses the test framework.
Section IV presents the cost model. Section V describes the
performed experiments. The simulation results are analyzed
in Section VI. Finally, Section VII concludes this paper.

II. RELATED PRIOR WORK

This section discusses the prior work in wafer matching
and 3D-SIC testing in Sections II-A and II-B respectively.
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Fig. 1. Pre-bond tested wafer with good and bad dies.

A. Wafer matching

Wafer matching is a technique to improve the compound
yield by stacking wafers with the same or similar die fault
distributions (fault maps). This technique has been addressed
recently by some authors [3–6]; different wafer matching
techniques have been introduced.

The authors in [3–5] use static repositories to perform
the wafer matching, while in [6] the authors use running
repositories. In [6], the authors consider different matching
criteria as well. In a static repository, wafers are only
replenished after the whole cassette is empty, while in
a running repository selected wafers are immediately
replenished. In addition, [4] uses the symmetrical structure
of a wafer to increase the matching combination (by rotating
wafers).

Wafer matching necessitates pre-bond tests to obtain the
fault map distributions of the dies on the wafer. Figure 1
shows an example of a wafer with sixteen dies, where two
dies have been identified faulty during pre-bond testing.
After collecting several wafers of each layer of the stack
in different repositories, matching between the repositories
can take place.

The pre-bond test cost only pays off in case sufficient
compound yield is realized. This yield improvement can be
significant in case of a large stack size or low die yield [5].
However, this yield improvement decreases for higher die
yield. For example, for a stack size of two layers with a
die yield of 85% and 1278 dies per wafer, wafer matching
is able to increase the compound yield from 72.3% (for
random stacking) to 73.1% [6]. This dilemma motives us
to analyze the cost trade-off between pre-bond test cost and
yield increase for the different test flows.

B. Testing

Optimizing test cost is a challenge that can significantly
contribute to the overall cost reduction. Choosing an optimal
and efficient test flow requires the analysis of all possible
flows using an appropriate test cost model. Research on this
topic is still in its infancy stage and very limited work is pub-
lished [7–9]. In [7], the author considered a manufacturing
cost model for 3D monolithic memory integrated circuits;
cost improvement of 3D with respect to 2D (for different
3D stack sizes) was modeled. In [8], the authors developed
a 3D-cost model to determine the optimal stack size for
a given 3D-SICs circuit, where they restricted the variable
parameters to only die yield and die size. In [9], the authors
proposed a 3D cost model for Die-to-Wafer (D2W) and
Wafer-to-Wafer (W2W) stacking. However, none of these
published work is able to model the impact of the test cost
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Fig. 2. 2D versus 3D D2W test flows

on the overall 3D-SIC cost since none of them considers
the different test moments and test flows. In our previous
work [10], a basic cost model considering the impact of
different test flows on the overall 3D-SIC cost was presented.
A refined version of such a model, where many limitation are
addressed, is presented in [11]. However, both were limited
to D2W stacking in which a freedom exist to perform Known
Good Die (KGD) stacking.

III. W2W TEST FRAMEWORK

In this section, we derive a test framework consisting of
test flows for W2W stacked 3D-SICs. First, Section III-A
describes the possible test moments in time. Thereafter, test
flows are compiled into a framework in Section III-B by
applying different tests at the considered test moments.

A. 3D Test Moments

For conventional testing of 2D ICs, two types of tests
can be defined (as shown in Figure 2(a) [12]): a wafer test
and a final test. A wafer test screens out faulty ICs prior
to assembly and packaging in order to prevent unnecessary
packaging costs, while a final test guarantees the quality of
the packaged chip to reduce test escapes. A trade-off between
the additional wafer test costs versus savings in packaging
cost determines the applicability of this test. Furthermore, the
test decision is based on the manufacturing yield and fault
coverage. In case the yield is high enough, the test can be
skipped or performed at low cost (i.e., low fault coverage).

For 3D SICs, additional tests -such as partial created stack
tests- be defined. Figure 1(b) shows the natural test moments
during the manufacturing of 3D-SICs. Four test moments
can be distinguished in time, as depicted in Figure 2(b) and
explained next.

1) Tpr: n pre-bond wafer tests, since there are n layers to
be stacked. Tpr tests prevent faulty dies entering the
stack. Two different types of test can be applied here.
Traditional functionality of the chip can be tested for,
but also preliminary TSV tests can be applied (in case
of via-first [13]) as well.

2) Tmi: n−2 mid-bond tests applicable for partial created
stacks. In this case, either dies, interconnects formed
by the TSVs between them, a combination of the
former two or none of them can be tested. Good tested
dies in the pre-bond test phase could get corrupted
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TABLE I

3D TEST FLOWS

Flow Pre-bond Post-bond Final

t1 - - int → die
t2a - int int → die
t2b - die int → die
t2c - int → die int → die
t3 yes - int → die
t4a yes int int → die
t4b yes die int → die
t4c yes int → die int → die

during the stacking process as a consequence of e.g.,
die thinning, and bonding [14].

3) Tpo: one post-bond test. This test can be applied after
the complete stack is formed. Analogous to wafer
testing in the 2D test flow, Tpr can be applied to save
unnecessary assembly and packaging costs. Here, both
dies and interconnects between them can be tested for.

4) Tfi: one final test can be applied after assembly and
packaging to ensure the required quality of the com-
plete 3D-SIC. Other specific packaging related tests
could be applied at this test moment as well.

Note that in total 2·n different test moments can be
identified versus 2 test moments for planar ICs. A 3D test
flow can be defined as a combination of tests applied at the
four test moments.

However, in this paper, mid-bond tests Tmi are ignored as
dies are stacked based on the wafer level. Intermediate tests
can not prevent faulty dies to be stacked as the case is for
D2W stacking.

B. W2W Testflows

From the test moments of the previous section, 8 test
flows are derived and depicted in Table I. The first column
denotes the name of the particular test flow. The second
column specifies whether a pre-bond test is performed or not.
This pre-bond test consists of either a die, TSV or die and
TSV test. The more sophisticated the pre-bond test, the more
faulty dies can be identified. This increases the effectiveness
of wafer matching at a higher test cost.

The third column presents the performed test during post-
bond. Here, the option exist to skip this test, or to test for
interconnects, dies, or both of them. In case both intercon-
nects and dies are tested, the symbol → is used to denote
the test sequence order, i.e., for int → die interconnects are
tested prior dies. We do no consider the die → int for three
reasons: (1) testing of dies is assumed to be much more
expensive (more test vectors), (2) prior to test the dies in the
3D stack, interconnects that access that die must be tested,
(3) to obtain a manageable space of test flows.

The last column of the table specifies the final test after
IC packaging. The applied test in this stage determines the
quality, test escapes of the product. We assume that a full
test is performed in this final test phase.

IV. COST MODEL

Obviously, in order to determine the most cost-effective
test flow the test cost should be specified. However, this is

����������	�
 ��
�	�
 �����
	�


������	���������

��
�

Fig. 3. Cost Model Interface.

by far not enough to produce a fair comparison of test flows.
Other cost classes have to be specified as input requirements
as they have a large impact on the overall cost as well. We
consider three classes: manufacturing, test and packaging as
depicted in Figure 3.
• Manufacturing cost: it covers two types of parameters

and are related to cost and yield. The most obvious ones
related to 3D are the die size/cost and stacking opera-
tion. The stack yield is determined by the yield of the
dies that enter the stack, the yield of the interconnects
between the dies and the yield of the stacking operation.

• Test cost: this is related to the required cost associated
with (a) pre-bond test, (b) mid-bond test, (c) post-bond
test and (d) final test as defined previously. A test
consists of two parts, a test for interconnects between
the stacked dies and the dies themselves. The vertical
interconnects are new in the stack and testing them after
stacking seems rational.

• Packaging cost: the assembly and packaging cost.
The parameters used to define these classes are described in
Section V-A. In the remainder of this section we define the
cost evaluation.

The cost per good 3D-SIC CGD can be defined by:

CGD =

∑n
i=1 Cdie,i +

∑n−1
i=1 C3D,i + Ct + Cp

Ys
(1)

Here, Cdie,i represents the manufacturing cost of the die
on layer i; in total there are n stacked layers. The parameter
C3D,i denotes the stacking cost for a 3D-SIC. Note that an
n-layered stack only requires n-1 stacking operations. Ct

represents the test cost, Cp the packaging cost and Ys is the
overall stack yield per 3D-SIC.

Equation 1 can be written into:

CGD =
n · Cw + (n− 1) · γ · Cw + rp · β · Cw + Ct

Ys · d
(2)

Here, γ = C3D

Cw
the ratio between the 3D stacking and

wafer cost, β =
Cp

Cw
the ratio between packaging and the

wafer cost. Here, Cw is the cost per wafer (we assume this
is equal for each layer as in memories), rp the fraction of
3D-SICs that are packaged per stacked wafer set, Cp the
packaging cost per 3D-SIC, Ct the test cost. Finally, Ys and
d represent the overall yield of the 3D-SIC and the number
of dies per wafer respectively.

V. CASE-STUDY

A. Experiment setup

a) Manufacturing: The manufacturing class includes
parameters related to the manufacturing of 3D-SICs such
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as wafer cost, costs required for wafer processing, TSV
fabrication and 3D stacking/bonding. However, it includes
also parameters related to the die and stack yield.

For wafers and their processing, we used the cost models
of [15] and [16]; the total price of a 300 mm wafer is
estimated at approximately $2779. The model in [15] con-
siders a variety of costs, including installation, maintenance,
lithography and material. For TSV fabrication, the work of
EMC-3D consortium [17] is used; the cost to fabricate 5 μm
TSVs in a single wafer is assumed to be $190 and these
cost are additive to the wafer cost. We assume the cost of
manufacturing TSVs to be 60% of the total 3D cost [18].

The die yield is based on the stacking process in [5],
where a standard 300 mm diameter wafer is used with an
edge clearance of 3 mm. The work assumes a defect density
of d0 = 0.5 defects/cm2 and a defect clustering parameter
α = 0.5. With a die area A = 50 mm2, the number of Gross
Dies per Wafer (GDW) are estimated to be d=1278 [19].
With the negative binomial formula for yield, a die yield
of YD = (1 + A·d0

α )−α = 81.65% is expected [20]. For the
stack size we assume a default stack size n=2. The stacking
yield is composed out of two parameters: the interconnect
(TSV) yield YINT and the stacked-die yield YSD. In our
simulations, the interconnect yield YINT is considered to
be 97%. For the good dies that enter the stack, a small
probability exists that they get corrupted during stacking; this
is modeled by the stacked-die yield YSD and is assumed to
be 99%, similar as in [5].

The compound yield of a 3D-SIC can be formulated as
follows in case no wafer matching is used:

Ys = Y n
D · Y (n−1)

SD · Y (n−1)
INT (3)

In case wafer matching is used, this expression can for-
mulated by

Ys = Y (n, k) · Y (n−1)
SD · Y (n−1)

INT (4)

where Y (n, k) the compound yield of the dies after being
matched using a repository with k wafers. In case the
repository size is k=1, Y (n, k) = Y n

d .
b) Test: The test class consists of parameters that are

related to the test cost of dies and interconnects in the stack
and to the test flows.

To estimate the test cost per die, the model in [20] is used;
it includes depreciation, maintenance and operating cost
and assumes five ATE machines operating simultaneously.
The derived test cost equals tdie=3.82 $cent/second per die.
Assuming a test time of 6 seconds per die, the test cost will
be tint=$0.23 per die. To estimate the interconnect test cost, a
ratio of 1:100 between the test time of dies and interconnects
is assumed (as in [5]).

The cost related to each test flow depends on the number
of tests that are performed. The test cost for each test flow
is the sum of the test costs in the pre-bond (tpr), in the post-
bond (tpo) and final phase (tfi), hence Ct = tpr + tpo +
tfi. Table II shows this cost. For example, in test flow t1a
only a final test is applied. Here, all the interconnects are
tested at a cost equal to ni = (n − 1) · d · tint. After the

TABLE II

TEST COST

flow tpr tpo tfi

t1a - - ni + Y
(n−1)
INT · nd

t2a - ni Y
(n−1)
INT · (ni + nd)

t2b - nd Y n
D · Y (n−1)

SD ·
{
ni + Y

(n−1)
INT · nd

}

t2c - ni + Y
(n−1)
INT · nd Y n

D · Y (n−1)
SD · Y (n−1)

INT · {ni + nd}
t3a nd - Y (n, k) ·

{
ni + Y

(n−1)
INT · nd

}

t4a nd Y (n, k) · ni Y (n, k) · Y (n−1)
INT · (ni + nd)

t4b nd Y (n, k) · nd Y (n, k) · Y (n−1)
SD ·

{
ni + Y

(n−1)
INT · nd

}

t4c nd Y (n, k) ·
{
ni + Y

(n−1)
INT · nd

}
Y (n, k) · Y (n−1)

SD · Y (n−1)
INT · {ni + nd}

TABLE III

PACKAGING COST

Test flow Pre-bond rp

t1a no 1

t2a no Y
(n−1)
INT

t2b no Y n
D · Y (n−1)

SD

t2c no Y n
D · Y (n−1)

SD · Y (n−1)
INT

t3a yes Y (n, k)

t4a yes Y (n, k) · Y (n−1)
INT

t4b yes Y (n, k) · Y (n−1)
SD

t4c yes Y (n, k) · Y (n−1)
SD · Y (n−1)

INT

interconnects are tested, only the non-faulty dies are further
tested at a cost equal to Y

(n−1)
INT · nd. Here, nd = n · d · tdie

presents the test cost for all the dies. As a second example,
consider the test flow t3a that contains a pre-bond test. All
dies are tested at a cost of nd in this phase. Due to wafer
matching, it already know that the yield of the dies that enter
the stack equals Y (n, k). Therefore, in the final test stage
only the interconnects of the good stacks have to be tested
at a cost Y (n, k) · ni. After new faulty interconnects have
been detected the cost to test the remain dies equals Y (n, k)·
Y

(n−1)
INT · nd.

c) Packaging: The packaging cost forms a significant
fraction of the overall cost and depends on the used tech-
nique [21]. In this paper, we assume the packaging cost
to be 50% of the wafer cost. The overall packaging cost
depends on the number of packaged ICs which depends on
the selected test flow. For example, in test flow t1a where
only a final test is applied, all ICs are packaged (i.e., the
packaging ratio rp=1). Table III summarizes the packaging
ratios of each test flow. The table consists of 3 columns;
the first column depicts the test flow, the second column
shows whether it is pre-bond tested or not, and the last
column contains the ratio of packaged 3D-SICs. The ratio
of packaged 3D-SICs depends on both the yield and the
applied test. For example, test flow t3a contains a pre-bond
test and a final test. The yield of the dies that enter the stack
equals Y (n, k) after applying wafer matching and thus some
of the faulty stacks are known at this time. Since no other
tests are performed only the fraction of 3D-SICs that are
considered good are packaged (i.e., Y (n, k)). If for example
also an interconnect test is performed in the post-bond test
(test flow t4a), then 3D-SICs with faulty interconnects can
also be detected and prevented from being packaged, leading
to a packaging ratio of Y (n, k) · Y (n−1)

INT .
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TABLE IV

YIELD WAFER MATCHING VS RANDOM W2W STACKING

wafer matching n = 2 n = 3 n = 4 n = 5 n = 6
no 66.67 54.43 44.45 36.29 29.63
yes 67.61 56.25 47.12 39.68 33.54
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Fig. 4. Normalized 3D cost versus stack size.

B. Experiments

In this subsection, we describe the experiments performed
using the test flows of Table I and there cost calculation
calculation of Section IV. The parameters considered so far
are the default values for each experiment. In addition, the
following experiments have been conducted:

1) Impact of stack size: In this experiment, the impact
of different test flows will be investigated while con-
sidering different stack sizes 2 ≤ n ≤ 6. Table IV
shows the stack yield belonging to this stack size with
and without wafer matching [6]. These yields do not
include the stacked-die and interconnect yield.

2) Impact of die yield: A similar experiment as the
previous one, but now by having a fixed stack size
of n=2, and variable die yield YD: 60%≤YD≤90%

3) Impact of stacking yield: In this case, the default
process parameters are used (e.g., n=2, YD=81.65%,
etc.), but the stacking yield is varied; this yield consists
of interconnect yield YINT and stacked-die yield YSD:
91%≤YINT , YSD≤99%

4) Impact of packaging cost: To simulate a different
packaging cost we consider 0.2 ≤ β ≤ 0.8, while
fixing all the other parameters to their default values.

The results of the experiments are described in the next
section.

VI. SIMULATION RESULTS

In this section, the simulation results are presented. The
impact of different test flows are analyzed for each experi-
ment.

A. Impact of stack size

Figure 4 depicts the relative overall 3D-SIC cost of the
test flows for a stack size between 2 ≤ n ≤ 6. Here, the 3D
cost for each test flow is normalized to the 3D cost of TF1
for each stack size. The following conclusions can be drawn
from the figure:
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Fig. 5. Normalized 3D cost versus die yield.

• Test flows with pre-bond tests (e.g., t3a and t4a) can
reduce the overall cost. The larger n, the larger this
reduction.

• Test flow t4a is the most cost-effective test flow irre-
spective of n.

• Test flows t2a, t2b, t2c have a marginal impact on the
cost reduction irrespective of n. The difference with the
remaining test flows is due to the yield increase achieved
by wafer matching (see Table IV).

• Re-testing dies in the post-bond phase for t4b and t4c
only adds to the cost when compared to t4a. Due to a
high stacking yield, re-testing of dies is not beneficial.

B. Impact of die yield

Figure 5 depicts the relative 3D cost of the test flows with
a die yield varying between 50%≤YD≤90% for the default
parameters. Here, the 3D cost for each test flow is normalized
to the 3D cost of TF1. From the figure we conclude the
following.
• Test flows with pre-bond tests significantly reduce the

overall cost for die yields lower than 90%. The lower the
die yield the larger the reduction (except for t2a since
this test flow does not test for dies during the pre-bond
and post-bond phase).

• Test flow t2a has a marginal impact on the cost, irre-
spective of the die yield. This is not the case for t2b and
t2c, as they both test for dies in the post-bond phase.
The lower the die yield, the more faulty ICs are detected
prior to packaging.

• Similar conclusions can be drawn as those from Fig-
ure 4 for the test flows enabled with pre-bond testing.
Applying a pre-bond test (thus wafer matching), and
testing only for the interconnects during the post-bond
phase results in most cases into the overall lowest cost.

C. Impact of stacking yield

The stacking yield consists of the interconnect yield and
stacked die yield. Due to space shortage only the results of
the stacked die yield experiment are shown.

Figure 6 depicts this experiment and shows the overall
3D cost versus stacked die yield for the test flows. The 3D
cost of the flows are normalized to the cost of TF1 for each
stacking yield.
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Fig. 6. Normalized 3D cost versus stacked die yield.
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Fig. 7. Normalized 3D cost versus packaging cost.

From the figure we conclude that t2c and t4a are the most
cost-effective test flows. If YSD is very high (i.e., 99%), then
t4a perfroms best. However, when YSD reduces t2c becomes
most cost efficient. In this case, the benefit of wafer matching
reduces due to a larger number of stack faults.

D. Impact of packaging cost

Figure 7 depicts the relative 3D cost of the test flows for
0.2≤β≤0.8. From the figure we conclude the following.
• For very low packaging costs (β=0.2), test flows that

test dies in the pre-bond phase (t3a, t4a, t4b and t4c)
and and mid-bond phase (t2b, t2c, t4b and t4) negatively
impact the 3D cost. The cost of testing the dies is not
preventing enough faulty 3D-SICs to be packaged. For
a low packaging cost it is more advantageous to skip
die tests in the pre-bond and post-bond phase.

• For increasing β, test flow t4a becomes the most effi-
cient one. This test flow significantly reduce the overall
cost for β ≥ 0.8.

• Test flow t2a again has a marginal impact on the cost,
irrespective of the packaging cost. The high interconnect
yield and the testing of interconnects only during the
post-bond test impacts the 3D cost minimally.

In order to optimize the overall test cost, the appropriate
test flow should be selected to reduce the 3D-SIC cost.
Therefore, cost modeling is very important.

VII. CONCLUSION

This paper investigated the impact of several 3D test flows
on the total 3D cost in W2W stacking. It introduced a

framework of test flows for 3D-SIC testing; each test flow
is based on a combination of tests applied at three test
moments, i.e., the pre-bond wafer test, the post-bond test and
the final test. A model that considers manufacturing, test and
packaging cost is presented in order to evaluate the impact
of different test flows on the overall cost.

The simulation results showed that the pre-bond testings
is extremely important in order to reduce overall cost. The
benefit of having pre-bond tests is a yield increase due to
wafer matching. In most of the cases, this approved to be
beneficial. In the post-bond test phase, primarily interconnect
test are of relevance. In some cases, also die tests proved to
be cost effective. The final test phase included both tests for
interconnects and dies.

The conclusion of the paper indicates that in order to
manufacture 3D-ICs at optimum cost for W2W stacking, any
DFT has to consider not only the infrastructure for pre-bond
tests, but also take into consideration to test for interconnects
during the post-bond phase.
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Abstract

The industry is preparing itself for three-dimensional

stacked ICs (3D-SICs); a technology that promises hetero-

geneous integration with higher performance and lower

power dissipation at a smaller footprint. Several 3D

stacking approaches are under development. From a yield

point of view, Die-to-Wafer (D2W) stacking seems the most

favorable approach, due to the ability of Known Good

Die stacking. Minimizing the test cost for such a stacking

approach is a challenging task. Every manufactured chip

has to be tested, and any tiny test saving per 3D-SIC

impacts the overall cost, especially in high-volume produc-

tion. This paper establishes a cost model for D2W SICs

and investigates the impact of the test cost for different

test flows. It first introduces a framework covering different

test flows for 3D D2W ICs. Subsequently, it proposes a test

cost model to estimate the impact of the test flow on the

overall 3D-SIC cost. Our simulation results show that (a)

test flows with pre-bond testing significantly reduce the

overall cost, (b) a cheaper test flow does not necessary

result in lower overall cost, (c) test flows with intermediate

tests (performed during the stacking process) pay off, (d)

the most cost-effective test flow consists of pre-bond tests

and strongly depends on the stack yield; hence, adapting

the test according the stack yield is the best approach to

use.

Keywords: 3D test flow, 3D test cost, Die-to-Wafer stack-

ing, 3D manufacturing cost, Through-Silicon-Via.

I. Introduction

The popularity of 3D Stacked ICs (3D-SICs) is rising

among industry and research institutes [1–8]. 3D-SICs are

emerging as one of the main contesters to continue the

trend of Moore’s Law. Currently, a number of methods

have been proposed to implement the interconnection of

stacked dies [1]. One of the most promising and perhaps

the most reliable way to achieve this is with Through-

Silicon Vias (TSVs). TSVs are holes going through the chip

silicon substrate filled with a conducting material. They

enable short interconnections in 3D-SICs.

The prospects of the research [1–8] show many 3D-

SICs benefits compared to planar dies [2], and include

(a) improved performance due to short TSVs that connect

IPs on different layers, (b) heterogeneous integration (for

example, DRAM memory can be manufactured in separate

layers), and (c) a better form factor and package volume

density due to vertical stacking.

3D-SICs with TSVs can be manufactured using three

different stacking approaches: Wafer-to-Wafer (W2W),

Die-to-Wafer (D2W) or Die-to-Die (D2D) stacking [2]. In

W2W, complete wafers are stacked and bonded together.

The major benefit of W2W is the high manufacturing

throughput and the ability to handle small dies. In D2D, a

high yield can be obtained due to Known Good Die (KGD)

stacking [2], but the throughput is expected to be less. The

manufacturing throughput in D2W settles between D2D

and W2W, and results in similar yields as in D2D due to

the same ability of KGD stacking. This paper focuses on

D2W stacking as it is the most relevant stacking approach

in industry.

To guarantee high 3D-SIC product quality at lower cost,

appropriate test flows need to be developed. For example,

in D2W stacking dies may not only require testing before

they are stacked (i.e., pre-bond testing), but also during

and after stacking (post-bond test). The question arises,

whether it is justifiable to perform a pre-bond test as well

as a post-bond test after each created temporary stack; i.e.

are the dies still functionally operating and are the TSVs

created properly. Sources of die failures during stacking

could be introduced by thinning, bonding and TSV failures

including misalignment and opens [9]. If it is known

beforehand that a particular stack is corrupted, silicon,

TSV and stacking costs can be prevented for the successive

die that has to be stacked in D2W stacking. This paper

investigates the impact of different test flows on the overall
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3D cost in D2W stacking. The emphasis is on the impact

of the different test flows, rather than on the analysis

of the impact of different manufacturing processes. The

contributions of this paper are the following.

• A new framework that covers different test flows.

• A cost model for 3D D2W-stacked 3D-SICs.

• An investigation of the impact of different 3D D2W

test flows on the overall 3D cost.

The remainder of the paper is organized as follows.

Section II presents the test flow framework. Section III

introduces the cost model used for the evaluation of the

various test flows. Section IV discusses our simulation

results; it first describes the parameters of the experiments,

and thereafter presents the experimental results. Section V

concludes the paper.

II. Test Flow Framework

This section first defines a test flow for 3D-SICs by

extending the 2D test flow. Thereafter, it provides a frame-

work for 3D test flows.

A. 2D versus 3D Test Flow

A conventional 2D test flow for planar wafers is de-

picted in Figure 1(a) [10]. Here, usually two test moments

are applicable; i.e., a wafer test prior to packaging and

the final test after packaging. The wafer test can be

cost-effective when the yield is low, since it prevents

unnecessary assembly and packaging costs. The goal of

the final test is to guarantee the required quality of the

final packaged chip. For 3D-SICs, four test moments can

be distinguished in time as depicted in Figure 1(b). We

categorize all different test moments in these four test

phases, as given next:

1) Tpb: n pre-bond wafer tests for each individual die

on the wafer (n is the number of stacked layers). Tpb

tests prevent faulty dies from being stacked. Besides

testing for dies, TSVs (in case of via-first [2]) can

be tested for as well. Although the bonding is not

performed yet, capacitance tests can detect some

faulty TSVs [11].

2) Tin: n-2 intermediate tests applicable during the

intermediate stacking and bonding. In this case,

either the dies, the interconnects, their combination

or none of them can be tested for. Good tested

dies in the pre-bond test phase could get corrupted

during the stacking process as a consequence of

e.g, die thinning, or bonding [9]. In the simulation

model of our test flows, first the interconnects are

tested and thereafter the dies in bottom up order

(in case both are tested for); if a fault is detected

in the interconnects, then there is no need to test

the dies as the SIC will be faulty anyway. The

Wafer 1
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  test

Assembly &

 Packaging

Package

test (post)

Wafer 1

Pre-bond

wafer test

Assembly &

 Packaging

Post-packa-

ging test

Die 2
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wafer test

  Stacking

      1+2 

Intermediate

   stack test

...

Die n

Pre-bond

wafer test

  Stacking

 (1+2 ...)+ n

Pre-packa-

ging test 

...

Tpb

Tin Tpr

Tpo

(a) (b)

2D  Test flow 3D Test flow

Fig. 1. 2D versus 3D D2W test flows.

reason for this particular order is that the test cost

for interconnects is considered cheaper, as will be

explained in Section III.

3) Tpr: one pre-packaging test. This test can be applied

after the complete stack is formed. Analogous to

wafer testing in the 2D test flow, Tpr can be seen as a

way to prevent unnecessary assembly and packaging

cost.

4) Tpo: one final post-packaging test can be applied

after assembly and packaging to ensure the required

quality of the complete 3D-SIC. Other specific pack-

aging related tests could be applied here as well.

Note that in total there are 2 · n different test moments.

Depending on either one or more companies are

involved in the manufacturing of 3D-SICS, different

requirements can be set for the pre-bond wafer test

quality [12]. If the wafers are produced by one or more

companies and the final 3D-SIC product is processed

and manufactured by another company, a high pre-bond

wafer test quality (e.g. a KGD) often is agreed upon. If a

KGD contract is in place, high-quality pre-bond testing is

required. If such a contract is not in place, the pre-bond

test quality is subject to optimization. This mean, there

is not only the option to perform pre-bond testing or not,

but also to perform pre-bond testing at a higher or lower

test quality. Faulty undetected dies can be detected in a

later stadium, e.g., in higher quality post-packaging tests.

Similarly, a high quality pre-packaging test (Known Good

Stacks test) can be applied.

B. 3D Test Flow Framework

The test flow framework for 3D D2W stacking can

be extracted from the test flow moments depicted in

Figure 1(b). Depending on whether no or at least one

test is performed at each possible test moment, we can

distinguish 22n possible test flows out of 2n test moments.

This number will further increase if we consider that tests
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TABLE I. Test flow framework

Tpb Tin
Tpr

dtit dtia dait daia

n n – – – TF1
n it – – TF2 –
n dt – TF3 – –
n dtit TF4 – – –
y n – – – TF5
y it – – TF6 –
y dt – TF7 – –
y dtit TF8 – – –

“–” denotes non-applicable

of each phase may target different faults; e.g., if we assume

that Tin may test (1) one or more dies, (2) one or more

interconnects, (3) a combination of (1) and (2), or (4)

none, then the number of possibilities for Tin will be

4n−2. This increases the number of test flows from 22n

to 2n (Tpb) ×4n−2 (Tin) ×2 (Tpr) ×2 (Tpo) = 23n−2.

It is clear that considering all ‘theoretical’ possible test

flows will result in an unmanageable space. Therefore

realistic assumptions have to be made in order to create

a clear overview (without loss of generality) for the work

presented in this paper. Our assumptions consist of the

following.

1) During stacking, it is assumed that only the top

two dies could get corrupted since these dies are

most susceptible to the stacking/bonding steps like

heating, thinning, pressure, and TSV-related defects.

2) Each test flow has to guarantee that a 3D-SIC is fault

free before it is packaged to prevent unnecessary

costs. The test phases ‘Tpb+Tin+Tpr’ test each die

and each interconnect of the SIC at least once.

3) For the Tin test phase, the same test content is

assumed to be applied among all n−2 test moments.

4) The tests performed during Tpo are assumed to be

the same for all test flows.

Because of Assumption 1, Tin will test only for one of

the following:

• Only for the top dies (dt= dies top)

• Only for the interconnect between the top dies (it=
interconnect top).

• For both the top dies and top interconnects (dtit).
• none (n)

This results into Tin ∈ {dt, it, dtit, n}.

Table I contains the test flow framework of all possible

test flows based on the above assumptions. The first col-

umn denotes the two possibilities for Tpr (pre-bond test),

either it is performed (‘y’) or not (‘n’). The second column

gives the four possible values of Tin ∈ {dt, it, dtit, n}.

The second row of the rest of the columns list the different

possible values of Tpr required in combination with Tpb

and Tin to satisfy Assumption 2; these are:

Wafer 

Layer 2 

Layer 3 
SIC 1 SIC 2 SIC 3

Fig. 2. Faults during stacking

• dtit: test for both top dies and top interconnects.

• dtia: test for top dies and all interconnects.

• dait: test for all dies and top interconnects.

• daia: test for all dies and all interconnects.

Each possible test flow is given a name in the table;

e.g., TF1 denotes a test flow based on no Tbp, no Tin

and Tpr = daia. There are in total eight test flows, i.e.,

TF1 to TF8. The entries with ‘–’ denote non-applicable

combinations, as they do not satisfy Assumption 2 or

more tests are applied than required by Assumption 1.

The framework of test flows clearly indicates that an

appropriate 3D DfT test architecture has to support

independent testing of dies and interconnects, both for

intermediate and final stacks. In [13], an architecture

providing these functionalities is proposed.

In order to provide more insight into the different test flows

and their impact on the total cost of 3D-SICs, we consider

the example shown in Figure 2. It consists of three SICs

with n=3 layers each. For simplicity, it is assumed that

all dies in the pre-bond phase were manufactured with

100% yield and that two faults occurred during stacking

of Layer 2 on the bottom layer, one in SIC2 and the other

one in SIC3. In SIC2, a fault occurred in the interconnects

between the bottom die (i.e, Layer 1) and the die at

Layer 2 (e.g., due to TSV failures), while in SIC3 a

fault occurred in Layer 2 (e.g., because of thinning). It

is assumed that during the intermediate and pre-packaging

tests, first interconnects are tested, followed by the dies in

bottom up order.

Table II shows the impact of four test flows TF1, TF2,

TF3 and TF4 on three different cost factors: manufacturing,

test, and packaging. Each entry in the table is composed

out of three numbers, associated with SIC1, SIC2 and

SIC3 respectively, followed by their sum. The costs are

explained next.

The manufacturing cost is considered to include the

number of used dies (the second column of the table) and

the number of stacking operations performed (the third

column of the table). For example, in TF1 only Tpr=dait
is performed (see Table I); therefore this will result in: (a)

stacking of three dies per 3D-SIC, hence 3+3+3=9 dies,

and (b) two stacking operations per SIC, thus a total of

2+2+2=6.
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TABLE II. Impact of Test Flows

TF
Manufacturing cost Test cost Packaging cost
#dies #stacking Tpb Tin Tpr #packaged

operations #dies #inter #dies #inter #dies SICs
TF1 3+3+3=9 2+2+2=6 0+0+0=0 0+0+0=0 0+0+0=0 2+1+2=5 3+0+2=5 1+0+0=1
TF2 3+2+3=8 2+1+2=5 0+0+0=0 1+1+1=3 0+0+0=0 1+0+1=2 3+0+2=5 1+0+0=1
TF3 3+3+2=8 2+2+1=5 0+0+0=0 0+0+0=0 2+2+2=6 2+1+0=3 2+2+0=3 1+0+0=1
TF4 3+2+2=7 2+1+1=4 0+0+0=0 1+1+1=3 2+0+2=4 1+0+0=1 2+0+0=2 1+0+0=1

The test cost is categorized according to the test phases

defined in Section II-A; i.e., pre-bond wafer tests Tpb,

intermediate tests Tin, pre-packaging tests Tpr and post-

packaging tests Tpo. Note that Tpo is not included in the

table as we assumed that post-packaging tests are the

same for all test flows (Assumption 4). Except for the

Tpb phase, each test phase distinguishes between tests for

interconnects and tests for dies. Consider test flow TF4,

which performs the following tests (see also Table I):

• No pre-bond test (i.e., Tpb=n): no tests are executed

and therefore no pre-bond tests for the three SICs are

performed.

• Intermediate tests consisting of (a) tests for top dies

and (b) tests for top interconnects (i.e., Tin=dtit).
Note that there is n−2=1 test moment. Hence, in

this phase TF4 tests for the interconnects between

the bottom layer and Layer 2 of each SIC, resulting

in 1 + 1 + 1 = 3 tests. In addition, TF4 tests for two

bottom dies of SIC1 (i.e., the first two layers), no die

from SIC2 (since the interconnect found to be faulty

during it tests) and two bottom dies of SIC3 resulting

into 2 + 0 + 2 = 4 tests.

• Pre-package tests consisting of testing top dies and

top interconnects of the SIC (Tpr=dtit). In this phase,

TF4 tests only for the top interconnects and the two

top dies of SIC1, not those of SIC2 and SIC3 as they

are already considered faulty after the intermediate

tests were applied. This results into a total test of one

interconnect and two dies during this phase.

The packaging cost is given in the last column of

Table II. Because of Assumption 2, the packaging cost

are the same for all the four test flows. Only SIC1 will be

packaged, while the other two SICs will be discarded.

III. 3D Cost Model

To evaluate the impact of the different test flows on the

overall 3D-SIC cost, an appropriate cost model is built.

Figure 3 shows the block diagram of the cost model; it

considers three major inputs:

• Manufacturing cost: It includes wafer cost, costs

required for wafer processing, TSVs and 3D stacking.

• Test cost: The cost related to testing of dies and

interconnects. Test flows have a large impact on this

cost since they determine when and what to test for.

3D  cost  model

Manufacturing model

Manufacturing

         cost

   Packaging model

     Packaging

         cost

Test model

     Test cost

3D chip cost

Fig. 3. Test cost model 3D D2W Stacking.

• Packaging cost: The cost to package stacked 3D-SICs.

The cost model calculates the overall 3D cost per test

flow. In addition, it also determines the share of the test

cost as compared to the overall cost. In fact, the model

performs more elaborated and comprehensive calculations

of those explained in the example of Section II-B (shown

in Figure 2 and Table II). The model collects statistical

data (in our case based on 1000 wafers) while considering

the different costs. The monitored data includes e.g., the

number of used dies, the number of stacking/bonding

operations, the number of packaged SICs, the number of

tests performed (for dies and interconnect), etc.

Since the purpose of this work is to investigate the

impact of different test flows rather than to observe

the impact of different manufacturing processes (e.g.,

transistor feature size, TSV via-first or via-last, Face-to-

Face or Back-to-Face bonding orientation, the number of

TSVs etc.), the manufacturing costs are assumed to be

constant, as discussed in Section IV. However, the test

cost strongly depends on other parameters like die yield,

interconnect yield, stacking yield, number of stacked

layers, etc. Section IV provides more details about our

experiment.

In the rest of this section, more details about the three

major inputs of the cost model are given.

a) Manufacturing Cost: It includes wafer cost, costs

required for wafer processing, TSV fabrication and 3D

stacking/bonding. For wafers and their processing, we

used the cost models of [14] and [15]; the total price

of a 300 mm wafer is estimated at approximately $2779.
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The model in [14] considers a variety of costs, including

installation, maintenance, lithography and material. For

TSV fabrication, the work of EMC-3D consortium [16]

is used; the cost to fabricate 5 µm TSVs in a single wafer

is assumed to be $190 and these cost are additive to the

wafer cost. To estimate the cost of the 3D stacking/bonding

process, the 3D cost model in [17,18] is used.
b) Test Cost: This cost is related to testing of dies

and interconnects. To estimate the test cost per die, the

model in [19] is used; it includes depreciation, mainte-

nance and operating cost and assumes five ATE machines

operating simultaneously. The derived test cost equals

3.82 $cent/second per die. Assuming a test time of 6

seconds per die, the test cost will be $0.23 per die. To

estimate the interconnect test cost, a ratio of 1:100 between

the test time of dies and interconnects is assumed (as

in [20]).
c) Packaging Cost: The packaging cost for 3D SICs

used in our model is based on oral conversations with

Boschman BV [21] and DIMES [22]. The costs are com-

prehensive and include machine, maintenance, labor and

material cost.

IV. Case Study

In this section, the test flows of Table I are analyzed and

evaluated based on the cost model of Figure 3. Section IV-

A defines the parameters considered in our experiments,

while Section IV-B presents the results.

A. Model Parameters

The impact of the test cost on the overall 3D cost

depends on several parameters, e.g., stack size, die yield,

number of dies per wafer, stacking yield, interconnect

yield, packaging yield, fault coverage, etc. Due to space

limitations, in this paper we restrict ourselves to the impact

of three main parameters (i.e., stack size n, die yield YD

and stack yield YS) on the test and overall cost. Note that

for each experiment, only one parameter is considered to

be variable, while the others are set to fixed values. These

fixed values are derived from our reference process, which

is described next.

In our reference process, the die yield is based on

the stacking process in [20], where a standard 300 mm
diameter wafer is used with an edge clearance of 3 mm.

The work assumes a defect density of d0 = 0.5 defects/cm2

and a defect clustering parameter α = 0.5. With a die

area A = 50 mm2 and a 300 mm wafer, the number

of Gross Dies per Wafer (GDW) can be estimated to

1278 [23]. With the negative binomial formula for yield, a

die yield of YD = (1+A·d0

α )−α = 81.65% is expected [19].

For the stack size we assume a default stack size n=5.
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Fig. 4. TSV yield based on a Poisson Distribu­
tion [24].

The stacking yield is considered to be composed out of

two parameters: the TSV interconnect yield YTSV and

the stacked-die yield YSD. Figure 4 is used to estimate

YTSV [24]. It shows the TSV yield decrease as a function

of the number of TSVs per chip for three manufacturers.

In our simulations, the TSV yield YTSV is assumed to

be 95%. Dies that enter the stack could get corrupted

during stacking. This is modeled by the stacked-die yield

YSD and is assumed to be 95% as well. Several research

works assume a complete stack yield of approximately

95% [20,25].

As already mentioned, three main parameters are con-

sidered to be variable in our experiment; these are:

1) Stack size. The stack size is considered to vary

between 2≤n≤6.

2) Die yield. The die yield assumes to take values

between 60%≤YD≤90%.

3) Stacking yield. Here, we assume both the YTSV and

YSD to take values of 93% and 99%.

B. Results

In this section, the simulation results are presented.

First, the impact of the test flows on the overall 3D D2W

cost is covered, followed by the impact of the test flows

on the share of test cost.
1) Impact of Test Flows on Overall Cost: To evaluate

the impact on the overall cost, the simulation is performed

three times: (1) by varying the stack size while keeping

the wafer and stack yield constant, (2) by varying the die

yield while keeping the stack size and stack yield constant,

and (3) by varying the stack yield while keeping the stack

size and die yield constant.

a) Varying the stack size: Figure 5 depicts the

relative 3D cost of the test flows for 2 ≤ n ≤ 6. Here,

the 3D cost for each test flow is normalized to the 3D cost

of TF1 for each stack size. For n=2, test flows TF1, TF2,

TF3 and TF4 result in equal cost; the same thing applies

to test flows TF5, TF6, TF7 and TF8. The reason is that
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Fig. 5. Normalized test cost for the test flows

by considering different stack sizes.

in this case, the test flows are the same. The following

conclusions can be drawn from the figure:

• Test flows with pre-bond tests significantly reduce the

overall cost. The larger n, the larger the reduction.

• TF8 is the most cost-effective test flow irrespective of

n. The bars with black tops represent the test flows

with the lowest costs per layer.

• TF2 has a marginal impact on the cost reduction irre-

spective of n. This is because TF2 neither performs

pre-bond tests nor die tests during the intermediate

phase. This is not the case for TF3 and TF4, as they

both test for dies in the intermediate phase.

• While test flow TF2 results in higher cost than test

flow TF3, the reverse occurs for the test flows TF6

and TF7. Note that TF1 and TF3 are similar to

TF6 and TF7, respectively, except that the TF6 and

TF7 also include pre-bond testing. In case of TF6

and TF7 only good dies will be stacked. Hence, it

is cost-wise cheaper to test the interconnects (TF6)

than to re-test the dies (TF7) during the intermediate

phase. Nevertheless, testing both interconnects and

dies during the intermediate phase is the most cost-

effective test flow (i.e., TF8).

b) Varying the die yield: Figure 6 depicts the relative

3D cost of the test flows with a die yield varying between

60%≤YD≤90%. Here, the 3D cost for each test flow is

normalized to the 3D cost of TF1. The stack size is fixed

to n=5 and the interconnect and stacked-die yield are set

both to 95%. From the figure we conclude the following.

• Test flows with pre-bond tests significantly reduce the

overall cost. The lower the die yield the larger the

reduction (except for TF2 since this test flow does

not test for dies during the pre-bond and intermediate

phases).

• TF2 has a marginal impact on the cost, irrespective

of the die yield. This is not the case for TF3 and TF4,

as they both test for dies in the intermediate phase.

• Similar conclusions can be drawn as those from
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Fig. 6. Normalized test cost for the test flows

by considering variable die yield.

Figure 5 for the test flows enabled with pre-bond

testing. It is cheaper to test for interconnects only

(TF6) than to test for dies only (TF7) during the

intermediate test phase. Nevertheless, testing both for

interconnects and dies during the intermediate phase

is the most cost-effective test flow (i.e., TF8).

c) Varying the stack yield: Figure 7 depicts the

overall 3D cost versus stacked yield (i.e., interconnect

YTSV and stacked-die YSD) for the test flows. In the figure,

YTSV and YSD are set both to 93% and 99%. The 3D

cost of the flows are normalized to the cost of TF1 where

YTSV =YSD=93%. The bars with black tops presents test

flows with the least impact on the overall cost per stacking

yield. For example, for a stack yield of [YTSV , YSD] =

[0.99, 0.99], TF6 is the most cost-effective test flow.

From the figure we conclude that TF6 and TF8 are the

most cost-effective test flows. If YSD is very high (i.e.,

99%), then TF6 is the best as it tests only for interconnect.

However, in case YSD=93%, TF8 performs better, since

it tests for dies during the intermediate phase. Therefore,

it is able to prevent unnecessary stacking of dies in faulty

partial stacks.

2) Impact of Test Flows on Test Cost: The relative

impact of the test cost on the overall cost is depicted in

Figure 8 for the reference process. There are two bars per

test flow. The first bar presents the overall cost normalized

to TF1, while the second bar presents the ratio of test cost

with respect to the overall cost. The figure clearly shows

that a cheap test flow does not necessary result in lower

overall cost. For example, while TF8 reduces the overall

cost with 11% as compared to TF5, the share of test cost

of TF8 is 35% higher than that of TF5.

V. Conclusion

This paper investigates the impact of several 3D test

flows on the total 3D cost in D2W stacking. It introduces a

framework of test flows for 3D testing; each flow is based

on a combination of tests applied at four test moments,

i.e., the pre-bond wafer test, the intermediate stack test, the

440

122 APPENDIX B. Publications - Cost Modeling: Paper B2



3
D

 c
o

st
 i

n
 a

.u
.

test flow

[Y
TSV ,

 Y
SD]

TF1
TF2

TF3
TF4

TF5
TF6

TF7
TF8

0

0.2

0.4

0.6

0.8

1

[0.99, 0.99]

[0.93, 0.99]

[0.99, 0.93]

[0.93, 0.93]

Fig. 7. Normalized test cost for the test flows
by considering variable stack yield.

TF1 TF2 TF3 TF4 TF5 TF6 TF7 TF8
0

0.2

0.4

0.6

0.8

1

0

2

4

6

8

N
o
rm

a
li

z
e
d
 o

v
e
ra

ll
 c

o
s
t

S
h
a
re

 o
f 

te
s
t 

c
o
s
t 

w
.r

.t
. 
o
v
e
ra

ll
 c

o
s
t 

in
 %Normalized 3D cost

Ratio of test cost

Fig. 8. Test cost versus overall cost.

pre-package test and the post-package test. An appropriate

cost model (considering manufacturing, test and packaging

cost) is introduced in order to evaluate the impact of

different test flows on the overall cost. Different stack

sizes, die yield, and stack yield are considered for the

evaluation.

The simulation results show that test flows with pre-

bond testing significantly reduces the overall cost. Test

flows with the intermediate tests enabled with interconnect

tests outperform the rest. Moreover, a cheaper test flow

does not necessary results in lower overall 3D-SIC cost.

The best cost-effective test flow consists of the pre-bond

and strongly depends on the stack yield. This requires the

adaptation of the test flow during the yield learning of

the 3D-SIC process manufacturing. Moreover, test archi-

tectures should provide access to all dies as well as all

interconnects of the SIC in order to be able to perform

intermediate tests.
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Abstract— Several challenges must be overcome before high
volume production of the 3D Stacked-ICs (3D-SIC) can be
realized. A key challenge is to guarantee the required product
quality at minimal overall cost. Testing, which is an integral
part of 3D-IC manufacturing, should be performed in such way
that its cost contribution is optimal. This paper investigates the
impact of different test moments for pre-bond and post-bond
stacks (resulting into different test flows) on the overall cost of
die-to-wafer (D2W) 3D-SICs. The investigation is carried out
for a wide range of die yields and stack sizes. Moreover, a
breakdown of the cost into manufacturing, test and packaging
costs offers a more detailed picture of the 3D overall cost.
Our simulation results show that overall cost in D2W stacking
strongly depends on the selected test flow; test flows with pre-
bond and post-bond tests show a higher test cost share, but
a significant reduction in the overall 3D-SIC cost. In addition,
the cost breakdown for our reference process reveals that the
manufacturing cost is most dominant (between 76% and 85%),
followed by test (between 13% and 19%). Moreover, the results
show that the share of test and packaging decreases as the
manufacturing becomes mature and the yield increases, and
that both manufacturing and test cost share increases, while
the packaging cost share decreases for higher stack sizes.

Keywords: 3D test flow, 3D test cost, Die-to-Wafer stacking,

3D manufacturing cost, Through-Silicon-Via.

I. INTRODUCTION

Recent enhancements in process development enable the

fabrication of three dimensional stacked ICs (3D-SICs) [1]. A

3D-SIC consists of a pile of two or more vertical stacked ICs

electrically interconnected by Through Silicon Vias (TSV).

TSVs are holes that go through the silicon substrate filled

with a conducting material. 3D technology opens up new

research directions that could be investigated to continue

the trend of performance increase. For example, it can lead

to a smaller footprint, higher interconnect density between

stacked dies, higher chip transistor density and lower power

consumption due to shorter wires as compared to planar ICs,

while possibly using heterogeneous dies [1–7].

Wafer-to-Wafer (W2W), Die-to-Wafer (D2W) and Die-

to-Die (D2D) bonding [1] are the existing methods that

could be employed in order to manufacture 3D-SICs. W2W

bonding leads to highest throughput, as dies are processed in

parallel at wafer level, and makes the manufacturing of tiny

dies feasible [1]; however, it suffers from low compound

yield [8,9]. Regarding yield, D2W and D2D are superior,

due to the opportunity to apply Known-Good-Die (KGD)

testing [1]. D2D bonding suffers from low throughput as the

die stacking is based on individual pairs. This paper focuses

on D2W stacking as it is currently the most relevant stacking

approach in industry.

The manufacturing of 3D-SICs did not reach a mature

stage yet and several challenges have to be overcome before

it can be realized. One of these challenges is testing and its

associated cost. Testing for defects is required in order to sat-

isfy the required product quality. Due to testing, test flows for

3D-SICs have to consider several test moments. The first test

moments relates to pre-bond testing and it targets traditional

defects that may occur during processing of planar wafers,

possibly augmented with preliminary TSV tests. The good

tested dies in the pre-bond test phase could get corrupted

during the stacking. Typical sources of die failures during

stacking include the processing steps involved in thinning,

bonding, as well as TSV failures such as misalignments

and opens [10]. If it is known beforehand that a particular

stack is corrupted, silicon, stacking and bonding costs can

be prevented for the successive dies that have to be stacked.

This requires partial stack or intermediate tests, which form

the second test phase. The number of intermediate tests,

both for interconnects as well as dies, increases significantly

with the stack size. The third test moment consist of a pre-

packaging test and can prevent unnecessary loss in assembly

and packaging cost. Finally, a post packaging test ensures

the final quality of the outgoing product. To guarantee high

3D-SIC product quality at low cost, appropriate test flows

need to be developed that take the different test phases (e.g.

pre-bond testing, post-bond testing etc.) into consideration.

This paper investigates the impact of different test flows

on the overall cost for D2W based 3D-SICS by considering

different stack sizes and die yields. For a given yield and/or

number of stacked layers, an appropriate test flow has to be

used to optimize the cost. In addition, this paper analyses

the impact of the test cost on the overall 3D-SIC cost and

breaks down this cost into test, manufacturing and packaging

cost in order to estimate the test share. In this work, a cost

model for 3D D2W-stacked ICs presented in our previous

work [11] will be used.

The remainder of the paper is organized as follows.

Section II introduces the test flow framework. Section III

briefly reviews the cost model to be used in this work.

Section IV presents the simulation results; it first describes

the parameters of the experiments, and thereafter discusses

the experimental results. Section V concludes the paper.
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Fig. 1. 2D versus 3D D2W test flows.

II. TEST FLOW FRAMEWORK

A test flow consist of a sequence of applied tests at

different time steps during the manufacturing of the 3D-

SIC. Section II-A defines these test moments and specifies

for each one what exactly can be tested for. Subsequently,

a framework of various test flows is obtained by applying

different tests at different test moments. The framework is

presented in Section II-B.

A. 2D versus 3D Test Flow

A conventional 2D test flow for planar wafers is depicted

in Figure 1(a) [12]. Here, usually two test moments are

applicable; i.e., a wafer test prior to packaging and a final test

after packaging. The wafer test can be cost-effective when

the yield is low, since it prevents unnecessary assembly and

packaging costs. The goal of the final test is to guarantee the

final quality of the packaged chip. During the manufacturing

of a 3D-SIC, additional test points can be defined for each

partial created stack. At each test point a distinction can

be made between die tests and interconnect tests. Die tests

ensure the functionality of individual dies, while interconnect

tests ensure functional TSVs. For 3D-SICs, four test mo-

ments can be distinguished in time as depicted in Figure 1(b),

and explained next.

1) Tpb: n pre-bond wafer tests, since there are n layers

to be stacked. Tpb tests prevent faulty dies entering the

stack. Besides die test, preliminary TSV interconnect

tests can be applied (in case of via-first [1]) as well. An

example of a preliminary test that detects some faulty

TSVs could be a capacitance test [13].

2) Tin: n-2 intermediate tests applicable during the in-

termediate stacking and bonding. In this case, either

the dies, the interconnects, their combination or none

of them can be tested for. Good tested dies in the pre-

bond test phase could get corrupted during the stacking

process as a consequence of e.g., die thinning, and

bonding [10]. In the simulation model of our test flows,

first the interconnects are tested and thereafter the dies

in bottom up order (in case both are tested for); if a

fault is detected in the interconnects, then there is no

need to test the dies as the SIC will be faulty anyway.

The reason for this particular order is that the test

cost for interconnects is considered cheaper, as will

be explained in Section III.

3) Tpr: one pre-packaging test. This test can be applied

after the complete stack is formed. Analogous to wafer

testing in the 2D test flow, Tpr can be applied to save

unnecessary assembly and packaging costs. Both dies

and interconnects can be tested for.

4) Tpo: one final post-packaging test can be applied after

assembly and packaging to ensure the required quality

of the complete 3D-SIC. Other specific packaging

related tests could be applied here as well.

Note that in total there are 2 · n different test moments.

Depending on either one or more companies are involved

in the manufacturing of 3D-SICS, different requirements

can be set for the pre-bond wafer test quality [14]. If the

wafers are produced by one or more companies and the

final 3D-SIC product is processed and manufactured by

another company, a high pre-bond wafer test quality (e.g.

a KGD) often is agreed upon. If a KGD contract is in

place, high-quality pre-bond testing is required. If such a

contract is not in place, the pre-bond test quality is subject

to optimization. This means, there is not only the option

to perform pre-bond testing or not, but also to perform

pre-bond testing at a higher or lower test quality. Faulty

undetected dies can be detected in a later stadium, e.g.,

in higher quality post-packaging tests. Similarly, a high

quality pre-packaging test (Known-Good-Stacks test) can

be applied.

B. 3D Test Flow Framework

The test flow framework for 3D D2W stacking can be

extracted from the test moments depicted in Figure 1(b).

Depending on whether no or at least one test is performed at

each possible test moment, we can distinguish 22n possible

test flows out of 2n test moments. This number will further

increase if we consider that tests of each phase may target

different faults; e.g., if we assume that Tin may test (1) one or

more dies, (2) one or more interconnects, (3) a combination

of (1) and (2), or (4) none, then the number of possibilities

for Tin will be 4n−2. This increases the number of test

flows from 22n to 2n (Tpb) ×4n−2 (Tin) ×2 (Tpr) ×2
(Tpo) = 23n−2. It is clear that considering all ‘theoretical’

possible test flows will result in an unmanageable space.

Therefore, realistic assumptions have to be made in order

to create a clear overview (without loss of generality) for

the work presented in this paper. Our assumptions consist of

the following.

1) A linear stacking approach is assumed, i.e., dies are

stacked sequentially in a bottom-up approach starting

from the bottom wafer. During stacking, it is assumed

that only the top two dies and the interconnect between

them could be corrupted; they are assumed to be

defect-prone to stacking/bonding steps like heating,

thinning, pressure.

2) All die tests are identical; a similar assumption applies

to all interconnect tests.

3) Each test flow has to guarantee that a 3D-SIC is

fault free before it is packaged to prevent unneces-
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TABLE I

TEST FLOW FRAMEWORK

test flow Tpb Tin Tpr

TF1 n n iada
TF2 n it iadt
TF3 n it itda
TF4 n itdt itdt
TF5 y n iada
TF6 y it iadt
TF7 y it itda
TF8 y itdt itdt

Wafer 

Layer 2 

Layer 3 
SIC 1 SIC 2 SIC 3

Fig. 2. Examples of defects (x) occurring during stacking.

sary assembly and packaging cost. The test phases

‘Tpb+Tin+Tpr’ test each die and each interconnect of

the SIC at least once.

4) The final post-packaging test in Tpo is a complete test,

i.e., all dies and interconnects are tested.

Because of Assumption 1, Tin will test only for one of

the following:

• Only for the top dies (dt= dies top).

• Only for the interconnect between the top dies (it= top

interconnect).

• For both the top interconnect and top dies (itdt).
• none (n).

This results into Tin ∈ {dt, it, itdt, n}.

Table I shows the test flow framework of all possible

test flows based on the above assumptions. The first column

denotes the two possibilities for Tpr (pre-bond test), either

it is performed (‘y’) or not (‘n’). The second column gives

the four possible values of Tin ∈ {dt, it, itdt, n}. The last

column lists the different possible values of Tpr. In order to

satisfy Assumption 3 (a fault-free 3D-SIC prior to packaging)

Tpr is limited to the following values:

• itdt: test for top interconnect and top dies.

• itda: test for top interconnect and all dies.

• iadt: test for all interconnects and top dies.

• iada: test for all interconnects and all dies.

Each possible test flow is given a name in the table; e.g.,

TF1 denotes a test flow based on no Tbp, no Tin and

Tpr = iada. There are eight test flows in total, i.e., TF1 to

TF8.

To provide more insight into the different test flows and

their impact on the total 3D-SIC cost, we consider the

example shown in Figure 2. It consists of three SICs with

n=3 layers each. For simplicity, it is assumed that all dies

in the pre-bond phase were manufactured with 100% yield

and that two faults occurred during stacking of Layer 2 on

the bottom layer, one in SIC2 and one in SIC3. In SIC2, a

fault occurred in the interconnects between the bottom die

(i.e, Layer 1) and the die at Layer 2 (e.g., due to misaligned

TSVs), while in SIC3 a defect occurred in Layer 2 (e.g., due

to thinning). It is assumed that during the intermediate and

pre-packaging tests, first interconnects are tested, followed

by the dies in bottom up order. The framework of test

flows clearly indicates that an appropriate 3D DfT test

architecture has to support independent testing of dies and

interconnects, both for intermediate and final stacks. In [15],

an architecture providing these functionalities is proposed.

In order to provide more insight into the different test flows

and their impact on the total cost of 3D-SICs, we consider

the example shown in Figure 2. It consists of three SICs with

n=3 layers each. For simplicity, it is assumed that all dies

in the pre-bond phase were manufactured with 100% yield

and that two faults occurred during stacking of Layer 2 on

the bottom layer, one in SIC2 and the other one in SIC3.

In SIC2, a fault occurred in the interconnects between the

bottom die (i.e, Layer 1) and the die at Layer 2 (e.g., due to

TSV failures), while in SIC3 a fault occurred in Layer 2

(e.g., because of thinning). It is assumed that during the

intermediate and pre-packaging tests, first interconnects are

tested, followed by the dies in bottom up order.

Table II shows the impact of four test flows TF1, TF2,

TF3 and TF4 on three different cost factors: manufacturing,

test, and packaging. Each entry in the table is composed

out of three numbers, associated with SIC1, SIC2 and SIC3

respectively, followed by their sum. The costs are explained

next.

The manufacturing cost is considered to include the num-

ber of used dies (the second column of the table) and

the number of stacking operations performed (the third

column of the table). For example, in TF1 only Tpr=iada
is performed (see Table I); therefore this will result in: (a)

stacking of three dies per 3D-SIC, hence 3+3+3=9 dies, and

(b) two stacking operations per SIC, thus a total of 2+2+2=6.

The test cost is categorized according to the test phases

defined in Section II-A; i.e., pre-bond wafer tests Tpb,

intermediate tests Tin, pre-packaging tests Tpr and post-

packaging tests Tpo. Note that Tpo is not included in the

table as we assumed that post-packaging tests are the same

for all test flows (Assumption 4). Except for the Tpb phase,

each test phase distinguishes between tests for interconnects

and tests for dies. Consider test flow TF4 which performs

the following tests (see also Table I):

• No pre-bond test (i.e., Tpb=n): no tests are executed

and therefore no pre-bond tests for the three SICs are

performed.

• Intermediate tests consisting of (a) tests for top dies

and (b) tests for top interconnects (i.e., Tin=itdt). Note

that there is n−2=1 test moment. Hence, in this phase

TF4 tests for the interconnects between the bottom layer

and Layer 2 of each SIC, resulting in 1 + 1 + 1 = 3
tests. In addition, TF4 tests for two bottom dies of SIC1

(i.e., the first two layers), no die from SIC2 (since the

interconnect found to be faulty during it tests) and two

bottom dies of SIC3 resulting into 2 + 0 + 2 = 4 tests.

• Pre-package tests consisting of testing top dies and
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TABLE II

IMPACT OF TEST FLOWS

TF
Manufacturing cost Test cost Packaging cost

#dies #stacking Tpb Tin Tpr #packaged
operations #dies #inter #dies #inter #dies SICs

TF1 3+3+3=9 2+2+2=6 0+0+0=0 0+0+0=0 0+0+0=0 2+1+2=5 3+0+2=5 1+0+0=1

TF2 3+2+3=8 2+1+2=5 0+0+0=0 1+1+1=3 0+0+0=0 1+0+1=2 3+0+2=5 1+0+0=1

TF3 3+3+2=8 2+2+1=5 0+0+0=0 0+0+0=0 2+2+2=6 2+1+0=3 2+2+0=3 1+0+0=1

TF4 3+2+2=7 2+1+1=4 0+0+0=0 1+1+1=3 2+0+2=4 1+0+0=1 2+0+0=2 1+0+0=1
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Fig. 3. Test cost model 3D D2W Stacking.

top interconnects of the SIC (Tpr=itdt). In this phase,

TF4 tests only for the top interconnects and the two

top dies of SIC1, not those of SIC2 and SIC3 as

they are already considered faulty after the intermediate

tests were applied. This results into a total test of one

interconnect and two dies during this phase.

The packaging cost is given in the last column of Table II.

Because of Assumption 2, the packaging costs are the same

for all the four test flows. Only SIC1 will be packaged, while

the other two SICs will be discarded. Choosing the test flow

resulting in optimal overall cost needs the evaluation of all

possible test flows using an appropriate generic cost model;

the latter is given in the next section.

III. 3D COST MODEL

The cost model for the evaluation of the test flows is

explained in more detail in [11]. Figure 3 shows the block

diagram of the cost model; it consists of three inputs:

• Manufacturing: It consist of all parameters related to

3D-SIC manufacturing; these are e.g., wafer cost, costs

required for wafer processing, TSVs and 3D bonding

and thinning.

• Test: This consists of all parameters related to DFT

and test such as the cost related to testing dies and

interconnects, DFT area overhead etc. Test flows have

a large impact on this cost since they determine when

and what to test for.

• Packaging: The cost of 3D-SIC packaging.

The value of the parameters related to manufacturing, test

and packaging cost used in this work are depicted in Figure 3.

IV. CASE STUDY

In this section, we measure the impact of the test flows

in Table I by applying the cost model of Figure 3. We

investigate not only the impact of the test flows on the overall

cost, but also how it is composed out of test, manufacturing

and packaging cost for different die yields and stack sizes.

The input parameters required by the model are defined in

Section IV-A. The results are presented and discussed in

Section IV-B.

A. Simulation Parameters

Several parameters influence the performance of the test

flows in terms of cost. These parameters include die yield,

stack size, number of dies per wafer, stack yield, packaging

yield, fault coverage, etc. The selected parameters for our

reference process are described next. The reference process

describes the default simulation parameters.

The die yield is based on the stacking process in [8], where

a standard 300 mm diameter wafer is used with an edge

clearance of 3 mm. The work assumes a defect density of d0
= 0.5 defects/cm2 and a defect clustering parameter α = 0.5.

With a die area A = 50 mm2 and a 300 mm wafer, the

number of Gross Dies per Wafer (GDW) can be estimated to

be 1278 [17]. With the negative binomial formula for yield,

a die yield of YD = (1+ A·d0

α )−α = 81.65% is expected [16].

For the stack size we assume a default stack size n=5.

The stacking yield is composed out of two parameters: the

interconnect yield YINT and the stacked-die yield YSD. In

our simulations, the TSV yield YINT is assumed to be 95%.

For the good dies that enter the stack, a small probability

exists that they get corrupted during stacking; this is modeled

by the stacked-die yield YSD and is assumed to be 95% as

well. Several research works assume a complete stack yield

of approximately 95% [8,18].

B. Results

Our simulation results consist of several experiments.

First, the impact of the test flows on the overall 3D D2W

cost is examined for the reference process. Thereafter, the

composition of this overall cost is split in manufacturing,

test and packaging cost in order to determine the share of

test cost. The last experiment analyzes the effect of the test

flow on both test cost and test cost share by considering

different die yields and stack sizes.

Impact on overall cost

Figure 4 shows the overall cost (including test, manufac-

turing and packaging cost) normalized to TF1 for the 8 test
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flows. For example, TF3 results in an overall cost which is

74.27% of TF1. The figure shows the importance of pre-bond

testing, i.e., TF1 up to TF4 are cost wise more expensive

than test flows TF5 up to TF8. Since the stack yield is

assumed to be much higher than the die yield, test flow

TF3 (test for dies during the intermediate phase) results in

lower cost than TF2 (test for interconnects only during the

intermediate phase). The reverse occurs for the test flows

TF6 and TF7. Note that TF1 and TF3 are similar to TF6

and TF7, respectively, except that TF6 and TF7 also include

pre-bond testing. In case of TF6 and TF7, only good dies

will be stacked. Hence, it is cost-wise cheaper to test the

interconnects (TF6) than to re-test the dies (TF7) during the

intermediate phase. Nevertheless, testing both interconnects

and dies during the intermediate phase is the most cost-

effective test flow (i.e., TF8). Test flow TF8 is able to reduce

the cost with 57.3% compared to TF1 (that considers only

pre-packing tests) and 6.7% as compared to test flow TF5

(that contains pre-bond and pre-packaging tests).

Cost of test share

Figure 5 plots the breakdown of the 3D cost for each test

flow, based on the cost model of Figure 3. For each test flow,

the shares of test, manufacturing and packaging are depicted.

From the figure we conclude the following.

• The manufacturing cost is relatively the most dominant

cost factor for each test flow and lies between 76%

and 85% of the total cost. However, the overall 3D-SIC

cost strongly depends on the selected test flow, as can

be concluded from Figure 4.

• The share of test cost is between 13% and 19% de-

pending on the test flow. Test flows containing die tests

during intermediate stacking result in relatively higher

test cost share as compared with the rest. For instance,

test flow TF3, TF4, TF7 and TF8 result in a test cost

share of about 19%.

• The share of packaging cost is between 2% and 5%, and

it is higher for test flows resulting in lower overall 3D

cost. For example, test flow TF1 consist of a packaging

cost share of 2%, while this increases to 5% for TF8.

• A higher test cost share does not necessarily result in

highest overall cost.

Impact of die yield and stack size

The cost breakdown in manufacturing, test and packaging

cost, under different die yields and stack sizes is shown

in Figure 6 and 7 respectively. In Figure 6, the impact of

different die yields in the range of 30% up to 90% are

depicted for the reference process. For each experiment the

overall costs are normalized to TF1.

The figure clearly shows that irrespective of the die yield,

test flows with pre-bond tests (TF5 to TF8) always result

in the lowest overall cost; the latter becomes significant for

lower die yield. In addition, the figure reveals that TF8 results

into the lowest overall cost in all cases, and that the test cost

and packaging cost shares increase as the yield increases.

The figure also clarifies the importance of intermediate tests;

test flows with intermediate tests result in lower cost. For

example, TF8 results in 7% lower overall cost as compared

to TF5; note that TF8 and TF5 are the same except that TF8

also consist of intermediate tests.

The figure clearly shows the importance of pre-bond

testing, as TF5 to TF8 result in the lowest overall cost is of

significant importance, if the die yield is low. The test flow

TF8, results in all cases in the lowest overall yield. The test

share increases for higher die yields.

Figure 7 shows a similar experiment, but for a variable

stack size. The figure indicates again the importance of

pre-bond and intermediate testing, especially for larger stack

sizes. For n=2, TF1, TF2, TF3 and TF4 result in the same

cost, a similar remark holds for the remaining test flows.

The figure shows that the share of packaging cost decreases

as the stack size increases, while the test share increases

with larger stack sizes. For test flow TF8, the test share is

15.4% for a stack size of n=2, while this ratio increases to

20.6% for a stack size of n=6. This increase in test cost for

larger stack sizes is due to an increased number of applied

tests, while at the same time the number of fault-free 3D-

SICs reduces. It is worth noting that although TF8 has the

highest test cost share, it results in the lowest overall 3D-cost.

V. CONCLUSION

This paper investigated the impact of several 3D test

flows on the total 3D cost in D2W stacking. It introduced a

framework of test flows for 3D testing; each flow is based

on a combination of tests applied at four test moments, i.e.,

the pre-bond wafer test, the intermediate stack test, the pre-

package test and the post-package test. A cost model that

considers manufacturing, test and packaging cost is presented
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Fig. 7. Cost breakdown for variable stack size.

in order to evaluate the impact of different test flows on the

overall cost.

The simulation results showed that the manufacturing cost

is the most dominant in 3D stacking and strongly depends on

the selected test flow. In addition, they revealed that test flows

with pre-bond testing significantly reduced the overall cost.

Intermediate tests contributed also to further cost savings.

Although the share of test cost increases for such flows, the

overall cost is significantly reduced. The cost saving increase

with lower die yields and larger stack sizes. The conclusion

of the paper indicates that in order to manufacture 3D-ICs

at optimum cost, any DFT has to consider not only the

infrastructure for pre-bond tests, but also for intermediate

tests for both dies and interconnects.
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Abstract One of the key challenges in 3D Stacked-
ICs (3D-SIC) is to guarantee high product quality at
minimal cost. Quality is mostly determined by the
applied tests and cost trade-offs. Testing 3D-SICs is
very challenging due to several additional test moments
for the mid-bond stacks, i.e., partially created stacks.
The key question that this paper answers is what is
the best test flow to be used in order to optimize the
overall cost while realizing the required quality? We
first present a framework covering different test flows
for 3D Die-to-Wafer (D2W) stacked ICs. Thereafter,
we present a cost model that allows us to evaluate these
test flows. The impact of different test flows on the
overall 3D-SIC cost for several die yields and stack
sizes are investigated; a breakdown of the cost into
test, manufacturing and packaging cost is also provided.
Our simulation results show that both the test cost and
the overall cost in D2W stacking strongly depends on
the selected test flow; test flows with pre-bond and
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mid-bond stacking tests (performed during the stacking
process) show a higher test cost share, but significantly
reduce the overall 3D-SIC cost.
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1 Introduction

The potential benefits that 3D Stacked ICs (3D-SICs)
offer is leading to an escalation of research and work
both in academy and industry [6, 9, 11, 14–16, 20, 21].
The feasibility to stack dies allows long wires that nor-
mally cover long distances to be mapped on Trough-
Silicon-Vias (TSVs). TSVs are holes that go through
the silicon substrate filled with a conducting material.
TSVs reduce the interconnect distance between stacked
dies. This lowers the latency and power dissipation
in such connections. Moreover, the incorporation of
possibly heterogeneous dies results in a high transistor
density at a smaller footprint. The ability to place the
TSVs anywhere on the surface of the chip allows the
establishment of high bandwidth communication be-
tween dies [6].

Wafer-to-Wafer (W2W), Die-to-Wafer (D2W) and
Die-to-Die (D2D) bonding [9] are the existing methods
that could be employed in order to manufacture 3D-
SICs. W2W bonding leads to highest throughput, as
dies are processed in parallel at wafer level, and makes
the manufacturing of tiny dies feasible [9]. Regarding
yield, D2W and D2D are superior, due to the oppor-
tunity to apply Known-Good-Die (KGD) testing [9].
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This paper focuses on D2W stacking as it is currently
the most relevant stacking approach in industry.

Testing for manufacturing defects is required to sat-
isfy the required product quality. In addition to the
traditional defects that may occur during processing of
planar wafers, new faults inherent to the 3D processes
have to be considered. Good tested dies in the pre-bond
test phase could get corrupted during the stacking. Typ-
ical sources of die failures during stacking include the
processing steps involved in thinning, bonding, as well
as TSV failures such as misalignments and opens [10].
If it is known beforehand that a particular stack is cor-
rupted, silicon, stacking and bonding costs can be pre-
vented for the successive dies that have to be stacked.
The number of test moments, both for interconnects
as well as dies, increases significantly during stacking.
Pre-bond tests prevent corrupted dies from entering the
stack, while post-bond tests verify the correctness of the
dies and interconnects for the stack. To guarantee high
3D-SIC product quality at low cost, appropriate test
flows need to be developed that take the different test
phases (e.g. pre-bond testing, post-bond testing, etc.)
into consideration.

This paper introduces a framework of test flows and
analyzes the impact of such test flows on the overall cost
of D2W based 3D-SIC. An appropriate cost model is
developed to accurately evaluate the impact of the test
flows while considering different process parameters
such as stack size, die yield, etc.

The remainder of the paper is organized as follows.
Section 2 introduces the test flow framework. Section 3
describes the cost model. Section 4 describes the sim-
ulation setup. Section 5 presents the simulation results
and discusses them. Section 6 concludes the paper.

2 Test Flow Framework

This section presents first the differences between 2D
and 3D test flows and shows that for 3D many test mo-
ments are possible. These test moments are thereafter
compiled into a framework of test flows.

2.1 2D Versus 3D Test Flow

A conventional 2D test flow for planar wafers is de-
picted in Fig. 1a [13]. Here, usually two test moments
are applicable; i.e., a wafer test prior to packaging
and a final test after packaging. The wafer test can be
cost-effective when the yield is low, since it prevents
unnecessary assembly and packaging costs. The goal
of the final test is to guarantee the final quality of the
packaged chip. During the manufacturing of a 3D-SIC,

additional test points can be defined for each partial
stack. At each test point a distinction can be made be-
tween die tests and interconnect tests. Die tests ensure
the functionality of individual dies, while interconnect
tests ensure functional TSVs between dies. For 3D-
SICs, four test moments can be distinguished in time
as depicted in Fig. 1b, and explained next.

1. Tpr: n pre-bond wafer tests, since there are n layers
to be stacked. Tpr tests prevent faulty dies entering
the stack. Besides die test, preliminary TSV inter-
connect tests can be applied (in case of via-first [9])
as well. An example of a preliminary test that
detects some faulty TSVs could be a capacitance
test [5].

2. Tmi: n-2 mid-bond tests applicable for partial cre-
ated stacks. In this case, either the dies, the inter-
connects, their combination or none of them can be
tested. Good tested dies in the pre-bond test phase
could get corrupted during the stacking process as a
consequence of e.g., die thinning, and bonding [10].
In the simulation model of our test flows, first the
interconnects are tested and thereafter the dies in
bottom up order (in case both are tested for); if a
fault is detected in the interconnects, then there is
no need to test the dies as the 3D-SIC will be faulty
anyway. The reason for this particular test order
is that the test cost for interconnects is considered
cheaper, as will be explained in Section 3.

3. Tpo: one post-bond test. This test can be applied
after the complete stack is formed. Analogous to
wafer testing in the 2D test flow, Tpr can be applied
to save unnecessary assembly and packaging costs.
Both interconnects and dies can be tested.

4. T fi: one final test can be applied after assembly
and packaging to ensure the required quality of the
complete 3D-SIC. Other specific packaging related
tests could be applied at this test moment as well.

Note that in total there are 2 · n different test moments.
Depending on whether one or more companies are

involved in the manufacturing of 3D-SICS, different
requirements can be set for the pre-bond wafer test
quality [12]. If the wafers are produced by one or more
companies and the final 3D-SIC product is processed
and manufactured by another company, a high pre-
bond wafer test quality (e.g. a KGD) often is agreed
upon. If a KGD contract is in place, high-quality pre-
bond testing is required. If such a contract is not in
place, the pre-bond test quality is subject to optimiza-
tion. This means, there is not only the option to per-
form pre-bond testing or not, but also to perform pre-
bond testing at a higher or lower test quality. Faulty
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Fig. 1 2D versus 3D D2W test flows

undetected dies can be detected in a later stage, e.g.,
in higher quality final tests. Similarly, high quality mid-
or post-bond tests (Known-Good-Stack tests) can be
applied.

2.2 3D Test Flow Framework

The test flow framework for 3D D2W stacking can
be extracted from the test flow moments depicted in
Fig. 1b. Depending on whether no or at least one test
is performed at each possible test moment, we can dis-
tinguish 22n possible test flows out of 2n test moments.
This number will further increase if we consider that
tests at each phase may target different faults; e.g., if we
assume that Tmi may test (1) one or more interconnects,
(2) one or more dies, (3) a combination of (1) and (2),
or (4) none, then the number of possibilities for Tmi will
be 4n−2. This increases the number of test flows from
22n to 2n (Tpr) × 4n−2 (Tmi) × 2 (Tpo) × 2 (T fi) = 23n−2.
It is clear that considering all ‘theoretical’ possible test
flows will result in an unmanageable space. Therefore,
realistic assumptions have to be made in order to create
a clear overview (without loss of generality) for the
work presented in this paper. Our assumptions consist
of the following.

1. A linear stacking approach is assumed, i.e., dies
are stacked sequentially in a bottom-up approach
starting from the bottom wafer. During stacking, it
is assumed that only the top two dies and the in-
terconnect between them could be corrupted; they
are assumed to be defect-prone to stacking/bonding
steps like heating, thinning, pressure.

2. All die tests are identical; a similar assumption
applies to all interconnects.

3. Each test flow has to guarantee that a 3D-SIC is
fault free before it is packaged to prevent unneces-
sary assembly and packaging cost. The test phases
‘Tpr+Tmi+Tpo’ test each die and each interconnect
of the SIC at least once.

4. The final test in T fi is a complete test, i.e., all dies
and interconnects are tested.

Because of Assumption 1, Tmi will test only for one
of the following:

– Only for the interconnect between the top dies (it =
top interconnect).

– Only for the top dies (dt = dies top).
– For both the top interconnect and top dies (itdt).
– none (n).

This results into Tmi ∈ {it, dt, itdt, n}.
Table 1 shows the test flow framework of all pos-

sible test flows based on the above assumptions. The
first column denotes the two possibilities for Tpr (pre-
bond test), either it is performed (‘y’) or not (‘n’).
The second column gives the four possible values of
Tmi ∈ {it, dt, itdt, n}. The last column lists the different

Table 1 Test flow framework

Test flow Tpr Tmi Tpo

TF1 n n iada

TF2 n it iadt

TF3 n it itda

TF4 n itdt itdt

TF5 y n iada

TF6 y it iadt

TF7 y it itda

TF8 y itdt itdt
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Fig. 2 Examples of defects (x) occurring during stacking

possible values of Tpo. In order to satisfy Assumption 3
(a fault-free 3D-SIC prior to packaging) Tpo is limited
to the following values:

– itdt: test for top interconnect and top dies.
– itda: test for top interconnect and all dies.
– iadt: test for all interconnects and top dies.
– iada: test for all interconnects and all dies.

Each possible test flow is given a name in the table;
e.g., TF1 denotes a test flow based on no Tpr, no Tmi

and Tpo = iada. There are eight test flows in total, i.e.,
TF1 to TF8.

To provide more insight into the different test flows
and their impact on the total 3D-SIC cost, we consider
the example shown in Fig. 2. It consists of three SICs
with n = 3 layers each. For simplicity, it is assumed that
all dies in the pre-bond phase were manufactured with
100% yield and that two faults occurred during stacking
of Layer 2 on the bottom layer, one in SIC2 and one
in SIC3. In SIC2, a fault occurred in the interconnects
between the bottom die (i.e., Layer 1) and the die at
Layer 2 (e.g., due to misaligned TSVs), while in SIC3 a
defect occurred in Layer 2 (e.g., due to thinning). It is
assumed that during the mid-bond and post-bond tests,
first interconnects are tested, followed by the dies in
bottom up order.

Table 2 shows the impact of four test flows TF1,
TF2, TF3 and TF4 on three different cost factors: man-
ufacturing, test, and packaging. Each entry in the table
is composed of four numbers, associated with SIC1,
SIC2 and SIC3 respectively, followed by their sum. The
manufacturing, test and packaging costs for the three
3D-SICs are explained next.

The manufacturing cost is considered to include the
number of used dies (the second column of the table)
and the number of stacking operations that are per-

formed (the third column of the table). For example,
in TF1 only Tpo = iada is performed (see Table 1);
therefore this will result in: (a) stacking of three dies per
3D-SIC, hence 3 + 3 + 3 = 9 dies, and (b) two stacking
operations per SIC, thus a total of 2 + 2 + 2 = 6 stack-
ing operations.

The test cost is classified according to the test phases
defined in Section 2.1; i.e., pre-bond wafer tests Tpr,
mid-bond tests Tmi, post-bond tests Tpo and final tests
T fi. Note that T fi is not included in the table as we
assumed that final tests are the same for all test flows
(Assumption 4). Except for the Tpr phase, each test
phase distinguishes between tests for interconnects and
tests for dies. Consider test flow TF4 which performs
the following tests (see also Table 1):

– No pre-bond test (i.e., Tpr = n): no tests are exe-
cuted and therefore no pre-bond tests for the three
SICs are performed.

– Mid-bond tests consisting of (a) test for top inter-
connect and (b) tests for top dies (i.e., Tmi = itdt).
Note that there is n − 2 = 1 test moment. Hence, in
this phase TF4 tests for the interconnects between
the bottom layer and Layer 2 of each SIC, resulting
in 1 + 1 + 1 = 3 tests. In addition, TF4 tests for two
bottom dies of SIC1 (i.e., the first two layers), no
dies in SIC2 (since the interconnect found to be
faulty during it tests) and the two bottom dies of
SIC3 resulting into 2 + 0 + 2 = 4 tests.

– Post-bond tests consisting of testing top dies and
top interconnects of the SIC (Tpo = itdt). In this
phase, TF4 tests only for the top interconnects and
the two top dies of SIC1, not those of SIC2 and
SIC3 as they are already considered faulty after the
mid-bond tests were applied. This results in a total
test of one interconnect and two dies during this
phase.

The packaging cost is given in the last column of
Table 2. Because of Assumption 3, the packaging cost
is the same for all the four test flows. Only SIC1 will be
packaged, while the other two SICs will be discarded.

Table 3 summarizes the cost required to manufacture
and test the three 3D-SICs. The table clearly shows the

Table 2 Impact of test flows

TF Manufacturing cost Test cost Packaging cost

#dies #stacking Tpr Tmi Tpo #packaged

operations #dies #inter #dies #inter #dies SICs

TF1 3 + 3 + 3 = 9 2 + 2 + 2 = 6 0 + 0 + 0 = 0 0 + 0 + 0 = 0 0 + 0 + 0 = 0 2 + 1 + 2 = 5 3 + 0 + 2 = 5 1 + 0 + 0 = 1
TF2 3 + 2 + 3 = 8 2 + 1 + 2 = 5 0 + 0 + 0 = 0 1 + 1 + 1 = 3 0 + 0 + 0 = 0 1 + 0 + 1 = 2 3 + 0 + 2 = 5 1 + 0 + 0 = 1
TF3 3 + 3 + 2 = 8 2 + 2 + 1 = 5 0 + 0 + 0 = 0 0 + 0 + 0 = 0 2 + 2 + 2 = 6 2 + 1 + 0 = 3 2 + 2 + 0 = 3 1 + 0 + 0 = 1
TF4 3 + 2 + 2 = 7 2 + 1 + 1 = 4 0 + 0 + 0 = 0 1 + 1 + 1 = 3 2 + 0 + 2 = 4 1 + 0 + 0 = 1 2 + 0 + 0 = 2 1 + 0 + 0 = 1
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Table 3 Manufacturing versus test trade-off

Test flow Manufacturing cost Test cost

#dies #stacking #dies # interconnects
operations

TF1 9 6 5 5
TF2 8 5 5 5
TF3 8 5 9 3
TF4 7 4 6 4

cost trade-off between manufacturing and testing. For
example, TF1 requires the manufacturing of nine dies
and needs six stacking operations at a test cost of testing
five dies and five interconnects. On the other hand,
TF4 requires the manufacturing of seven dies and needs
four stacking operations, at a test cost of six dies and
four interconnects. Choosing the test flow resulting in
optimal overall cost needs the evaluation of all possible
test flows using an appropriate generic cost model; the
latter is given in the next section.

3 Cost Model

To evaluate the impact of the different test flows on the
overall 3D-SIC cost, an appropriate generic cost model
is built. Figure 3 shows a diagram of this cost model; it
considers three major input classes [19]:

– Manufacturing: this consists of all parameters re-
lated to 3D-SIC manufacturing process such as
wafer cost, costs required for wafer processing,
TSVs and 3D bonding and thinning, the number of
dies per wafer, die yield etc.

– Test: This consists of all parameters related to DFT,
test and test flows such as cost related to testing dies
and interconnects. Test flows have a large impact

Fig. 3 Test cost model 3D D2W Stacking

on this cost since they determine when and what to
test for.

– Packaging: The cost of 3D-SIC packaging.

The cost model is able to evaluate each test flow and
calculates the overall 3D cost per test flow. In addition,
it also determines the share of the test cost as compared
to the overall cost. In fact, the model performs more
elaborate and comprehensive calculations and analysis
of those explained in the example of Section 2.2. The
model has, for example, the ability to evaluate parallel
testing of dies and it can handle more test flows than
those described in Table 1. The model collects statis-
tical data (in our case based on 1,000 wafers) while
considering the different costs. The monitored data
includes e.g., the number of used dies, the number of
stacking/bonding operations, the number of packaged
SICs, the number of tests performed (for dies and
interconnect), etc.

Since the purpose of this work is to investigate the
impact of different test flows rather than to observe
the impact of different manufacturing processes (e.g.,
transistor feature size, TSV via-first or via-last, Face-to-
Face or Back-to-Face bonding orientation, the number
of TSVs etc.), the manufacturing costs are assumed to
be constant; these will be discussed in Section 4.1. How-
ever, the test cost strongly depends on other parameters
like die yield, interconnect yield, stacking yield, number
of stacked layers, etc. These parameter are described in
Section 4.2.

4 Simulation Setup

In order to appropriately perform simulations, different
input parameters of the cost model have to be defined.
These parameters are classified into fixed and vari-
able ones.

4.1 Fixed Parameters

The fixed parameters of each of the input classes are
given next.

Manufacturing Cost It includes wafer cost, costs re-
quired for wafer processing, TSV fabrication and 3D
stacking/bonding. For wafers and their processing, we
used the cost models of [17] and [4]; the total price of
a 300 mm wafer is estimated at approximately $2,779.
The model in [17] considers a variety of costs, includ-
ing installation, maintenance, lithography and material.
For TSV fabrication, the work of EMC-3D consor-
tium [18] is used; the cost to fabricate 5 μm TSVs in
a single wafer is assumed to be $190 and these cost
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are additive to the wafer cost. We assume the cost
of manufacturing TSVs to be 60% of the 3D stacking
process cost [22].

Test Cost This cost is related to tests and test flows. To
estimate the test cost per die, the model in [3] is used; it
includes depreciation, maintenance and operating cost
and assumes five ATE machines operating simultane-
ously. The derived test cost equals 3.82 $cent/second
per die. Assuming a test time of 6 seconds per die,
the test cost will be $0.23 per die. To estimate the
interconnect test cost, a ratio of 1:100 between the test
time of dies and interconnects is assumed (as in [23]).

Packaging Cost The packaging cost for 3D SICs used
in our model is based on oral conversations with
Boschman BV [2] and DIMES [8]. The costs are com-
prehensive and include machine, maintenance, labor
and material cost.

4.2 Variable Parameters

Several variables, either related to manufacturing or
test, have a large impact on the overall cost picture of
3D-SICs. Examples of the former are die yield, stack
size, number of dies per wafer, stack yield, etc; and
examples of the latter are fault coverage, test order, etc.
The default values of the parameters used in our cost
model are described next and are depicted in Fig. 3. In
the remainder of this paper, these default parameters
(depicted in Fig. 3) are referred to as the reference
process.

Manufacturing The die yield is based on the stacking
process in [23], where a standard 300 mm diameter
wafer is used with an edge clearance of 3 mm. This
work assumes a defect density of d0 = 0.5 defects/cm2

and a defect clustering parameter α = 0.5. With a die
area A = 50 mm2, the number of Gross Dies per Wafer
(GDW) are estimated to be 1,278 [7]. With the negative
binomial formula for yield, a die yield of YD = (1 +
A·d0

α
)−α = 81.65% is expected [3]. For the stack size

we assume a default stack size n = 5. The stacking
yield is composed of two parameters: the interconnect
(TSV) yield YINT and the stacked-die yield YSD. In our
simulations, the interconnect yield YINT is considered
to be 95%. For the good dies that enter the stack, a
small probability exists that they get corrupted during
stacking; this is modeled by the stacked-die yield YSD

and is assumed to be 95% as well. Several research
works assume a complete stack yield of approximately
95% [1, 23].

Test The order of testing is performed sequentially,
bottom-up, starting first with the interconnects fol-

lowed by the dies. In this work, we consider only the
eight test flows defined in Table 1 for evaluation and
analysis. A fault coverage of 100% is assumed for both
dies and interconnect.

5 Simulation Results

In this section, we measure the impact of the test flows
defined in Table 1 by using the cost model depicted in
Fig. 3. We investigate not only the impact of the test
flows on the overall cost, but also the share of test cost
as compared with test, manufacturing and packaging;
this will be performed for different die yields and stack
sizes. The following experiments have been conducted:

1. Impact of stack size In this experiment, the impact
of different test flows and the share of test cost will
be investigated while considering different stack
sizes n: 2 ≤ n ≤ 6.

2. Impact of die yield Similar experiment as the pre-
vious one, but now by having a fixed stack size of
n = 5, and variable die yield YD: 60%≤ YD ≤ 90%.

3. Impact of stack yield In this case, the reference
process is used (e.g., n = 5, YD = 81.65%, etc.),
but the stack yield is varied; this yield consists of
interconnect yield YINT and stacked-die yield YSD:
91%≤ YINT , YSD ≤ 99%.

5.1 Impact of Stack Size

Figure 4 depicts the relative overall 3D-SIC cost of the
test flows for a stack size between 2 ≤ n ≤ 6. Here,
the 3D cost for each test flow is normalized to the 3D
cost of TF1 for each stack size. For n = 2, test flows
TF1, TF2, TF3 and TF4 result in equal cost; the same
thing applies to test flows TF5, TF6, TF7 and TF8. The
reason is that in this case, the test flows are the same
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Fig. 4 Normalized overall cost for different stack sizes
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Fig. 5 Cost breakdown for different stack sizes

(as there are no mid-bond test moments). The following
conclusions can be drawn from the figure:

– Test flows with pre-bond tests significantly reduce
the overall cost. The larger the stack size n, the
larger the reduction.

– TF8 is the most cost-effective test flow irrespective
of n. The bars with black tops represent the test
flows with the lowest costs per layer. For n = 2, TF5
until TF8 result in same cost.

– TF2 has a marginal impact on the cost reduction
irrespective of n. This is because TF2 neither per-
forms pre-bond tests nor die tests during the mid-
bond phase. This is not the case for TF3 and TF4,
as they both test for dies in the mid-bond phase.

– While test flow TF2 results in higher cost than test
flow TF3, the reverse occurs for the test flows TF6
and TF7. Note that TF1 and TF3 are similar to
TF6 and TF7, respectively, except that TF6 and TF7
also include pre-bond testing. In case of TF6 and
TF7 only good dies will be stacked. Hence, it is
cost-wise cheaper to test the interconnects (TF6)
than to re-test the dies (TF7) during the mid-bond
phase. Nevertheless, testing both interconnects and
dies during the mid-bond phase is the most cost-
effective test flow (i.e., TF8).

Figure 5 gives a different representation of Fig. 4,
it breaks down the cost into manufacturing, test and
packaging cost. In addition to the conclusions drawn
from Figs. 4 and 5 shows that the share of packaging
cost decreases as the stack size increases, while the test
share increases with larger stack sizes. For test flow
TF8, the test share is 15.4% for a stack size of n = 2,
while this ratio increases to 20.6% for a stack size of
n = 6. It is worth noting that although TF8 has the

highest test cost share, it results in the lowest overal
3D-cost.

To get more insight into the impact of test flows
and the cost break down, we will zoom on the case of
the reference process. Figure 6 shows the overall cost
normalized to TF1 for the eight test flows. TF3 results
in an overall cost which is 74.27% of that of TF1. Since
the stack yield is assumed to be much higher than the
die yield, test flow TF3 (test for dies during the mid-
bond phase) results in a lower cost than TF2 (test for
interconnects only during the mid-bond phase). The
reverse occurs for the test flows TF6 and TF7. Test flow
TF8 is able to reduce the cost by 57.34% compared to
TF1 (that considers only post-bond tests) and 6.7% as
compared to test flow TF5 (that contains pre-bond and
post-bond tests).

Figure 7 plots the breakdown of the 3D cost for the
reference process. For each test flow, the shares of test,
manufacturing and packaging are depicted. From the
Figs. 7 and 5 the following can be concluded:

– The manufacturing cost is the most dominant cost
factor for each test flow. However, the absolute

Fig. 6 Normalized 3D cost for the reference process
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Fig. 7 Cost breakdown for the reference process

manufacturing cost depends strongly on the se-
lected test flow.

– Test flows resulting in lower overall 3D cost do
have a higher packaging cost share; this applies
for test flows TF5 to TF8. This is because these
test flows guarantee fault-free 3D-SICs before
packaging.

– The share of test cost is between 13% and 19%
depending on the test flow. Test flows containing
die tests during the mid-bond phase result in a
relatively higher test cost share as compared with
the rest. For instance, test flow TF3, TF4, TF7 and
TF8 result in a test cost share of about 19%.

– A higher test cost share does not necessarily result
in higher overall cost.

5.2 Impact of Die Yield

Figure 8 depicts the relative 3D cost of the test flows
with a die yield varying between 60% ≤ YD ≤ 90% for
the reference process. Here, the 3D cost for each test
flow is normalized to the 3D cost of TF1. From the
figure we conclude the following.

– Test flows with pre-bond tests significantly reduce
the overall cost. The lower the die yield, the larger
the reduction (except for TF2 since this test flow
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Fig. 8 Normalized cost for different die yields

does not test for dies during the pre-bond and mid-
bond phases).

– TF2 has a marginal impact on the cost, irrespective
of the die yield. This is not the case for TF3 and
TF4, as they both test for dies in the mid-bond
phase.

– Similar conclusions can be drawn as those from
Fig. 4 for the test flows enabled with pre-bond
testing. It is cheaper to test for interconnects only
(TF6) than to test for dies only (TF7) during the
mid-bond test phase. Nevertheless, testing for in-
terconnects and dies during the mid-bond phase is
the most cost-effective test flow (i.e., TF8).

Figure 9 gives the cost breakdown for the reference
process and for 30% ≤ YD ≤ 90%. For each YD, the
overall costs are normalized to TF1. Within each bar,
the share of test, manufacturing and packaging are
depicted. The figure clearly reinforces the conclusions
previously drawn from Fig. 8. For example, test flows
with pre-bond tests (TF5 to TF8) result in the lowest
overall cost irrespective of the value of the die yield;
the cost difference with test flows without pre-bond test
becomes more significant for lower yields. In addition,
the figure reveals that TF8 results into the lowest over-
all cost in all cases, and that the test cost and packaging
cost shares increases as the yield increases. The test and
packaging share increase from 13 and 2%, respectively,
for a die yield of 30%, to 20 and 5%, respectively,
for a die yield of 90%. This figure also clarifies the
importance of mid-bond tests; test flows with mid-bond
tests result in lower cost. For example, TF8 results in
7% lower overall cost as compared to TF5; note that
TF8 and TF5 are the same except that TF8 also consists
of mid-bond tests.

5.3 Impact of Stack Yield

Figure 10 depicts the overall 3D cost versus stacked
yield (i.e., interconnect YINT and stacked-die YSD) for
the test flows. In the figure, YINT and YSD are set to
either 91 and 99%. The 3D cost of the flows are nor-
malized to the cost of TF1 for each different stack yield.
The bars with black tops present test flows resulting in
optimal overall cost per stacking yield. For example, for
a stack yield of [YINT , YSD] = [0.99, 0.99], TF6 is the
most cost-effective test flow.

From the figure we conclude that TF6 and TF8 are
the most cost-effective test flows. If YSD is very high
(i.e., 99%), then TF6 is the best as it tests only for inter-
connect. However, in case YSD = 91%, TF8 performs
better, since it tests for dies during the mid-bond phase.

138 APPENDIX B. Publications - Cost Modeling: Paper B4



J Electron Test (2012) 28:15–25 23

Fig. 9 Cost breakdown for variable die yield

Fig. 10 Normalized overall cost for different stack yields

Fig. 11 Cost breakdown for variable die stack yield
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Therefore, it is able to prevent unnecessary stacking of
dies in faulty partial stacks.

Figure 11 shows the breakdown of the 3D cost. The
higher the stack yield, the higher the test and packaging
shares. For example, for TF8 the test and packaging
shares are 19 and 4% respectively for a stack yield
[YINT , YSD] = [91, 91%], while this increases to 21 and
6% for a stack yield of [YINT , YSD] = [99, 99%].

6 Conclusion

This paper investigated the impact of several 3D test
flows on the total 3D cost in D2W stacking. It intro-
duced a framework of test flows for 3D testing; each
flow is based on a combination of tests applied at four
test moments, i.e., the pre-bond wafer test, the mid-
bond stack test, the post-bond test and the final test.
A cost model that considers manufacturing, test and
packaging cost is presented in order to evaluate the
impact of different test flows on the overall cost.

The simulation results showed that the manufac-
turing cost is the most dominant in 3D stacking and
strongly depends on the selected test flow. In addition,
they revealed that test flows with pre-bond testing
significantly reduced the overall cost. Mid-bond tests
contributed to further cost savings. Although the share
of test cost increases for such flows, the overall cost
is significantly reduced. The cost saving increase with
lower die yields and larger stack sizes. The conclusion
of the paper indicates that in order to manufacture 3D-
ICs at optimum cost, any DFT has to consider not only
the infrastructure for pre-bond tests, but also for mid-
bond tests for both dies and interconnects.

Open Access This article is distributed under the terms of the
Creative Commons Attribution Noncommercial License which
permits any noncommercial use, distribution, and reproduction
in any medium, provided the original author(s) and source are
credited.
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Abstract— Three-dimensional Stacked IC (3D-SIC) is a
promising technology gaining a lot of attention by industry.
Such technology promises lower latency, lower power con-
sumption and a smaller footprint as compared to planar ICs.
Reducing the overall 3D-SIC manufacturing cost is a major
challenge driving the industry. The process of stacking the dies
together is an integral part of 3D-SIC manufacturing process;
hence, it impacts the overall cost. This paper introduces out-of-
order stacking and compares it with the conventional in-order
stacking from cost point of view. In-order stacking restricts the
stacking of the dies in a bottom-up sequential order, while out-
of-order stacking poses no restrictions and the order is free as
long as it is realistic. The simulation results show that out-of-
order stacking ends up in lower cost than in-order stacking,
and that the difference increases for larger stack sizes and
lower stacking yield. For example, our case study shows that
for a 3D-SIC with a stack size of 6 layers, out-of-order stacking
outperforms the in-order one with up to 6% using the optimal
test flow.

Keywords: 3D test flow, 3D test cost, Die-to-Wafer stacking,

3D manufacturing cost, 3D stacking.

I. INTRODUCTION

The potential benefits that 3D Stacked ICs (3D-SICs) offer

is leading to an escalation of research and work in academy

and industry [1–7]. The facility to stack dies allows long

wires that normally cover long distances to be mapped on

Trough-Silicon-Vias (TSVs). TSVs are holes that go through

the silicon substrate filled with a conducting material. TSVs

reduce the interconnect distance between stacked dies. This

lowers the latency and power dissipation in such connections.

Moreover, the incorporation of possibly heterogeneous dies

results in a high transistor density at small footprint. The

ability to place the TSVs anywhere on the surface of the chip

allows to establish high bandwidth communication between

the dies [1].

Wafer-to-Wafer (W2W), Die-to-Wafer (D2W) and Die-to-

Die (D2D) bonding [2] are the existing methods that could

be employed in order to manufacture a 3D-SICs. W2W

bonding leads to highest throughput, as the processing of the

dies goes in parallel, and makes the manufacturing of tiny

dies feasible [2]; however, it suffers from low compound

yield [8,9]. Regarding yield, D2W and D2D are superior,

due to the opportunity to apply Known-Good-Die (KGD)

testing [2]. This paper focuses on D2W stacking as it is

currently the most relevant stacking approach in industry.

Testing for manufacturing defects is required to satisfy the

required product quality. In addition to the traditional defects

that may occur during processing of planar wafers, new faults

inherent to the 3D processes have to be considered. Good

tested dies in the pre-bond test phase could get corrupted

during the stacking. Typical sources of die failures during

stacking include the processing steps involved in thinning,

bonding, as well as TSV failures such as misalignments

and opens [10]. The number of test moments, both for

interconnects as well as dies, increases significantly during

stacking [11]. To guarantee high 3D-SIC product quality

at low cost, appropriate test flows need to be developed.

For example, in D2W stacking dies may not only require

testing before they are stacked (i.e., pre-bond testing), but

also during and after stacking (post-bond testing).

In our previous work [11], we showed that there are many

test flows that can be used to test a 3D-SIC manufactured

using in-order stacking, and that each test flow result in a

different overall 3D-SIC cost; in the in-order stacking ap-

proach, dies are stacked sequentially in a bottom-up approach

starting from the bottom wafer. Each successive stacking

operation involves the next layer of the stack. In this paper

we will investigate out-of-order stacking and the impact of

different test flows on the overall cost; out-of-order stacking

removes the restriction of the sequential bottom-up stacking

order and allows the dies to be stacked in any realistic order.

A comparison of in-order and out-of-order stacking order is

provided for different process parameters such as stack size,

stack yield, etc.

In this paper, the test flows and cost model for in-order

3D D2W-stacked ICs presented in our previous work [11]

are used as starting point. They are modified and extended to

support cost modeling for out-of-order stacked 3D-SICs. This

allows us to compare in-order and out-of-order stacking in

terms of cost. The contribution of the paper is the following:

• Modification and expansion of the test flow framework

and cost model for out-of-order stacking.

• The innovation of the in-order and out-of-order stacking

concept for 3D-SICs.

• Test evaluation and comparison of in-order and out-of-

order stacking.

• Test cost analysis for out-of-order stacking.

The remainder of the paper is organized as follows. Sec-
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Fig. 1. In-order D2W stacking for a four layered 3D-SIC

tion II introduces in-order stacking and presents an alterna-

tive to this conventional method by allowing a free stacking

order, i.e., out-of-order stacking. Section III describes the

experimental setup and consists of three parts: (a) a brief

description of the test framework, (b) a cost model that is

used to evaluate out-of-order stacking, and (c) a description

of the selected parameters for the experiments. Section IV

presents the simulation results and analyzes them. Section V

concludes the paper.

II. CLASSIFICATION OF STACKING ORDER

The manufacturing process steps involved in the fabrica-

tion of 3D-SICs are still in its infant stage. The best design

flow to consider is far from known and several processes are

still under research [2]. Here, we are considering the impact

of different stacking orders. First, Section II-A describes the

more natural way of in-order stacking, while Section II-B

introduces out-of-order stacking.

A. In-order 3D D2W stacking

A straightforward stacking methodology in manufacturing

a 3D-SIC using D2W bonding is based on the sequential

stacking of dies. Starting from a bottom wafer, each

successive layer in the 3D-SIC is stacked in sequence.

We denote this stacking methodology as in-order stacking.

Figure 1 depicts this in-order stacking for a four layer

3D-SIC. The dies on the bottom wafer are depicted in black

and the numbers denote the die index in the stack. First

dies of layer 2 are stacked on the four dies of the bottom

layer. After creating a partial stacked IC, the dies of layer

3 are stacked on them; etc. The in-order stacking approach

suffers from some drawbacks, as described next.

Due to this nature of stacking, faults introduced in later

stacking stages impact the cost severe, as larger partial stacks

have to be thrown away. Changing the order of stacking

may reduce the overall cost. A second drawback of in-order

stacking is the excessive access to the bottom die to test the

ICs. Note that the partial created stacks increase the number

of test opportunities considerably if exhaustive testing is

performed. In order to perform these intermediate tests, i.e.

testing in partial created stacks, the access to the stack has

to be performed through the bottom wafer and excessive

probing of the same die might form a limitation [10]. For

the example shown in Figure 1, the bottom wafer may

be accessed five times for testing purposes during the 3D-

SIC manufacturing if intermediate testing is performed. The

first test that is applied is the wafer test (pre-bond test).

After each created intermediate stack tests for both dies or

interconnects can be applied (i.e., after the stacking of dies

2 2

2 2

1 1

1 1

4 4

4 4

4 4

4 4

3 3

3 3

step 1 (PS1) step 2 (PS2)

step 3 (CS)

Fig. 2. Out-of-order D2W stacking for a four layered 3D-SIC
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Fig. 3. Out-of-order stacking topologies for different stack sizes

from layer 2 and 3). Before packaging (after dies from layer

4 are stacked) and after packaging, similar tests for dies

and interconnects can be applied. In the next section, out-

of-order stacking is addressed and shows how it improves

these drawbacks. It is assumed that each layer provides

the Design for Testability (DFT) infrastructure such that it

supports testing of intermediate stacks [12].

B. Out-of-order 3D D2W stacking

In out-of-order stacking, the order which the dies are

stacked is modified. Consider for example the four layer

3D-SIC in Figure 2. Here, the stacking process consists of

three steps; in the first step, the dies of the second layer are

stacked on the bottom wafer to create a partial stack PS1. In

the second step, the dies of the fourth layer are stacked on

those of the third layer to create a second partial stack PS2.

In the last step, the partial stack PS2 is stacked on partial

stack PS1 to create the complete stack (CS). In all cases, the

stacking of the dies is based on D2W stacking.

The number of times the bottom wafer has to be probed

using this particular stacking order reduces by one, as testing

the partial stack PS2 does not include the bottom die. The

improvement increases with larger stack sizes. For example,

for a stack size of eighth layers the number of times the

bottom wafer is accessed is for the most extensive test flows

ten times (1 pre-bond test, 7 intermediate stack tests, 1 pre-

packaging and 1 post-packaging test), while for out-of-order

stacking this is reduced to five accesses.

The biggest advantage most likely is the gain in cost

reduction that is obtained due to the an unrestricted stacking

order. As the partial stacks are stacked in out-of-order, the

partial stacks that are tested faulty are on average of smaller

size and thus can save cost in case detected faulty. Figure 3

shows binary trees representing the different stacking orders

that are considered in this work. For example, for a stack

size n=4, the stacking sequence is based on Figure 2. First,
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dies from layer two are stacked on wafer with die index one,

followed by the stacking of dies from layer four on wafer

with die index three, in the next step both these temporal

stacks are combined and stacked in to a single four layer

chip. The considered stack sequences for the other stack

sizes are depicted in the figure as well. For a stack size of

five layers, we consider two different stacking approaches

denoted by 5(a) and 5(b) in the figure. Note that both

approaches (in-order and out-of-order) result in the same

stacking order for a stack consisting of two or three layers.

III. EXPERIMENTAL SETUP

In our previous work, an evaluation and analysis of

the impact of different test flows on the 3D-SIC overall

cost using in-order stacking has been presented in [11].

To perform a fair comparison with out-of-order stacking, a

modified version of the test framework and cost model used

in [11] will be used here in a similar way as well. The test

framework and cost model are described in Sections III-A

and III-B respectively. Section III-C provides the simulation

parameters considered in this work.

A. Testflow Framework

The framework consists of several test flows that differ

both in the applied tests (e.g., die test, interconnect test) and

the test moment (e.g., wafer, partial stack, pre-packaging

etc.). A conventional 2D test flow for planar wafers is

depicted in Figure 4(a) [13]. Here, usually two test moments

are applicable; i.e., a wafer test prior to packaging and the

final test after packaging. The wafer test can be cost-effective

when the yield is low, since it prevents unnecessary assembly

and packaging costs. The goal of the final test is to guarantee

the required quality of the final packaged chip. For 3D-SICs,

four test moments can be distinguished in time as depicted in

Figure 4(b). It contains four test moments (the dashed boxes)

and are classified in: pre-bond testing (Tpb), intermediate

stack test (Tin), pre-packaging test (Tpr), and post-packaging

test (Tpr).

1) Tpb: n pre-bond wafer tests for each individual die on

the wafer (n is the number of stacked layers).

2) Tin: n-2 intermediate tests applicable during the inter-

mediate stacking and bonding.

3) Tpr: one pre-packaging test. This test can be applied

after the complete stack is formed.

4) Tpo: one final post-packaging test can be applied after

assembly and packaging to ensure the required quality

of the complete 3D-SIC.

In in-order stacking, it is assumed that after each stacking

step only the top two dies dt and the interconnect it between

them could get corrupted since these dies are most suscep-

tible to the stacking/bonding steps like heating, thinning,

pressure, and TSV-related defects. The results of the test that

can be applied in eache phase (i.e., Tpb, Tin, Tpr and Tpr)

are shown in Table I:

• During Tpb, a wafer is tested for or not.
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  test

Assembly &

 Packaging

Post-packa-

ging test

Wafer 1

Pre-bond

wafer test
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 Packaging
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      1+2 
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   (1+2)+3 
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...
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 (1+2 ...)+ n
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...

Tpb

Tin Tpr
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(a) (b)

2D  Test flow 3D Test flow

Fig. 4. 2D versus 3D D2W test flows.

TABLE I

TEST FLOW FRAMEWORK

test flow Tpb Tin Tpr

TF1 n n iada
TF2 n it iadt
TF3 n it itda
TF4 n itdt itdt
TF5 y n iada
TF6 y it iadt
TF7 y it itda
TF8 y itdt itdt

Die 1

Die 2

Die 3

Die 4

top dies d t

top interconnect it

Die 1

Die 2

Die 3

Die 4

dies ds

interconnect is

Fig. 5. Tested dies and interconnects in in-order and out-of-order stacking

• In the intermediate Tin phase, a die (dt) or the inter-

connect (it) between two layers is tested for, both are

skipped (n) or both of them are applied (itdt).
• In the pre-packaging phase similarly a die or all dies

(dt or da respectively) and the top interconnect or all

interconnects (it or ia respectively) are tested for.

The framework ensures that each test flow satisfies a

fault-free 3D-SIC prior to packaging to prevent unnecessary

packaging and assembly costs. The final post-packaging test

assumes a complete stack test. The complete derivation and

assumptions of the model are described in more detail in our

previous work [11].

Out-of-order stacking affects the intermediate and pre-

packaging tests only. The different stacking order effects

those dies that are most susceptible to faults at each stacking

step. An example is depicted in Figure 5; the left side of

the figure shows that the top two dies and top interconnect

are susceptible to faults during intermediate stacking when

using in-order stacking. Therefore, intermediate tests may

include a test for top interconnect and a tests for the top

two dies. The right side of the figure shows the stacking of

two partial created stacks of size two using a out-of-order

stacking. In this case, the dies and interconnect that assumed

to be susceptible for defects are those that are involved in the

stacking. Thus, the direct involved stacked dies ds (i.e., die
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Fig. 6. Test cost model 3D D2W Stacking.

2 and 3 for this case) and the interconnect is (i.e., between

die 2 and 3 for this case) are considered most susceptible

to faults. Therefore, this requires the testing of different

interconnects and dies in the intermediate test phase. In case

in-order stacking is used this implies that ds=dt and is=it.

B. Cost Model

The cost model for the evaluation of the cost for in-order

stacked ICs is explained in more detail in [11]. The cost

model is extended in order to use it for out-of-order stacking.

Figure 6 shows the block diagram of the cost model; it

consists of three inputs:

• Manufacturing: It consist of all parameters related to

3D-SIC manufacturing; these are e.g., wafer cost, costs

required for wafer processing, TSVs and 3D bonding

and thinning.

• Test: This consists of all parameters related to DFT

and test such as the cost related to testing dies and

interconnects. Test flows have a large impact on this

cost since they determine when and what to test for.

• Packaging: The cost of 3D-SIC packaging.

The values of the parameters used in this work are also

depicted in Figure 6.

C. Simulation Parameters

Several parameters influence the performance of the test

flows in terms of cost. These parameters include die yield,

stack size, number of dies per wafer, stack yield, packaging

yield, fault coverage, etc. The selected parameters for our

reference process are described and their values are depicted

in Figure 6. The reference process describes the default sim-

ulation parameters. The cost related parameters are assumed

to be the same during all the experiments and the justification

of their values is provided in [11].

Now, we describe the values of the default experiment.

In the next section, we either use this reference process or

vary a single parameter at a time. The die yield is based

on the stacking process in [8], where a standard 300 mm
diameter wafer is used with an edge clearance of 3 mm.

The work assumes a defect density of d0 = 0.5 defects/cm2

and a defect clustering parameter α = 0.5. With a die area

TF1 TF2 TF3 TF4 TF5 TF6 TF7 TF8
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Fig. 7. Cost ratio out-of-order vs in-order stacking for variable stack sizes.

A = 50 mm2, the number of Gross Dies per Wafer (GDW)

are estimated to be 1278 [14]. With the negative binomial

formula for yield, a die yield of YD = (1 + A·d0

α )−α =

81.65% is expected [15]. For the stack size we assume a

default stack size n=5. The stacking yield is composed out of

two parameters: the interconnect yield YINT and the stacked-

die yield YSD. In our simulations, the TSV yield YINT

is considered to be 95%. For the good dies that enter the

stack, a small probability exists that they get corrupted during

stacking; this is modeled by the stacked-die yield YSD and

is assumed to be 95% as well. Several research work assume

a complete stack yield of approximately 95% [8,17].

IV. SIMULATION RESULTS

This section considers two type of experiments. The first

set of experiments evaluate the impact of out-of-order stack-

ing on the overall 3D-SIC cost, and compare the results with

those of in-order stacking. The second set of experiments

focus in more depth on the out-of-order stacking approach.

A. Comparison of in-order and out-of-order stacking

In order to evaluate out-of-order against in-order stacking,

three experiments are conducted. In the first experiment,

the impact of the stack size is simulated, while keeping the

other parameters fixed. Likewise, in the second experiment

the die yield is varied, while the last experiment considers

a variable stack yield.

Figure 7 shows cost ratio in percentage between out-of-order

and in-order stacking for stack sizes between n=4 and n=8.

For n=5 we used the stacking order of 5(b) as depicted

in Figure 3, since this stacking order resulted in lower cost

as compared to 5(a). From the figure the following can be

concluded.

• Out-of-order stacking realizes the best cost reduction

for test flows TF3 and TF4. For example, for n=4
out-of-order stacking results in a 10% cheaper 3D-

SIC as compared to in-order stacking. The reduction

becomes more significant as the stack size increases.

This reduction is due to the fact that the these test flows

do no perform pre-bond testing and that in the case of
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out-of-order stacking partial faulty stacks result in less

wasted dies. Note that both TF3 and TF4 include die

testing during the intermediate stacking. Test flow TF2

is not able to reduce the cost in a similar way, as it test

for interconnects only during stacking.

• TF1 and TF5 result in the same overall cost irrespective

of the used stacking order. The explanation for this is

that the actual differences created by in-order and out-

of-order stacking are due to the performed intermediate

tests. Therefore, in cases where no intermediate testing

are performed such as by TF1 and TF5, both stacking

approaches result in the same cost.

• Out-of-order stacking is cost wise more effective with

larger stack sizes (except for TF1 and TF5).

• It has been shown in [11] that TF8 results in lowest

overall cost. The comparison of TF8 for out-of-order

and in-order stacking shows that out-of-order stacking

can reduce the cost. For example, for a stack size of six

layers this cost reduction is 6%.

The second experiment focuses on the variation of die yield.

Figure 8 shows for the reference process the impact of the

die yield on the cost ratio between out-of-order and in-order

stacking. From the figure the following can be concluded:

• For the same reasons as in the previous experiment,

TF1 and TF5 have no influence on the cost alteration

and test flows TF3 and TF4 show best improvements.

• For the test flows with pre-bond tests (i.e., TF5 until

TF8), the die yield has no influence on the relative

cost. This is because the difference in cost between

the two stacking approaches is due to the intermediate

tests. Since the same good dies enter the stack, the cost

reduction is not a function of the die yield.

• Test flows TF2 shows a similar behavior since it test

for interconnects only during testing. The change in die

yield does not affect the cost improvement.

The results of the third experiment are shown in Figure 9.

The figure shows the cost ratio of out-of-order and in-order

stacking for an interconnect yield YINT and a stacked die

yield YSD both taking values of 91% and 99%. The following

can be concluded from the figure.
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Fig. 9. Cost ratio in-order vs out-of-order stacking for variable stack yields.
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Fig. 10. Relative cost for the reference process using out-of-order stacking.

• Similarly as in the previous two experiments, TF1 and

TF5 have no influence on the cost alteration and test

flows TF3 and TF4 show best improvements.

• In case the stacked die yield is high (i.e, 99%), less

improvement is gained for the test flows TF3 and TF7 as

these test for dies only during the intermediate testing.

Likewise, as the interconnect yield is high (i.e., 99%)

test flows TF2 and TF6 perform less good as they test

for the interconnects only.

B. Analysis of out-of-order stacking

The out-of-order stacking approach is able to reduce the

cost further as compared to in-order stacking. In this section,

we compare the eighth test flows with each other while

considering out-of-order stacking only. Figure 10 shows for

the reference process the normalized cost with respect to TF1

of all the test flows.

A similar trend is observed for the test flows as in

the case for in-order stacking approach in [11]. Pre-bond

enabled test flows (TF5 until TF8) are cost wise more

efficient. Intermediate tests are able to reduce the further

cost when performed after the pre-bond tests, i.e., the cost

of a 3D-SIC is lower for TF6, TF7 and TF8 with respect to

TF5. Test flow TF8, shows highest cost reduction for the

selected parameters and includes both interconnect and die

test during intermediate stacking.

In [11], it has been show that test flows with pre-

bond tests results in lower overall 3D-SIC cost than those

without. Moreover, TF8 has been shown on be the best test
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flow in terms of cost reduction for the case study considered

in the work. The Figures 7, 8 and 9 show that generally

speaking using out-of-order stacking further reduces the

cost. Therefore, using TF8 and out-of-order stacking is the

optimal scenario that will reduce in optimal cost; at least

for the case study considered in this work.

V. CONCLUSION

In this paper, we introduced the concept of out-of-order

stacking for 3D-SIC and compared it with the conventional

in-order stacking approach. The comparison and the analysis

has been done while varying several parameters; these pa-

rameters include different stack sizes, die yields, stack yields

for all the different test flows.

The simulation results show that the out-of-order stacking

approach results in lower overall cost as compared to in-order

stacking; this is because testing during out-of-order stacking

reduces the number of wasted faulty dies (or partial stacks).

This cost reduction depends on the selected test flow. For

example, for the cost-wise cheapest test flow TF8 (consisting

of pre-bond, intermediate, pre-packaging and post-packaging

tests) and using our reference process with a stack size of six

layers, out-of-order stacking is able to reduce the cost further

with 6% as compared to in-order stacking. The reduction

becomes more significant as the stack size increases or when

the stack yield decreases. This reduction is due to the fact

that when using out-of-order stacking the detection of faults

within partial stacks results in less wasted dies.
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Abstract

3D-Stacked IC (3D-SIC) technology is one of the

emerging technologies with many benefits such as higher

performance and heterogeneous integration. During the

manufacturing of such ICs, tests can be applied at dif-

ferent moments such as (a) before the stacking process,

(b) after the creation of each partial stacked IC, (c)

after the creation of the complete stack, and (d) after

packaging of the stack. Moreover, each applied test may

target interconnects, one or more dies, or even both. This

results into a huge number of test flows, each with its own

specific test cost. Choosing an efficient and appropriate test

flow providing the required outgoing product quality (for a

given design and manufacturing parameters) is extremely

important in order to make 3D-SIC business profitable.

This paper discusses a tool for 3D-SIC test cost mod-

eling; It gives the requirements and classifies them in

design, manufacturing, test, packaging and logistics. It

further covers user-cases and shows how the tool can be

used at an early design stage in order to select the most

efficient test flow for given input parameters (related either

to manufacturing, test, packaging or logistics); hence,

optimize the design and/or include the required DFT to

support the selected test flow. The tool can be also used for

sensitivity analysis where the impact of parameter changes

on the test cost can be analyzed.

Keywords: 3D Test Flows, 3D Test Cost, 3D Manufactur-

ing Cost, Through-Silicon-Via.

I. Introduction

The popularity of 3D Stacked ICs (3D-SICs) is rising

among industry and research institutes [1–8]. 3D-SICs are

emerging as one of the main competitors to continue the

trend of Moore’s Law. Currently, a number of methods

have been proposed to implement the interconnection of

stacked dies. One of the most promising and perhaps

the most reliable way to achieve this is with Through

Silicon Vias (TSVs) [7]. TSVs are holes going through

the chip silicon substrate filled with a conducting material.

They enable short interconnections in 3D-SICs. Stacking

dies using vertical interconnects have many benefits [8],

including:

• Low latency interconnects between adjacent dies.

• Reduced power consumption.

• High bandwidth communication as TSVs cross dies

along the surface of the chip

• Heterogeneous integration. Different dies in the stack

could be manufactured by different wafer fabs, but

also using different technologies. DRAM and logic

integration in one 3D-SIC becomes feasible.

• Improved form factor and package volume density.

After complete manufacturing, each 3D-SIC has to be

tested to guarantee the required quality and satisfy the

number of defects per million (DPM) level. Moreover,

since every die has to be tested before it is shipped, any tiny

test cost reduction per IC will have significant impact on

the the overall cost. Moreover, the number of test options

(flows) increases exponentially with the stack size [9].

Therefore, finding the optimal test flow for 3D-SICs is very

important. Modeling test cost and analyzing the impact

of different test flows prior to manufacturing is becoming

crucial; not only in order to simplify and optimize the

Design for Testability (DfT) circuit, but also in order to

reduce the overall 3D-SIC cost.

The published work on (test) cost modeling for 3D-SICs

is very limited. In [10], the author considered a manufac-

turing cost model for 3D monolithic memory integrated

circuits; the author models the cost improvement of 3D

with respect to 2D for different 3D stack sizes. In [11],

the authors developed a 3D-cost model to determine the

optimal stack size for 3D-SICs given circuit, where they

restricted the variable parameters to only die yield and

area. In [12], the authors proposed a 3D cost model for

1
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Fig. 1. 2D versus 3D D2W test flows

Die-to-Wafer (D2W) and Wafer-to-Wafer (W2W) stacking,

where the different test flows were not considered. All of

the published work clearly ignores the different possible

test flows, and they do not consider the impact of such

flows on the test cost and therefore on the overall cost. In

our previous work [9], a basic cost model considering the

impact of different test flows on the overall 3D-SIC cost

was presented; however, the model have many restrictions

such as (a) limited number of test flows, (b) the same test

is applied to all dies, (c) constant fault coverage for both

dies and interconnect, etc.

This paper presents an extension of our previous work

[9], and proposes a tool being able to determine the

test flow that results in lowest overall 3D-SIC cost. As

the cost strongly depends on many parameters, the tool

takes five classes of parameters as input; these are design,

manufacturing, test, packaging and logistics. Moreover, the

tool can calculate the total cost for each defined test flow

for given inputs parameters; it can also be used for cost

sensitivity analysis, i.e., how the overall cost is affected by

changing a single parameter at a time. Critical parameters

can be identified and optimized to reduce the overall cost

further. This paper mainly focuses on the tool requirements

and user-cases.

The remainder of this paper is organized as follows.

Section II briefly overviews the concept of 3D test flows.

Section III describes the requirements of the tool. Sec-

tion IV presents the user-cases of the tool. Subsequently,

Section V shows some preliminary simulation results.

Finally, Section VI concludes this paper and highlights our

ongoing work.

II. 3D Test Flows

For conventional testing of 2D ICs, two types of tests

can be defined (as shown in Figure 1(a) [13]): a wafer

test and a final test. A wafer test screens out faulty

ICs prior to assembly and packaging in order to prevent

unnecessary packaging costs, while a final test guarantees

the quality of the packaged chip to reduce test escapes.

A trade-off between the additional wafer test costs versus

savings in packaging cost determines the applicability of

this test. Furthermore, the test decision is based on the

manufacturing yield and fault coverage. In case the yield

is high enough, the test can be skipped or performed at

low cost (i.e., low fault coverage).

For 3D SICs, additional tests -such as partial created

stack tests- be defined. Figure 1(b) shows the natural test

moments during the manufacturing of 3D-SICs. Four test

moments can be distinguished in time, as depicted in

Figure 1(b) and explained next.

1) Tpr: n pre-bond wafer tests, since there are n layers to

be stacked. Tpr tests prevent faulty dies entering the

stack. Two different types of test can be applied here.

Traditional functionality of the chip can be tested for,

but also preliminary TSV tests can be applied (in case

of via-first [14]) as well.

2) Tmi: n−2 mid-bond tests applicable for partial cre-

ated stacks. In this case, either dies, interconnects

formed by the TSVs between them, a combination of

the former two or none of them can be tested. Good

tested dies in the pre-bond test phase could get cor-

rupted during the stacking process as a consequence

of e.g., die thinning, and bonding [17].

3) Tpo: one post-bond test. This test can be applied

after the complete stack is formed. Analogous to

wafer testing in the 2D test flow, Tpr can be applied

to save unnecessary assembly and packaging costs.

Here, both dies and interconnects between them can

be tested for.

4) Tfi: one final test can be applied after assembly

and packaging to ensure the required quality of the

complete 3D-SIC. Other specific packaging related

tests could be applied at this test moment as well.

Note that in total 2·n different test moments can be

identified versus 2 test moments for planar ICs. A 3D test

flow can be defined as a combination of tests applied at

the four test moments.

III. Tool requirements

The tool requirements identifies the parameters to-be-

specified in order for the tool to process them and produce

the necessary outputs. Obviously, in order to determine

the most cost-effective test flow the test cost should be

specified. However, this is by far not enough to produce

a fair comparison of test flows. Other cost classes have

to be specified as input requirements as they have a large

impact on the overall cost as well. For example, a pre-

bond TSV test requires additional hardware (which might

not be reused after stacking), while it prevents faulty dies

(due to defects in TSVs) to enter in the stack when the

2

25

150 APPENDIX B. Publications - Cost Modeling: Paper B6



defect is detected. The area increase (less dies per wafer)

and additional pre-bond TSV test are justifiable if enough

faulty TSVs are detected and corruption of more expensive

(partial) stacks is prevented. Such trade-offs are interesting

to investigate, but require an extensive model.

As the production of 3D-SICs requires design, manu-

facturing, test and packaging, all of these are considered

as possible input parameters of the tool. Moreover, in

oder to make a distinction between fab-less, fab-lite and

IDM companies, an additional class of input parameters,

referred to as logistic, is defined. For instance, a fab-less

company may perform stacking and testing in different

houses/countries, while IDM may perform all the required

processing steps in a single house/location. Hence, logis-

tics cost for fab-less companies is much higher than that

of IDM.

In the rest of this section, each of the above tool

requirement/input classes will be briefly discussed.

A. Design

Design for Testability (DfT) starts at the design phase

to accommodate for tests at later stages (pre-bond, mid-

bond, post-bond and final tests). Therefore, it is necessary

to determine the impact of 3D test flows at this stage. For

example, test of pre-bond TSVs using landing pads affect

the chip layout and chip area negatively, while can detect

some faulty TSVs prior to stacking using capacitance

tests [14]. Similarly, mid-bond testing requires specific

hardware to enable tests during this phase. These types

of trade-off must be decided at design time as they impact

the design and its associated cost.

B. Manufacturing

The manufacturing cost consists of the largest cost

share for 3D-SICs, though it is strongly influenced by the

applied test flow [9]. The Manufacturing class covers a

wide range of parameters. The most obvious ones related

to 3D are the bonding type and stacking operation. Each

stacking operation is performed either in a Die-to-Die

(D2D), D2W or W2W fashion, with the dies oriented in a

Face-to-Face (F2F), Back-to-Face (B2F) or Back-to-Back

(B2B) manner [8]. These stacking operations impact the

cost and yield of the stack differently. In D2D and D2W

stacking, Known Good Dies (KGD) can be stacked on

each other to maximize the yield. This is not applicable

in W2W stacking and therefore generally results in lower

yield [15,16].

Heterogeneous integration allows dies of different tech-

nology to be stacked on each other. Therefore, dies with

different wafer costs can be integrated together. For ex-

ample, relative cheaper memory dies can be stacked on

a more expensive logic layer. The manufacturing cost per

individual die depends on the wafer cost and the number of

dies on the wafer. In case additional hardware is integrated

for DfT, the number of dies per wafer reduces and therefore

increases the chip cost.

Manufacturing inherently induce defects in the inter-

connects and dies. Failures due to 3D processing steps

are different in nature (improper TSV filling, defects

introduced after to die thinning, etc. [17]). These defects

can be modeled by additional yield parameters for the 3D

processing. Thus, dies do not only have a yield for the

wafer manufacturing phase, but also for the 3D stacking.

The same applies for TSVs and the interconnects they form

after stacking.

An new type of stacking recently introduced is the

so called 2.5D FPGA of Xilinx, where four FPGAs are

stacked on a passive silicon interposer layer for routing

purposes [18]. Here, the 3D stacking is performed in an

unnatural way. This concept can be generalized further into

Multiple Tower (MP) stacking [19]. MP stacking involves

stacking in which 3D-SICs consist of towers of different

heights. Whether it is advantageous to manufacture such

3D-SICs is part of our work.

C. Packaging

After the 3D-SIC is manufactured and perhaps tested (a

post-bond test), the 3D-IC is assembled and packaged. The

cost attributed to packaging depend on the used materials

and technology. We assume an independent cost for the

packaging, i.e., it has no dependency with the other classes.

Since all processing steps are defect-prone, a yield for the

packaging can be considered as well.

D. Test

Testing 3D-SICs or parts of them can be performed at 4

phases as depicted in Figure 1(b). The applied tests could

be: (a) pre-bond test, (b) mid-bond test, (c) post-bond test

and (d) final test. A test consist of two parts, a test for the

interconnects and dies. The vertical interconnects are new

in the stack and testing them after stacking seems rational.

Moreover, the testing gets more complicated as each tests

could have different fault coverage and thus a different test

cost attached to it.

A higher fault coverage requires usually more effort

in test pattern generation at a higher test cost. However,

additional hardware can be embedded in the design to

simplify and reduce test time. Another possibility to reduce

test time is by considering more advanced and expensive

probe cards for pre-bond testing. Expensive probe cards

might facilitate on board hardware (reduce chip area) and
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reduce test time. Consider the following situation in which

one of the 3 cases occurs.

1) In this case, no pre-bond testing is performed.

2) In this case, pre-bond testing is performed with a

relative cheap probe card.

3) In this case, pre-bond testing is performed with a more

expensive probe card.

In case 1, there is zero test cost and therefore zero fault

coverage. Testing could be done for example in a later

stage. In case 2, test time will be larger with respect to

case 3 due to the inferior probe card. Both cases 2 and

3 will result in higher fault coverage with respect to case

1. To compare these cases fairly all parameters that define

them should be considered.

The quality of the applied tests can be influenced by

other companies as well. Depending on whether one or

more companies are involved in the manufacturing of 3D-

SICS, different test requirements can be set for the pre-

bond wafer test quality [20]. If the wafers are produced

by one or more companies and the final 3D-SIC product

is processed and manufactured by another company, a high

pre-bond wafer test quality (e.g. a KGD) often is agreed

upon. If a KGD contract is in place, high-quality pre-

bond testing is required. If such a contract is not in place

(e.g., for an IDM), the pre-bond test quality is subject

to optimization. This means, there is not only the option

to perform pre-bond testing or not, but also to perform

pre-bond testing at a higher or lower test quality. Faulty

undetected dies can be detected in a later stage, e.g., in

higher quality final tests. Similarly, a high quality mid- or

post-bond test (Known-Good-Stacks test) can be applied.

The type of test that is performed impacts the overall

3D-SIC cost. Therefore, specifying a test flow should be

with full freedom, i.e., without restrictions on the test

phase, testing of interconnects and/or dies, fault coverage

etc. The complexity of the test flow, is based on the number

of test moments. The number of test moments increase

linearly with the stack size and therefore 3D-SICs could

be probed several times. A drawback of this is additional

probe damage due to over frequent testing. Hence, an upper

limit to the number of touch downs per 3D-SIC might be

required.

Another import parameter that affects cost in testing is

the support for both parallel testing as well as serial testing

of the dies in the stack. A memory consisting of multiple

layers could be tested in parallel if each layer contains its

own BIST engine. This reduces test time at the expense of

increased area.

E. Logistics

An unobvious cost that impacts the 3D-SIC cost is

related to the transport of wafers between companies,

wafer fab

test house 3D fab

company

packaging

A

B

C

D

E

F

G

H

I

J

K

Fig. 2. Logistics cost for 3D­SIC

e.g., between the 3D fab and test house. Depending on

the company type (fab-less, fab-lite or IDM), the cost

picture for logistics is different. A fab-less company lacks

manufacturing capabilities, and thus has to outsource all

its manufacturing activities to foundries. In an IDM all

production activities can be integrated and therefore are

less subject to logistics cost. A fab-lite company outsources

some of its activities while contains others in-house. Costs

due to logistics for these types of companies depend on

the outsourced activities.

Figure 2 shows a diagram that considers the logistic cost

considered in our tool. It presents the logistic cost for the

worst case scenario in which each activity (manufacturing,

test, 3D stacking and packaging) is separated from another.

Each letter next to the arrow depicts the cost to move from

one company to another one. It covers the following cost:

A: Cost between the company and wafer fab

B: Cost of moving tiers from wafer fab to test house (e.g.,

needed for pre-bond test)

C: Cost of moving tiers from test house to 3D fab (e.g.,

to perform stacking after a pre-bond or mid-bond test)

D: Cost of moving tiers from 3D fab to test house (e.g.,

for mid-bond or post-bond tests)

E: Cost of moving tiers from test house to packaging fab

(e.g., after post-bond test)

F: Cost of moving tiers from packaging fab to test house

(e.g., for final test)

G: Cost of moving tiers from test house to the design

company (e.g., after final test)

H: Cost of moving tiers from wafer fab to 3D fab (e.g.,

4
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to perform stacking in case no pre-bond test is used)

I: Cost of moving tiers from 3D fab to packaging fab

(e.g., no post-bond test)

J: Cost of moving tiers from packaging fab to company

(e.g., no final test)

K: Cost of moving tiers between 2 different 3D fabs or

possibly within the same 3D fab. (e.g. no mid-bond

test)

The figure shows all possible costs related to transport

of tiers. Depending on the test flow, some of the costs

are not applicable. For example, in case pre-bond tests are

skipped (arrow H), the cost associated with arrow B is

inapplicable. Furthermore, for some companies some of

these values are zero. For example, if a company performs

both the testing and stacking in-house, costs associated

with arrows C and D are minimal or zero.

IV. User-Cases

User-cases defines the different possible outputs of the

tool. There are three main user-cases.

The primary case is to calculate the cost of each defined

test flow, based on pre-defined input parameters; the latter

are related to design, manufacturing, test, packaging and

logistics. This allows the comparison of different test flows

in order to identify the most effective flow.

The second case is the analysis of this cost by breaking

it down into manufacturing, test, packaging and logistics

costs. This analysis reveals the share of each cost.

The third user-case is related to sensitivity analysis; it

identifies those parameters that have biggest impact on the

overall cost. Thus, improving these parameters first results

in largest cost reduction.

V. Case Study

In this section we briefly review some experimental

results of simulating the test flows of Table I. First, we

define 3D test flows, subsequently we show some results

of our preliminary cost model.

The test flow framework can be extracted from the test

moments of Figure 1. Depending on whether no or at least

one test is performed at each possible test moment, we

can distinguish 22n possible test flows. This number will

further increase if we assume that tests at each moment

may target different faults. For instance, if we assume

that Tmi may test (1) one or more interconnects,(2) one

or more dies, (3) a combination of (1) and (2), or (4)

none, then the number of test flows will become 2n

(Tpr) ×4n−2 (Tmi) ×2 (Tpo) ×2 (Tfi) = 23n−2. Hence,

considering all ‘theoretical’ possible test flows will result

in an unmanageable space. Realistic assumptions have to

TABLE I. Test flow framework
Test flow Tpr Tmi Tpo

TF1 n n iada
TF2 n it iadt
TF3 n it itda
TF4 n itdt itdt
TF5 y n iada
TF6 y it iadt
TF7 y it itda
TF8 y itdt itdt

be made in order to create a clear overview (without loss

of generality) [9]. For example, if we restrict mid-bond

testing to be one of the following:

• Test for the interconnect between the top dies (it=
top interconnect) only, .

• Test for the top dies (dt= dies top) only,

• Test for both the top interconnect and top dies (itdt),
or

• none (n).

Then, Tmi will be reduced to Tmi ∈ {it, dt, itdt, n}.

In [9], reasonable assumption were made such that

the test flows were reduced to eight for D2W stacking.

They are given in Table I; e.g., TF1 denotes a test flow

based on no pre-bond test (Tpr), no mid-bond (Tmi) and

Tpo = iada, where ia denotes a test for all interconnect

and da denotes a test for all dies of the 3D-SIC. Note that

for each flow (a) a Tpr can be either applied (‘y’) or not

(‘n’), (b) Tmi ∈ {it, dt, itdt, n} and (c) Tpr can be any of

{it, dt, ia, da, } or a combination of those as long as the

test flow guarantees that each die and each interconnect in

the stack is tested at least once [9].

In our preliminary model, only manufacturing, pack-

aging and test inputs are considered. We will present the

impact of test flows on the overall 3D-SICs for different

stack yields. The die yield is based on the stacking process

in [15], where a standard 300 mm diameter wafer is used

with an edge clearance of 3 mm. This work assumes

a defect density of d0 = 0.5 defects/cm2 and a defect

clustering parameter α = 0.5. With a die area A = 50
mm2, the number of Gross Dies per Wafer (GDW) are

estimated to be 1278 [21]. With the negative binomial

formula for yield, a die yield of YD = (1 + A·d0

α )−α =

81.65% is expected [22]. For the stack size we assume a

default stack size n=5. The stacking yield is composed of

two parameters: the interconnect (TSV) yield YINT and

the stacked-die yield YSD. For the good dies that enter

the stack, a small probability exists that they get corrupted

during stacking; this is modeled by the stacked-die yield

YSD and is assumed to be 95% as well.

Figure 3 depicts the overall 3D cost versus stacked

yield (i.e., interconnect YINT and stacked-die YSD) for the

test flows. In the figure, YINT and YSD are set to either

91% and 99%. The 3D cost of the flows are normalized
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Fig. 3. Cost breakdown for variable die stack yield

to the cost of TF1 for each different stack yield. The

figure shows that test flows with pre-bond tests (TF5 to

TF8) significantly reduce the overall cost. In addition,

TF6 and TF8 are the most cost-effective. If YSD is very

high (i.e., 99%), then TF6 is the best as it tests only for

interconnect. However, in case YSD=91%, TF8 performs

better, since it tests for dies during the mid-bond phase.

Therefore, it is able to prevent unnecessary stacking of dies

in faulty partial stacks. Furthermore, the figure shows the

breakdown of the 3D cost. The higher the stack yield, the

higher the test and packaging shares. For example, for TF8

the test and packaging shares are 19% and 4% respectively

for a stack yield [YINT , YSD] = [91%, 91%], while this

increases to 21% and 6% for a stack yield of [YINT , YSD]

= [99%, 99%].

VI. Conclusion and Future Work

In this paper the requirements and user-cases of a tool

able to model and analyze the (test) cost of 3D-SIC is pre-

sented. The requirements were classified into: (a) design,

(b) manufacturing, (c) packaging, (d) test and (e) logistics.

Each class was described briefly and some of the design

trade-offs were mentioned. The tool provides three main

user-cases: (a) the calculation of the overall cost of 3D-

SIC for each defined test flow, (b) cost breakdown, and (c)

sensitivity analysis. The tool is wrapped with a Graphical

User Interface (GUI) in order to simplify the parameter

handling. Currently, the tool is under implementation and

more experimental results will be presented in the future.
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Abstract—Selecting an appropriate and efficient test flow for a
2.5D/3D Stacked IC (2.5D-SIC/3D-SIC) is crucial for overall cost
optimization. This paper uses 3D-COSTAR, a tool that considers
costs involved in the whole 2.5D/3D-SIC chain, including design,
manufacturing, test, packaging and logistics, e.g. related to
shipping wafers between a foundry and a test house; and
provides the estimated overall cost for 2.5D/3D-SICs and its
cost breakdown for a given input parameter set, e.g., test flows,
die yield and stack yield. As a case study, the tool is used to
evaluate the overall 2.5D-SIC cost for three test optimization
problems: (a) the impact of the fault coverage of the pre-bond
silicon interposer test, (b) the impact of pre-bond testing of active
dies using either dedicated probe-pads or micro-bumps, and (c)
the impact of mid-bond testing and logistics on the overall cost.
The results show that for the selected parameters: (a) pre-bond
testing of the interposer die is important for overall 2.5D-SIC cost
reduction; the higher the fault coverage, the lower the overall
cost, (b) using micro-bump probing results in much lower overall
cost as compared to probe-pads, and (c) mid-bond testing can
be avoided for high stacking yield.

I. INTRODUCTION

Tremendous effort has been put in place to bring through-
silicon via (TSV) based 2.5D and 3D-SIC technology closer
to market [1–3]. Realizing such ICs is attractive due to major
benefits [4] such as (a) increased electrical performance, (b)
reduced power consumption due to shortened interconnects,
(c) heterogeneous integration, (d) reduced form factor, etc.

One of the major challenges that has to be addressed in
order to make 2.5D technology commercially successful is
overall cost optimization. A 2.5D-SIC consists of two or more
active dies stacked on a passive silicon interposer that forms
the interconnection between the active dies and to the external
world. As is the case for any IC, TSV-based 2.5D-SICs must
be tested in order to guarantee the outgoing product quality
and reliability. Hence, test cost is indispensable. Inherent to
their manufacturing process, 2.5D-SICs provide several test
moments such as before stacking, during manufacturing of
partial stacked IC, after the complete manufactured stack, etc.
This results into a large space of test flows; each with its
own cost. Determining the optimal and most efficient test flow
requires the analysis of all test flows, as different design and/or
manufacturing parameters may impact the cost differently.
Therefore, an appropriate cost model is required. The cost
model should be able to evaluate the cost of each test flow,
while considering all relevant incurred costs in the production
chain of the 2.5-SIC.

Several cost models have been published in this area for
2.5D/3D-SICs. In [5], the author considered a manufacturing
cost model for 3D monolithic memory integrated circuits; cost
improvement of 3D with respect to 2D (for different 3D stack
sizes) was modeled. In [6], the authors developed a 3D-cost
model to determine the optimal stack size for a given 3D-SICs
circuit, where they restricted the variable parameters to only
die yield and area. In [7], the authors proposed a 3D cost model
for Die-to-Wafer (D2W) and Wafer-to-Wafer (W2W) stacking.
In [8], a detailed cost model of IMEC is presented; the paper
primarily focuses on (a) the difference between cost integration
for D2W and W2W stacking, (b) the impact of the number of
TSVs and (c) the effectiveness of different 3D testing strategies
in the pre-bond phase for D2W stacking. In [9], a 3D cost
model is presented that focuses on modeling of metal layers
and die area impact on 3D-cost integration for D2W and W2W
integration. In [10], a 3D cost model is primarily developed
to estimate the optimal tier count that leads to a minimal TSV
count and subsequently partition the netlist into these tiers.
In [11], the authors presented a cost estimation method for
2.5D ICs by extending their 3D floorplanning tool and 3D
cost models; their models only include area and wire length,
and do not consider testing at all. In [12], the authors proposed
a cost model that emphasizes on manufacturing and test cost;
the authors investigated the impact of D2W and W2W stacking
on overall cost and determined the lower bound of the yield of
the final package level test given the number of stacked dies
and the final yield.

The state-of-the art described above clearly shows that none
of the published cost models incorporated the impact of partial
stack tests and different test flows. In our previous work [13], a
basic cost model for D2W stacking considering the impact of
limited test flows on the overall 3D-SIC cost was presented.
However, this model suffers from many limitations such as
(a) a lack of support for variable fault coverage (FC), (b) a
restriction to a small set of test flows, (c) a focus on D2W
stacking only, (d) no consideration of logistics cost, (e) no
distinction between die and interconnect tests.In our work [14],
we reported the requirements and user cases of a cost model
tool that addressed most of the shortcomings of our work
in [13]. In this paper, we build on our previous work in [14] to
develop 3D-COSTAR; a tool that considers all costs involved
in the whole 2.5D/3D-SIC production chain, including design,
manufacturing, test, packaging and logistics (e.g. related to
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Fig. 1. 3D-COSTAR Organization.

shipping wafers between a foundry and a test house) in order
to provide both the estimated overall cost for 2.5D/3D-SICs
as well as its cost breakdown. More importantly, this paper
analyses and reports about three case studies with respect to
2.5D-SIC test cost optimization; these are: (a) the impact of
the FC of the interposer pre-bond test on the overall cost, (b)
whether it is more advantageous to perform pre-bond testing
for the active dies using dedicated probe pads or through
micro-bumps, and (c) the impact of mid-bond testing and
logistics on the overall cost.

The rest of this paper is organized as follows. Section II
presents the architecture and flow of 3D-COSTAR respec-
tively. Section III covers case studies where the test trade
offs are described. Section IV presents the results of the
experiments. Finally, Section V concludes the paper.

II. 3D-COSTAR

This section describes the architecture of 3D-COSTAR. First,
the tool requirements are discussed followed by the use cases.

A. 3D-COSTAR Requirements and Cost Classes

In order to determine the most cost-effective test flow, the test
requirements should be specified. However, taking only the
test cost into consideration is not sufficient to provide a fair
comparison; a test flow does not only impact test cost, but
also design and manufacturing cost. For example, a pre-bond
active die test with additional probe-pads increases die area
and reduces the number of dies per wafer.
Figure 1 shows the general architecture of 3D-COSTAR,
which can both evaluate 2.5D and 3D-SICs. The tool has
five input classes which symbolize the costs involved in the
whole 2.5D/3D-SIC production flow; these include design,
manufacturing, test, logistics and packaging cost.

a) Design: Design for Testability (DfT) starts at the
design phase to accommodate for tests at later stages (pre-
bond, mid-bond, post-bond and final tests). For example, pre-
bond testing of TSVs using probe pads affects the chip layout
and chip area, while can detect some faulty TSVs prior to
stacking [15]. Similarly, mid-bond testing requires dedicated
hardware to support testing during this phase. These types of

Fig. 2. 2D versus 2.5D/3D D2W test flows.

trade-off are strongly test flow dependent and must be decided
at design time as they impact the design and its associated cost.

b) Manufacturing: Manufacturing requirements are
related to the fabrication, processing of wafers and the
stacking of tiers. As the manufacturing is not perfect, TSV
yield, die yield, and stacking yield are required to accurately
determine the cost. The manufacturing class covers a wide
range of parameters and consists mainly of two parts: (a)
manufacturing cost related to 2D IC and (b) cost related to
2.5D/3D stacking processing steps. The first part depends
on the wafer cost, die yield, number of dies per wafer, cost
of manufacturing steps, etc.; all of these results into a cost
of a die per wafer. In case additional hardware is integrated
for DfT, the number of dies per wafer reduces and therefore
increases the chip cost. The second part depends on the cost
of TSVs, wafer thinning, bonding (i.e., Die-to-Die (D2D),
D2W and W2W), stacking process (i.e., Face-to-Face (F2F),
Back-to-Face (B2F) or Back-to-Back (B2B)), interconnect
yield, stacked-die yield, etc.; and it strongly depends on the
applied test flow [13]. It is worth noting that the chosen
bonding type and stacking process have a large impact on
the cost and the yield of the 2.5D/3D-SIC; for instance, in
D2D and D2W stacking, Known Good Dies (KGD) can be
stacked on each other to maximize the yield. KGD stacking
is is not applicable in W2W stacking and therefore generally
results in lower yield [16,17]. For the 2.5D-SICs we assume
dies to be stacked in a D2W F2F fashion. Moreover, as
exact profiles of faults introduced during the stacking are not
know/published yet, the tool is built such that it supports any
defect distribution of dies during stacking.

c) Test: Figure 2(a) shows the conventional 2D test flow
for planar wafers [18]; it consists of two test moments: a wafer
test prior to packaging and a final test after packaging. The
wafer test can be cost-effective when the yield is low as it
prevents unnecessary assembly and packaging costs, while the
final test is used to guarantee the final quality of the pack-
aged chips. 2.5D/3D-SICs, however, provide additional test
moments; e.g., additional test moments can be defined for each
partial stack. Moreover, at each moment a distinction can be
made between different tests such as die tests and interconnect
tests. In general, four test moments can be distinguished for
a 2.5D-SICs consisting of n dies as depicted in Figure 2(b):

2
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(1) n pre-bond wafer tests, (2) n-2 mid-bond tests, (3) one
post-bond test prior packaging and (4) one final test.
A test flow can be can be extracted from the above four
defined test moments, which consist in total of 2n different
moments. A test flow is as a collection of tests applied at these
test moments. At each test moment, zero, one or more tests,
possibly with different FCs, both for dies and/or interconnects,
can be applied. Depending on the used test flow, the test cost
might increase significantly. Therefore, skipping or reducing
quality requirement at some test moments can restrain the test
cost.
In addition, using advanced test equipment to reduce the
test cost, parallel testing can be also used. Dies belonging
to different layers can be tested in parallel if there is DFT
support available for it. 3D-COSTAR does support the
calculation of test cost for both simultaneous and serial
testing of dies in a 2.5D or 3D-SIC.

The test cost can be company dependent as the quality of
the applied tests could differ, e.g., for IDM and fab-less
companies. For instance, depending on whether one or
more companies are involved in the supply chain for the
manufacturing of 2.5D/3D-SICs, different test requirements
can be set for the pre-bond wafer test [19]. If the wafers are
produced by one or more companies and the final 3D-SIC
product is processed and manufactured by another company, a
high pre-bond wafer test quality (e.g. a KGD) often is agreed
upon. If a KGD contract is in place, high-quality pre-bond
testing is required. If such a contract is not in place (e.g., for
an IDM), the pre-bond test quality is subject to optimization.
Hence, at pre-bond test moment, we can not only perform or
skip the pre-bond test, but we can also tune the quality of the
applied test for cost optimization. Faulty undetected dies at
this test moment can be detected in a later test moment, e.g.,
when applying a higher quality test in the final test moment.
Similarly, a high quality mid- or post-bond test can be applied.

3D-COSTAR calculates test cost for any possible test com-
binations (test flow). Both the type of test and the used
test flow impacts the overall 2.5D/3D-SIC cost. Therefore,
specifying an optimized test flow should be with full freedom,
i.e., without any restrictions on the test moment, on the used
test (die, interconnect or both), neither on the FC, etc. The
complexity of the test flow depends on the number of test
moments, which increase linearly with the stack size. Hence,
2.5D/3D-SICs could be probed several times. However, having
several touch-downs on the bottom wafer for testing purposes
can damage the bonding-bumps. Therefore, setting an upper
limit of maximal allowed touch-downs is practical.

d) Packaging: After the 2.5D/3D-SIC is manufactured
and perhaps tested (a post-bond test), the 2.5D/3D-SIC is
assembled and packaged. The cost attributed to packaging
depends on the used materials and technology [20]. We
assume an independent cost for the packaging, i.e., it has no
dependency with the other classes. Since all processing steps
are defect-prone, a yield for the packaging has to be considered

Fig. 3. Logistics cost for 2.5D/3D-SIC.

as well. In this paper, we further ignore the packaging cost as
it is irrelevant for the performed experiments.

e) Logistics: The production of 2.5D/3D-SICs requires
design, manufacturing, test and packaging costs. However,
to make a distinction possible between fab-less, fab-lite and
IDM companies, an additional set of hidden costs, referred
to as logistics, is needed. For instance, a fab-less company
may perform stacking and testing in different houses/countries,
while IDM may perform all the required processing steps in a
single house/location. Therefore, logistics costs are a direct
consequence of moving dies and wafers between different
locations. Figure 3 shows an overview of logistics costs
considered in our tool. It presents all possible logistics costs
for the worst case scenario in which each activity in the
2.5D/3D-SIC production chain can be outsourced; hence, the
associated logistics costs have to be separated from each other.
The figure assumes five companies/houses to be involved in
the production chain: design company, wafer fab, 3D fab, test
house and packaging house. A cost is associated to any moving
activity of lots/wafers between any of these companies; for
example, arrow B defines the cost for the logistics between
wafer fab and test house. There are in total 11 possible costs.

It is worth noting that test flows have an impact on the
logistics cost. Depending on the company type and test flow,
some of the costs are not applicable. For example, in case
pre-bond tests are skipped (arrow H), the cost associated with
arrow B is inapplicable.

B. Use cases

Use cases define the functionality of the tool in terms of inputs
and outputs. There are three main use cases.

1) Overall cost calculation. The primary goal of the tool is
to calculate the overall cost of the production of 2.5D/3D-
SICs for different test flows, based on pre-defined input
parameters. The overall cost includes design, manufac-
turing, test, packaging and logistics cost.

2) Cost breakdown. The second use case is the analysis of
the cost by breaking it down into design, manufacturing,
test, packaging and logistics costs. This analysis reveals
the share of each cost and provides insights about possible
further cost optimization.

3
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Fig. 4. Tool flow.

3) Sensitivity analysis. The third use case is sensitivity
analysis of input parameters; it identifies those parameters
that have largest impact on the overall cost. Thus, tuning
these parameters first results in largest cost reduction.

C. Tool Flow

Figure 4(a) presents a high-level overview of the tool flow.
The tool starts by reading all input parameters from the input
files and subsequently creating the stack. Thereafter, the
cost is calculated by taking involved costs into consideration
and moving through the IC production chain of the IC (see
Figure 4(b)). At each step, the tool updates the impacted cost
if applicable. For instance, if a mid-bond test is performed,
then the test cost has to be updated. Reading the input
parameters, creation of the stack and the cost calculation are
the core steps of the tool. They are explained next.

Read parameters
The first stage of the tool reads the input parameters of each
class. The parameters are specified by keywords and read
from a file. For example, keywords that must be specified
that are related to manufacturing are die cost, die yield etc.

Stack creation
Figure 5 shows an example of how the creation of a stack ta
ly stored. Part (a) of the figure depicts a particular multiple
tower stack IC. It consists of a bottom die/wafer labeled 1,
a die labeled 2 stacked on die/wafer 1 using D2W stacking
process with a F2F stacking orientation, followed by dies
3 and 4 in a similar manner. Part (b) of the figure, shows
how this stack is defined. This particular stack consists of
3 stacking operations; each operation requires a specific
stacking process and orientation. Figure 5(c) shows how the
stack is internally stored. The stack is stored as an array
of stacking operations. For example, after the first stacking
operation (stack id: 1), the created stack consists of die 1 as
a bottom/lower die and die 2 as an upper die. A debug file is
created for verification.

Fig. 5. Creating the stack.

Cost calculation
Given the input parameters, the different involved costs are
calculated step by step by moving through the different
phases shown in Figure 4. All costs are impacted by one of
more of such phases. For example, pre-bond and mid-bond
phases contribute to the manufacturing cost and requires
DFT hardware (hence impacting the design cost as well),
while these two phases together with post-bond phase and
final phase contribute to test cost. The logistics cost strongly
depends on the required number of movements of lots/wafers;
e.g., between wafer fab, 3D stacking fab, test house, etc. The
packaging cost is calculated based on the required packages
for all the considered good stacked ICs (outgoing yield
of the stack) after the post-bond test. The overall cost of
2.5D/3D-SIC is calculated by summing up all the cost of
design, manufacturing, test, packaging and logistics.

Not all dies enter the stack. For instance, dies that are tested
faulty in the pre-bond phase. To obtain the cost, the ratio of
dies that enter the stack have to be calculated properly. We
use Equation 1 to define the relation between test escapes
TE, ingoing yield Yin and outgoing yield Yout; TE is the
ratio of faulty dies that pass the test. The ingoing yield is
the actual yield, the outgoing yield is the fraction of dies that
is considered good after testing. Equation 2 [21] shows the
relation between the test escapes, ingoing yield and the FC.
By combining Equations 1 and 2 we obtain Equation 3, the
outgoing yield as a function of the ingoing yield and FC.

TE =
Yout − Yin

Yout
(1)

TE(Yin, FC) = 1− Y 1−FC
in (2)

Yout =
Yin

1− TE
=

Yin

Y 1−FC
in

= Y FC
in (3)

We assume that all these equations are valid for all yield
operations involved in the manufacturing of the 2.5D-SIC; i.e,
for the manufacturing of dies and interconnects. For instance,
imagine that dies of type d2 need to be stacked on the top of
dies of type d1 (see Figure 5); each die has its own yield and
FC. If d1 is total number of bottom dies, then the total number
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of dies of type d2 (say d2) needed for the stacking will be:

d2 =
d1 · Yout,1

Yout,2
(4)

All cost and yield operations are based on the principle
of updating partial or final stack yields. Consider the IC
depicted in Figure 5(a). First, the outgoing yield of each
die is calculated before stacking. Subsequently, the yields of
the die in the stack are updated each time stacking a new
die. Each time a new die enters an already existing partial
stack, its quantity is determined by the combined outgoing
yield of the dies in the stack. These steps are repeated until
all dies are considered. The yields (pre-bond, mid-bond etc.)
related to particular dies are tracked and stored individually.
This allows us to detect faulty dies that escaped the pre-bond
phase in a later stadium (mid-bond/final test). Once all partial
and final stack yields are calculated, we can determine the
number of dies, the number of tests and logistics for each
individual die and partial/complete stack. To calculate the cost-
price of a 2.5D-SIC, all costs involved in the production chain
are attributed to good 2.5D-SICs only. For example, faulty
detected dies in the pre-bond phase have also a manufacturing
and test cost share in the overall cost.

III. EXPERIMENTAL SETUP

This section describes the experiments performed in this
work. Note that the yield and cost parameters considered for
these experiments do not describe any processes at Qualcom,
IMEC or partners, nor at TU Delft. The inputs of 3D-
COSTAR are flexible and fully parameterized. By tuning these
input parameters almost anything can be proven. Nevertheless,
we provide inputs as realistic as possible. The experiments are
performed for two types of applications; a mobile and FPGA
application denoted by Case A and Case B respectively.

A. Reference Cases

This section describes the default parameter values of both
applications. We assume that for both Case A and B the
stack is composed out of four dies as depicted in Figure 5(a).
For the mobile application, we assume the active dies to be
heterogeneous (one big die and two smaller dies), while for
the FPGA application all three active dies are identical. The
parameters for both cases are summarized in Table I. In the
table, Die 1 denotes the interposer and Dies 2,3 and 4 the
active stacked dies.

First, we describe the parameters that are related to the
pre-bond phase. As the interposer is passive (no FEOL
processing) the wafer cost is much cheaper than the active
dies which are usually implemented in the newest technology
nodes. We assume standard 300mm diameter wafer with
an edge clearance of 3mm, i.e., the effective radius equals
147mm. Wafers that contain interposer dies are assumed to
cost 700$ only, while wafers with active dies cost 3000$.

For Case A (mobile application), we assume the passive
interposer to be A=210mm2, large enough to fit the active

TABLE I
DEFAULT PARAMETERS CASE A AND CASE B

Case A Case B
Parameter Die 1 Die 2 Die 3/4 Die 1 Die 2/3/4
Wafer costs ($) 700 3000 3000 700 3000
Effective wafer radius (mm) 147 147 147 147 147
Die Area (mm) 210 100 50 460 150
Dies per wafer 293 622 1283 125 411
Defect density (cm−2) 0.5 1 1 0.5 1
Die yield (%) 56.80 57.74 70.71 55.05 50.00
Pre-bond FC (%) 100 99 99 100 99
Pre-bond test cost ($) 0.20 1.00 0.50 0.40 1.50
Stacking cost ($) 0 0.05 0.05 0 0.05
Stacked die yield (%) 99.5 99 99 99.5 99
Interconnect yield (%) - 99 99 - 99
Mid-/post-bond FC (%) 0 0 0 0 0
Mid-/post-bond test cost ($) 0 0 0 0 0
Final FC (%) 100 99 99 100 99
Final test cost ($) 0.05 1.00 0.50 0.10 1.50

dies stacked on them. The big die is assumed to have
an area of A=100mm2, and the two smaller dies an area
of A=50mm2 each. For the given die areas and effective
wafer radius, the number of gross dies per wafer (GDW)
approximately equals to 293, 622, and 1283 [22] for the
interposer, the large die, and the two smaller dies respectively.
The defect density is considered to be d0 = 0.5 defects/cm2

for the silicon interposer (older technology and no FEOL)
and 1.0 defect/cm2 for the active dies, with both a defect
clustering parameter α = 0.5. The die yield can be estimated
by the negative binomial formula as: y = (1 + A·d0

α )−α [21].
This results into die yields of 56.80%, 57.74%, 70.71% for
the interposer, the bigger die and two smaller dies respectively.

For Case B (FPGA application), the area of the three active
dies is assumed to be A=150mm2, while the interposer has
an area of A=460mm2. Using the same GDW algorithm and
negative binomial yield formula the number of dies per wafer
yields 411 and 125 with a yield of 55.05 and 50.00% for the
interposer and three active dies respectively.

Further we assume a 100% FC for the interposer at a cost
of 0.20$ for Case A and 0.40 $ for Case B. For the active
dies we assume a test cost of 0.50$ for the smallest dies of
50mm2, 1.00$ for the dies of 100mm2 and 1.50$ for the dies
of 150mm2. In all cases, the FC for active dies is assumed to
be 99%.

The next group of variables in the table contain parameters
related to the mid-bond and post-bond. For both Case A and
Case B we assume these parameters to be the same. Each
time an active die is stacked on an interposer, the stacked-
die yield (stack pass yield) of the active die is assumed to be
99%, while the stacked-die yield of the interposer is assumed
to be 99.50%. The yield of the interconnects is assumed to be
99% (which includes the micro-bumps) between each pair of
stacked dies, i.e., between Die 2, Die 3 or Die 4 and Die
1. Note that there are 3 stacking operations and 3 sets of
interconnects. We assume no mid-bond testing for dies as well
as interconnects for the reference cases.

In the final phase, we assume the same test costs for the
active dies as in the pre-bond phase. However, we assume that
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TABLE II
PROBE-PADS VERSUS MICRO-BUMPS FOR CASE A

Probe-pads Micro-bumps
Parameter Die 1 Die 2 Die 3/4 Die 1 Die 2 Die 3/4
Die Area (mm) 210 101 51 210 100 50
Dies per wafer 293 618 1254 293 622 1283
Die yield (%) 56.80 57.54 70.36 56.80 57.74 70.71
Pre-bond FC (%) 100 99 99 100 99 99
Pre-bond test cost ($) 0.20 10.00 5.00 0.40 1.05 0.55
Interconnect yield (%) - 99 99 - 98 98
Final FC (%) 100 99 99 100 99 99
Final test cost ($) 0.05 1.00 0.50 0.10 1.00 0.50

testing the interposer (Die 1) is less expensive, as they can be
tested by an EXTEST [23]. For Case A this cost is assumed to
be only 0.05$, while for Case B 0.10$. Note that the test cost
for interconnects (including micro-bumps) is not mentioned
in the table as they are tested through the interposer die. We
assume a 100% default FC for interconnects.

B. Experiments

The values presented in the previous section form the default
parameters of each experiment. We explain the experiments in
more depth and examine the relevant parameters for each case
study. The three experiments are as follows.

1) Impact of the FC of pre-bond test of the interposer.
2) The use of probe-pads versus micro-bump probing.
3) Impact of mid-bond testing and logistics.

The experiments are described in the next sections, and
apply both to Case A and Case B. Note that these experiments
are only a small subset of what 3D-COSTAR can do.

Impact of the FC of interposer pre-bond testing: In this
experiment, the impact of pre-bond testing for the passive
silicon interposer is examined. The experiment considers a
variable FC for the interposer test, i.e, between 0% and 100%.
Similarly, we assume the test cost to scale linearly in the range
between 0.00$ and 0.20$ for Case A, e.g., if the FC is 50%
then the value of the interposer test cost is 0.10$. The reason
for the linear relation is because the interposer consist of wires
only.

The remainder parameters are considered to be the same
as the reference case described in Table I. For Case B, the
relation between test cost and FC for the interposer is applied
in a similar manner (0.40$ for 100% FC).

Probe-pads versus Micro-Bump probing: In this second
experiment, we investigate the trade-off between pre-bond tests
probing dedicated pads and micro-bumps [24] for the active
dies. As the active dies have no I/O pads, testing these dies
in the pre-bond phase should be performed by one of the
two methods. Table II and III show the parameter values
that changed with respect to the reference case for Case A
and Case B respectively. The extra probe-pads for pre-bond
testing occupy additional area and this has to be accounted
for. We consider for example the wide-IO memory [25] where
1200 micro-bumps are placed and assume only 10% of these
microbumps (i.e. 120) have dedicated probe-pads of size
80μm by 80μm. Note that if more probe-pads are considered,

TABLE III
PROBE-PADS VERSUS MICRO-BUMPS FOR CASE B

Probe-pads Micro-bumps
Parameter Die 1 Die 2/3/4 Die 1 Die 2/3/4
Die Area (mm) 460 151 460 150
Dies per wafer 124 404 124 406
Die yield (%) 55.05 49.88 55.05 50.00
Pre-bond FC (%) 100 99 100 99
Pre-bond test cost ($) 0.40 15.00 0.40 1.55
Interconnect yield (%) - 99 - 98
Final FC (%) 100 99 100 99
Final test cost ($) 0.10 1.50 0.10 1.50

it will increase the die area. We can estimate the area of these
120 dedicated pads to add an extra area of 120·80μm·80μm
≈1mm2. This extra die area impacts the die yield and GDW
as shown in the second columns of the tables. For example,
for the bigger die of Case A the number of dies that decreases
from 622 to 618 if dedicated pads are added, while the yield
reduces from 57.74% to 57.54%. Similarly, the table shows the
numbers for the other dies. Moreover, as there only 10% of the
micro-bumps are used as probe-pads, the pre-bond test cost of
the active dies is assumed to be 10 times more expensive as
compared to that of the reference case.

For the micro-bump probing we assume that a micro-bump
probe-card cost 50k$ for 1 million touch downs. This results
into an additional test cost of 0.05$ for each active die in
the pre-bond phase. Moreover, as micro-bump touchdowns
can cause later defects in the interconnections, we assume
the interconnect yield to be 1% less (i.e., 98% instead of
99%) as compared to the case were extra probe-pads are used.

Impact of Mid-Bond Testing and Logistics: In order to
investigate the impact of mid-bond testing and logistic cost
we consider the following three sub-cases for both Case A
and Case B:

1) No mid-bond testing and no logistic cost (reference case)
2) Mid-bond testing and no logistic cost.
3) Mid-bond testing and logistic cost.

We assume the FC and test cost for the mid-bond tests to
be same as their values in the final test. For the logistics, we
attribute costs to applicable arrows of Figure 3. We assume
the cost of moving a single wafer (independent of the number
of dies stacked on it) per arrow to be in the range of 1% up
to 10% of the wafer manufacturing cost.

IV. SIMULATION RESULTS

This section describes the results of the three experiments.

A. Experiment 1

Figure 6 shows the impact of variable pre-bond interposer
FC on the overall 2.5D-SIC cost for Case A and B. The results
clearly show that performing a high quality interposer pre-
bond tests realizes a significant relative cost reduction; the
higher the FC the higher the cost reduction. Moreover, the
results reveals that the larger the dies the higher the relative
cost reduction; for instance, in Case B (with larger dies) the
relative cost reduction is about 52%.
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Fig. 6. Impact of pre-bond interposer FC.

Fig. 7. Break-event cost point for Case A

However, testing of interposers is still a major challenge;
cheap and efficient DFTs are still missing. Therefore, it is
worth to analyze (for the given parameters) the break-even
cost point where testing the interposer leads to the same overall
cost as where no test is performed. This trade-off is depicted
in Figure 7 for Case A. The figure contains two lines; the
horizontal solid line shows the overall cost in case no pre-
bond testing is performed and the dashed rising line shows
the overall cost for variable pre-bond interposer cost for 100%
FC. Note that for this particular case, the break-even point is
around 8.50$. Hence, it is worth to use pre-bond test with
maximal FC only if the associated test cost is below this
threshold. Similar analysis has done for Case B; the break-
even point found to be around 33.00$.

B. Experiment 2

The second experiment considers the analysis of test trade-
off between dedicated probe pads and micro-bump probing.
Figure 8 reports the results of such analysis; it shows the
normalized 2.5D-SIC costs for both cases. Irrespective of the
case, additional pads for testing result in higher overall cost,
mainly due to test cost increase (as the cost break down
shows), but also due to a slight yield loss (extra area of the
pads). Moreover, the results show that the expensive probe-
cards seems to pay off. The cost break down shows that largest
share of costs are due to manufacturing of dies (around 80%

Fig. 8. Dedicated probe pads vs micro-bump probing.

Fig. 9. Impact of defect density on Experiment 2.

in case micro-bumps and around 65% in case probe/extra
pads). Note that the difference in the overall cost between
using micro-bumps and probe pads is about 50%. This cannot
justified with the difference in pre-bond test cost only; there
are hidden costs primarily due to the faulty dies thrown away
in the pre-bond phase. Therefore, it is important to analyze this
behavior for different die yields. We performed a sensitivity
analysis for the defect density. Figure 9 shows the results
for both cases. As the defect density increases (i.e., the die
yield reduces) the overall cost increases. The die yields that
correspond to the defect density values are depicted in the table
at the top left of figure. The impact of the die yield is more
severe for Case B as the dies are larger and more expensive.

C. Experiment 3

Figures 10 and 11 shows the relative cost increase if mid-
bond testing and/or logistics are considered; the results are
given for various stacked-die YSD and interconnect yield
YINT .

The figures contain four planes; the non-labeled planar
planes shows the normalized base-line (i.e., no mid-bond test
and no logistic cost), while the other labeled planes describe
the results of the cases where mid-bond testing is performed;
Planes 1, 2 and 3 show the impact of the logistics cost when
assuming such cost to be 0%, 1% and 10% of the wafer cost
respectively. From the figures we conclude the following:
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Fig. 10. Impact of mid-bond testing for Case A.

Fig. 11. Impact of mid-bond testing for Case B.

• Irrespective of logistic costs, mid-bond testing can be
avoided if the stacked-die yield and the interconnect yield
are high; in our case study higher than > 90%. It is
worth noting that the simulation has been done while
considering an intensive pre-bond test both for interposer
(100%) and active dies (99%).

• Logistics cost has a minor impact on the overall cost if
they are low. However, they can substantially increase the
overall cost if they are high (e.g. 10% of the wafer cost).

The results of all the experiments clearly show that optimizing
the overall/test cost is a complex task; it strongly depends
on the test flow, FC of each test, different yield components,
etc. Therefore using a tool such as 3D-COSTARis extremely
important to make appropriate trade-offs at an early stage in
the design and optimize overall cost.

V. CONCLUSION

In this paper, 3D-COSTAR was introduced and used to
evaluate different test flows and strategies for 2.5D-SICs; the
tool considers all costs involved in the production (including
design, manufacturing, testing, packaging and logistic) and
produces the overall cost as well as the cost breakdown.

The case studies presented in the paper showed the signifi-
cant importance of using such a tool in order to make appro-
priate trade-offs for overall cost optimization. For example, the
simulation results showed that when appropriate test strategies

(test flow and FC) are used for given design and manufacturing
parameters, the overall cost can be reduced. Pre-bond testing
of the interposer die is important for overall 2.5D-SIC cost
reduction; using micro-bump probing results in much lower
overall cost as compared to probe-pads; mid-bond testing can
be avoided for high stacking yield.
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Abstract— In contrast to planar ICs, during the manufactur-
ing of three-dimensional stacked ICs (3D-SICs) several tests
such as pre-bond, mid-bond, post-bond and final tests can
be applied. This in turn results into a huge number of test
flows/strategies. Selecting appropriate and efficient test flow (for
given design and manufacturing parameters such as stack size,
die yield, stack yield, etc) is crucial for overall cost optimization.
To evaluate the test flows, a case study is performed in which
3D-COSTAR is used to compare the overall cost of producing
a 3D-SIC using variable fault coverage during the mid-bond
tests. In addition, we investigate the impact of the logistics
cost for various test flows. The impact of logistics costs depend
on the outsourced processing steps during the manufacturing.
Simulation results show, for our parameters, that by choosing
an appropriate test flow the overall 3D-SIC cost for appropriate
fault coverages can reduce the overall cost up to 20% for a 5-
layered 3D-SIC with die yields of 90%.
Keywords: 3D integration, cost modeling, test cost, test
flows.

I. INTRODUCTION

Tremendous effort has been put in place to bring Through
Silicon Via (TSV) based 3D-SIC technology closer to mar-
ket [1–3]. Realizing such ICs is attractive due to major
benefits [4] such as (a) increased electrical performance, (b)
reduced power consumption due to shortened interconnects,
(c) heterogeneous integration supporting optimized logic,
memory, RF, MEMs etc., and (d) reduced form factor, etc.
The mentioned benefits therefore drive the production of a
new generation of 3D chips.

One of the major challenges that has to be addressed in
order to make this technology commercially successful is
testing. As is the case for any IC, TSV-based 3D-SICs must
be tested in order to guarantee the outgoing product quality
and reliability. Therefore, making test cost an indispensable
part. Inherent to their manufacturing process, 3D-SICs pro-
vide several test moments such as before stacking, during
manufacturing of partial stacked IC, after the complete
manufactured stack, etc. This results into a huge space of
test flows; each with its own cost. Determining the optimal
and most efficient test flow requires analysis of all test flows,
as different design and/or manufacturing parameters may
impact the cost differently. Therefore, an appropriate cost
model is required.

In this paper, we use 3D-COSTAR to evaluate 3D test
flows [5,6]. In [5], we presented a preliminary version of our
tool that had many limitations, such as lack of support for
variable fault coverage, logistics cost etc. These limitations
have been addressed in [6]. The tool is based on a cost model
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Fig. 1. 2D versus 3D D2W test flows.

considering all costs involved in the 3D-SIC production chain
including design, manufacturing, test, packaging and logis-
tics; the logistics costs are due to transport of wafers and dies
between different companies during the 3D-SIC production
chain. As a case study, the tool is used to evaluate different
test flows for 3D-SICs primarily focusing on variable fault
coverage during pre- and mid-bond testing. Note that mid-
bond testing (partial stack testing) could impact logistics
cost, as tiers have to be transported to testers. The main
contribution of this paper are as follows.

• To our best knowledge, we are the first to experiment
with test flow analysis for 3D-SICs with variable fault
coverage during pre-bond and mid-bond testing.

• We investigate and analyze the impact of two logistics
models on the overall 3D-SIC cost.

The rest of this paper is organized as follows. Section II
provides the background of this paper; it discusses the
difference between 2D and 3D test flows and briefly ex-
plains 3D-COSTAR. Section IV analyzes the impact of vari-
able fault coverage on the overall 3D-SIC cost. Subsequently,
Section V analyzes the impact of logistic costs. Finally,
Section VI concludes the paper.

II. BACKGROUND

A. 2D versus 3D Testing

Figure 1(a) shows the conventional 2D test flow for planar
wafers [7]; it consists of two test moments: a wafer test prior
to packaging and a final test after packaging. The wafer test
can be cost-effective when the yield is low as it prevents
unnecessary assembly and packaging costs, while the final
test is used to guarantee the final quality of the packaged
chips. 3D-SICs, however, provide additional test moments;

178978-1-4799-1585-9/13/$31.00 c©2013 IEEE
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e.g., additional test moments can be defined for each partial
stack. Moreover, at each moment a distinction can be made
between different tests such as die tests and interconnect
tests. In general, four test moments can be distinguished for
3D-SICs as it is depicted in Figure 1(b); they are explained
next.

1) Tpr: n pre-bond wafer tests, since there are n layers
to be stacked. Tpr tests prevent faulty dies entering the
stack. Besides die test, preliminary TSV interconnect
tests can be applied. Several research work already
exists regarding this topics; e.g., in [8] the authors use
a capacitance test to detect some of the faulty TSVs
and in [9] the authors propose active probing to detect
faulty TSVs.

2) Tmi: n-2 mid-bond tests applicable for partial created
stacks. In this case, either the dies, the interconnects,
their combinations or none of them can be tested. Good
tested dies in the pre-bond test phase could get corrupted
during the stacking process as a consequence of e.g., die
thinning, and bonding [10].

3) Tpo: one post-bond test. This test can be applied after
the complete stack is formed. Analogous to wafer
testing in the 2D test flow, Tpr can be applied to
save unnecessary assembly and packaging costs. Both
interconnects and dies can be tested.

4) Tfi: one final test can be applied after assembly and
packaging to ensure the required quality of the complete
3D-SIC. Other specific packaging related tests could be
applied at this test moment as well.

A test flow can be can be extracted from the above four
defined test moments, which consist in total of 2n different
moments. A test flow is as a collection of tests applied
at these test moments. At each test moment, zero, one or
more tests, possibly with different fault coverages, both for
dies and/or interconnects, can be applied. Depending on the
used test flow, the test cost might increase significantly.
Therefore, skipping or reducing quality requirement at some
test moments can restrain the test cost.

B. 3D-COSTAR

This section describes the high level architecture of 3D-
COSTAR. In order to determine the most cost-effective test
flow, the test requirements should be specified. However,
taking only the test cost into consideration is not sufficient
to provide a fair comparison between the different test flow.
This is because a test flow does not only impact test cost,
but also manufacturing cost and even design cost.

As already mentioned, a pre-bond TSV test requires
additional DFT hardware (which might not be reused after
stacking), while it prevents faulty dies (due to defects in
TSVs) to enter in the stack if detected. As a consequence,
the die area increases (less dies per wafer).

Figure 2 shows the general architecture of 3D-COSTAR. The
tool has five classes of inputs which reflect the cost involved
in the whole 3D-SIC production; these include design cost,
manufacturing cost, test cost, logistics cost and packaging
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Fig. 2. 3D-COSTAR Organization.

cost. We briefly review the requirements associated with each
input class.

a) Design: Design for Testability (DfT) starts at the
design phase to accommodate for tests at later stages (pre-
bond, mid-bond, post-bond and final tests). Therefore, it
is necessary to determine the impact of 3D test flows at
this stage. For example, pre-bond testing of TSVs using
landing pads affects the chip layout and chip area, while
can detect some faulty TSVs prior to stacking using capaci-
tance tests [8]. Similarly, mid-bond testing requires dedicated
hardware to support testing during this phase. These types
of trade-off are strongly test flow dependent and must be
decided at design time as they impact the design and its
associated cost.

b) Manufacturing: Manufacturing requirements are
related to the fabrication, processing of wafers and the
stacking of tiers. The first part depends on the wafer cost,
die yield, number of dies per wafer, cost of manufacturing
steps, etc.; all of these results into a cost of a die per
wafer. In case additional hardware is integrated for DfT, the
number of dies per wafer reduces and therefore increases
the chip cost. The second part depends on the cost of TSVs,
wafer thinning, bonding (i.e., Die-to-Die, Die-to-Wafer and
Wafer-to-Wafer), stacking process (i.e., Face-to-Face (F2F),
Back-to-Face (B2F) or Back-to-Back (B2B)), interconnect
yield, stacked-die yield, etc.; and it strongly depends on
the applied test flow [5]. It is worth noting that the chosen
bonding type and stacking process have a large impact
on the cost and the yield of the 3D-SIC; for instance, in
D2D and D2W stacking, Known Good Dies (KGD) can
be stacked on each other to maximize the yield. This is
not applicable in W2W stacking and therefore generally
results in lower yield [11,12]. Moreover, as the exact
profile of faults introduced during the 3D stacking is not
know/published yet, the tool is built such that it supports
any fault distribution during the stacking.

c) Test: The test class defines the test flows as defined
in II-A. We will slightly redefine a test flow; a test flow
defines what to test (dies or interconnect) and when to test
them. A test flow consists of the following attributes:
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Fig. 3. Logistics cost for 3D-SIC.

• test moments: for each test phase (pre-, mid-, post-bond
and final) test you can apply or skip tests for all dies.

• test contents: each time a test is performed the user
can specify whether TSVs (restricted to pre-bond only),
interconnects or dies are tested. In addition, the user
also must define the quality of the tests in terms of
fault coverage for each sub-test.

• test order: the test order tell us for each phase the order
the sub-tests for dies and interconnects are performed.

In this work, interconnects are assumed to be tested prior
dies (in case both are tested for); therefore, if a fault is
detected in the interconnects then there is no need to test
the dies as the 3D-SIC will is faulty. The reason to test
interconnects first is because it is assumed to be cheaper
as compared to die tests and vertical interconnects must be
working properly in order to access the upper layer(s).

d) Packaging: After the 3D-SIC is manufactured and
perhaps tested (a post-bond test), the 3D-SIC is assembled
and packaged. The cost attributed to packaging depends
on the used materials and technology [13]. We assume
an independent cost for the packaging, i.e., it has no
dependency with the other classes. Since all processing
steps are defect-prone, a yield for the packaging can be
considered as well.

e) Logistics: The production of 3D-SICs requires
design, manufacturing, test and packaging costs and all
of these must be considered as possible input parameters
of the tool as depicted in the figure. However, to make
a distinction possible between fab-less, fab-lite and IDM
companies, an additional set of requirements, referred to as
logistic, are needed. For instance, a fab-less company may
perform stacking and testing in different houses/countries,
while IDM may perform all the required processing steps
in a single house/location. Therefore, logistics costs are
a direct consequence of moving dies and wafers between
different locations. For example, between the wafer fab, test
house and 3D stacking fab.

Figure 3 shows an overview of logistics costs considered
in our tool. It presents all possible logistics costs for the

worst case scenario in which each activity in the 3D-SIC
production chain can be outsourced; hence, the associated
logistics costs have to be separated from each other. The
figure assumes five companies/houses to be involved in
the production chain: design company, wafer fab, 3D fab,
test house and packaging house. A cost is associated to
any moving activity of lots/wafers between any of these
companies and is denoted by an arrow with a letter. There
are in total 11 possible costs; they are explained next. It
is worth noting that test flows have a large impact on the
logistics cost. Depending on the test flow, some of the
costs are not applicable. For example, in case pre-bond tests
are skipped (arrow H), the cost associated with arrow B
is inapplicable. Furthermore, depending on the type of the
company producing 3D-SICs, some of these values can be
not applicable or equal to zero. For example, if a company
performs both testing and stacking in-house, costs associated
with arrows C and D are zero.

III. REFERENCE PROCESS

This section discusses the most relevant parameters for each
input class that are used in our experiments.

Manufacturing cost: Manufacturing cost consists of cost
related to wafer/die, cost related to TSVs and cost related
to stacking process.

Wafer/die cost depends on several parameters, e.g., stack
size, die yield, number of dies per wafer, stacking yield,
interconnect yield, etc. We consider a stack size n=5 where
dies are stacked in a D2W fashion, in which the dies are
identical in terms of yield and cost. The yield of the dies is
based on the reference process in [11], where a standard 300
mm diameter wafer is used with an edge clearance of 3 mm.
This work assumes a defect density of d0 = 0.5 defects/cm2

and a defect clustering parameter α = 0.5. With a die area
A = 50 mm2, the number of Gross Dies per Wafer (GDW)
are estimated to be 1283 [14]. With the negative binomial
formula for yield, a die yield of YD = (1 + A·d0

α )−α =
81.65% is expected [15]. To estimate the cost to manufacture
and process a wafer we use the cost model of [16]; the
total price of a 300 mm wafer is estimated at approximately
$2779. The model in [16] considers a variety of costs,
including installation, maintenance, lithography and material.

For the cost of manufacturing TSVs, we base our numbers
on the work of EMC-3D consortium reported in [5]; the cost
of fabricating 5 μm TSVs on a single wafer cost $190 and
these cost are additive to the wafer cost. We assume the cost
of manufacturing TSVs to be 60% of the 3D stacking process
cost [17]. Further, we assume the TSVs to have a yield of
98% per die.

The 3D stacking process cost (including bonding, thinning
etc..) is assumed to be $126 (40% of total 3D cost) [17]. In
addition, the stacking yield is assumed to be composed of
two parameters: the interconnect (TSV) yield YINT and the
stacked-die yield YSD. In our simulations, the interconnect
yield YINT is considered to be 99%. For the good dies
that enter the stack, a small probability exists that they get

180 2013 IEEE International Symposium on Defect and Fault Tolerance in VLSI and Nanotechnology Systems (DFTS)

APPENDIX B. Publications - Cost Modeling: Paper B8 165



TABLE I

FAULT COVERAGE VERSUS TEST COST.

fault coverage (%) ratio test cost (%) test cost ($cent)
100 100 23
95 28 6.44
85 13 2.99
75 3 0.69
0 0 0.00

corrupted during stacking; this is modeled by the stacked-die
yield YSD and is assumed to be 99%. In [11], a stack yield
of approximately 96% is used.

It is worth noting that for our case-study, we assumed
that during the stacking only the top two dies and the
interconnect between them could be corrupted; they are
assumed to be defect-prone to stacking/bonding steps like
heating, thinning, pressure.

Test cost: To estimate the test cost per die, the model in [15]
is used; the model includes depreciation, maintenance and
operating cost and assumes five ATE machines operating si-
multaneously. The derived test cost equals 3.82 $cent/second
per die. Assuming a test time of 6 seconds per die, the test
cost will be $0.23 per die. We attribute this test cost to a
100% fault coverage. Table I shows the relation between
the fault coverage and die test cost [15] for the remaining
considered fault coverage values. In [9], the authors estimate
a test time of 80 μs to estimate 10000 TSVs using active
probing. Hence, we ignore the test cost for pre-bond TSV
test. We assume a pre-bond TSV fault coverage of 100%.

For the interconnects between the die, a test cost ratio of
1:100 with respect to the die cost is assumed (as in [11]).
For the interconnects a fault coverage of 100% is assumed
as well. We assume the fault coverage in the post-bond and
final-test to be 100% to prevent faulty packaged ICs and to
guarantee the final product quality.

Logistics cost: As discussed in Figure 3, there are many costs
related with transportation of tiers during the production of
3D-SICs. For the default process, we assume zero cost for
logistics.
Packaging cost: The packaging cost for 3D SICs used in our
model is assumed to be 1.25 dollar per 3D-SIC [18]. The
costs are comprehensive and include machine, maintenance,
labor and material cost. We assume a 100% packaging yield,
therefore impacting all the test flows in the same way.

IV. IMPACT OF VARIABLE FAULT COVERAGE

In this section, we analyze the impact of variable fault
coverage on the overal 3D-SIC cost. Section IV-A lists the
performed experiments. Section IV-B presents and discusses
the impact of variable fault coverage. Note that because of
space limitations we focus only on the overall cost rather
then on the cost break down.

A. Experiments performed

We compare the overall cost of a 3D-SIC by performing the
following three experiments given next for the test flows.

TABLE II

FAULT COVERAGE FOR DIFFERENT TEST FLOWS

Test Flow number
1 2 3 4 5 6 7 8 9 10 11 12

pre-bond 100 100 100 95 95 95 85 85 85 75 75 75
mid-bond 100 85 0 100 85 0 100 85 0 100 85 0
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Fig. 4. Impact of variable stack size.

1) Impact of variable stack size: The experiment consid-
ers a stack size 2 ≤ n ≤ 6.

2) Impact of variable die yield: The experiment considers
a die yield 0.6 ≤ Yd ≤ 0.9.

3) Impact of variable stack yield: The experiment con-
siders an interconnect yield 0.91 ≤ YINT ≤ 0.99, and
a stacked-die yield 0.91 ≤ Yd ≤ 0.99.

Each experiment is performed for 12 test flows; each test
flows consists of the following tests:

1) Pre-bond tests: we assume tests with variable fault
coverage for pre-bond testing; see Table II; for example,
for test flow 4 we assumed FC=95%.

2) Mid-bond tests: Similarly, as in the pre-bond, we as-
sume again variable FC in this test phase; see Table II;
for example, test flows 3, 6 and 9 have no mid-bond
test at all while test flows 2, 5, 8, 11 have FC=85%.

3) Post-bond and final tests: The FC for both tests is
assumed to be 100%. This to prevent faulty packaged
ICs and to guarantee the final product quality.

B. Simulation Results

The section describes the results of the three experiments.

Impact of variable stack size: Figure 4 depicts the relative
cost of producing a 3D-SIC for the 12 test flows for stack
sizes 2 ≤ n ≤ 6; the cost is normalized to Test Flow 1 (TF1).
Inspecting Figure 4 reveals the following conclusions.

• Depending on the stack size and the chosen test flow,
the overall cost of 3D-SIC increases or decreases for
different test flows.

• For a given stack size, the overall cost can be opti-
mized by choosing appropriate test flow combined with
appropriate pre-bond and mid-bond fault coverage. For
example, for n=3, 4, 5 or 6, the cost is optimal when
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Fig. 5. Impact of variable die yield.

using TF6 with a pre-bond fault coverage of 95% and
a mid-bond fault coverage of 0%. A cost reduction of
almost 20% can be obtained for a stack size n=6 with
respect to TF1.

• Having a pre-bond fault coverage of 100% does not
always results in optimal overall cost. In our case, the
optimal cost is realized for a pre-bond fault coverage of
95% (TF6).

• Having a mid-bond fault coverage of 100% or a fault
coverage of 0% does not always results in optimal
overall cost. In our case, the optimal cost is realized
for a mid-bond fault coverage of 0% (TF6).

Impact of variable die yield: Figure 5 shows the normalized
cost of a 3D-SIC for the 12 test flows for variable die yield
60% ≤ Yd ≤ 90%. Inspecting Figure 5 reveals the following
conclusions.

• The overall cost depends significantly on the die yield
and the chosen test flow. For example, in case the
die yield equals 60% TF2 performs best. However, for
higher die yields (70% and higher) TF6 peforms best.

• Choosing appropriate values for the pre-bond and
mid-bond fault coverage that leads to optimal costs
reduction is die yield dependent.

Impact of variable stack yield: Figures 6 and 7 depict the
relative cost of a 3D-SIC for the 12 test flows for variable
stacked die yield 91% ≤ YSD ≤ 99% and variable inter-
connect yield 91% ≤ YINT ≤ 99% respectively. Inspecting
Figure 6 reveals the following conclusions.

• Depending on the stacked-die yield and the selected
test flow, the overall cost significantly depends on the
quality of the mid-bond test. For example, test flows
with no mid-bond testing (TF3, TF6, TF9 and TF12)
result in higher overall cost for lower stacked-die yields.

• For high stacked-die yields (>95%) experiment TF6
performs best. However, for stacked-die yields equal to
95% and lower TF5 results in lowest costs and mid-
bond testing pays off.

Figure 7 reveals the following conclusions.
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Fig. 6. Impact of variable stacked-die yield.

�
�

�
�

�
�

�
�

�
��

��
��

��
��

��

���

����

�

����

���

�������
��

����

����	
���
���������	

Fig. 7. Impact of variable interconnect yield.

• As the fault coverage for the interconnects is constant
and 100%, the relative costs are almost independent of
the test flow.

• Relatively, to TF1, the impact of the interconnect yield
is almost constant. The reason for this is that we do not
modify the interconnect fault coverage. Note however,
that the absolute costs for TF1 change for different
interconnect yield.

• In this experiment, TF6 always results in overall optimal
3D-SIC cost. Note that the considered interconnect
yield is considered to be larger than 91%.

V. IMPACT OF LOGISTICS COSTS

In this section, 3D-COSTAR will be used to evaluate the
impact of logistic cost using the most important tests flows
presented in the previous section. The impact of logistic costs
is company dependent. For example, the cost for logistics
for an IDM company which has all its activities in-house
(i.e., manufacturing, testing and packaging) and a fab-less
company which outsources its activities are different.

We assume two different models for the logistics cost.
In the first model, referred to as the extensive model, we
assume non-zero values for all arrows in Figure 3. For the
test flows with no mid-bond testing such as TF3, appropriate
zero cost values will be for example assigned to arrow D as
this arrow is not applicable for this case. For the second
model, we assume a reduced logistics model in which some
of the activities are joint. Figure 8 shows this model with
the applicable arrow labels of Figure 3. In this model, the
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Fig. 10. Impact of reduced logistics cost model.

foundry is responsible for manufacturing the wafer and the
OSAT for the remaining steps [19].

We assume the cost to move a single wafer between any
to fabs between 0% and 10% of the manufacturing cost
of a single wafer (i.e., for each of the involved arrows in
Figures 3 and 8), regardless of the stack size.

Figures 9 and 10 show the impact on the overall 3D-SIC
cost of variable logistics cost for the reduced and extended
logistics cost model; this is performed for the most relevant
test flows TF1 up to TF6 of the previous section. Both
graphs have the same 3D-SIC cost when the logistics cost
is 0%. The figures reveal that (a) with increased logistics
cost, the impact of the extensive logistics model on the
overall 3D-SIC cost is larger; and (b) the impact of logistics
is nearly independent of the test flow, i.e., the slopes of the
lines are similar.

In order to optimize the overall test cost, an appropriate test
flow should be selected depending on the manufacturing and
design parameters. A tool such as 3D-COSTAR can a have
an added value in making appropriate trade-offs.

VI. CONCLUSION

In this paper a tool, 3D-COSTAR, is used to evaluate
the different test flows for 3D-SIC; the tool considers all
costs involved in the 3D-SIC production (including design,
manufacturing, testing, packaging and logistic) and produces
the overall cost. As a case study, 3D-COSTAR was used to
compare the overall cost of producing a 3D-SIC for variable
fault coverage. As mid-bond testing increases the amount of
wafer transport, we investigate the impact of logistics as well.
Our results show that the optimal test flow strongly depends
on design, manufacturing and test parameters such as stack
size, die yield, stack yield, fault coverage, etc. In addition,
the impact of two logistics models on the most relevant test
flows show that as long as the transports costs per single
wafer are low, the overall impact of the logistics is relatively
minor.
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Abstract—To fulfill customer demands, IC products must
satisfy the required quality generally expressed in defective parts
per million (DPPM). To meet this DPPM target, appropriate test
infrastructures and test approaches must be developed. This is
a challenging task for 3D Stacked-ICs (3D-SIC) due to a large
test flow space; each test flow may require different design-for-
test features and impact the product quality and total stack cost
differently. Therefore, appropriate models to predict the impact
of test flows on the product quality and overall stack cost at
early design stage is important for quality versus cost trade-offs.
This paper presents a model that predicts the 3D product quality
in terms of DPPM for different test flows and associated cost;
it incorporates the quality of the wafer manufacturing, stacking
and packaging process. For example, the presented case study
showed that maintaining the same product quality for larger
stack size might result in a significant test cost increase.

I. INTRODUCTION

Tremendous effort has been put in place to bring through-

silicon via (TSV) based 2.5D and 3D-SIC technology closer

to market [1–3]. Realizing such ICs is attractive due to major

benefits [4] such as (a) increased electrical performance, (b)

reduced power consumption due to shortened interconnects,

(c) heterogeneous integration, (d) reduced form factor, etc.

Providing an acceptable product quality (measured in

defective parts per million (DPPM)) to satisfy the customer

needs is crucial in semiconductor industry, including 2.5D/3D

technology. Obviously, the required product quality is strongly

application dependent. To guarantee the required DPPM level,

appropriate testing should be performed. However, testing

2.5D/3D is much complexer than testing 2D chips as they

provide several test moments such as before stacking, during

partial stacks, or after the complete packaged manufactured

stack. This results into a large space of test flows; each

test flow requires different cost and DFT infrastructure and

may result in a different DPPM level. Determining most

cost-effective test flow being able to provide the required

DPPM level is of great importance in order to optimize the

overall 3D IC cost. Note that different test flows, executed

after manufacturing, may require different design-for-test

features, which need to be incorporated in the various dies

during their early design stages.

Several cost models have been published in the area for

2.5D/3D-SICs. Most of them have focused on cost modeling

for 3D manufacturing (as in [5] and [6]), stacking and

integration (as in [7], [8] and [9]), TSV count and die area

(as in [10] and [11]). However, limited work is published

on test cost modeling and its impact on the overall chip
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 Packaging

Final test

Wafer 1
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 (1+2 ...)+ n
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     test
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2D  Test flow 2.5D/3D Test flow

Fig. 1. 2D versus 2.5D/3D D2W test flows.

quality and cost. In [12], the authors proposed a cost model

that emphasizes on manufacturing and test cost; the authors

investigated the impact of Die-to-Wafer (D2W) and Wafer-

to-Wafer (W2W) stacking on overall cost and determined the

lower bound of the yield of the final package level test given

the number of stacked dies and the final yield. In [13,14]

the tool 3D-COSTAR was proposed and used to analyze the

impact of test flows on the overall stack cost; 3D-COSTAR is

a tool being able to incorporate design cost, manufacturing

cost, test cost and logistic cost to both estimate (a) the overall

2.5D and 3D-SIC cost, and (b) cost break down for any

3D test flow. In [15], the author propose heuristics to find

cost-wise optimal test flows that include mid-bond testing.

The above clearly shows that estimating the DPPM level for

a given test cost budget and/or providing the cost effective

test flow for a given DPPM level is not investigated yet.

In this paper, we present a novel 3D modeling framework

that estimates the product quality in DPPM; the framework

incorporates the quality (expressed in yield) of the wafer

manufacturing, stacking and packaging process. In addition,

it supports all 3D tests flows, i.e., pre-bond, mid-bond,

post-bond and final tests can be applied both for dies and

interconnects each with variable test quality.

The remainder of this paper is organized as follows. Section II

briefly presents some background on 3D-SIC testing. Sec-

tion III presents a framework to estimate the product quality

for 3D-SICs. Section IV describes the experiments and results.

Finally, Section V concludes the paper.

II. 3D-TESTING

Figure 1(a) shows the conventional 2D test flow for planar

wafers [16]; it consists of two test moments: a wafer test

2014 IEEE 32nd VLSI Test Symposium (VTS) 
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prior to packaging and a final test after packaging. The wafer

test can be cost-effective when the yield is low as it prevents

unnecessary assembly and packaging costs, while the final test

is used to guarantee the final quality of the packaged chips.

2.5D/3D-SICs, however, provide additional test moments;

e.g., additional test moments can be defined for each partial

stack. Moreover, at each moment a distinction can be made

between different tests such as die and interconnect tests. In

general, four test phases can be distinguished for a 3D-SICs

consisting of n dies as depicted in Figure 1(b): (1) n pre-bond

wafer tests, (2) n-2 mid-bond tests, (3) one post-bond test

prior packaging and (4) one final test; resulting into 2·n test

moments [17].

A test flow can be extracted from the above four defined test

phases and is a collection of tests applied at one or more

of these phases. At each test phase, zero, one or more tests,

possibly with different fault coverages, both for dies and/or

interconnects, can be applied. Outgoing product quality as

well as test cost is test flow dependent. Therefore, choosing

an optimal test flow to suit the targeted DPPM level and/or

the test budget is of great importance.

It is worth noting that 100% flexibility in choosing appropriate

test flows (with associateed fault coverage) is not always

possible. For instance, depending on whether one or more

companies are involved in the supply chain for the man-

ufacturing of 2.5D/3D-SICs, different test requirements can

be set for the pre-bond wafer test [16]. If the wafers are

produced by a company (or companies) different than the

company responsible for stacking, then a high pre-bond wafer

test quality (e.g. a Know-Good-Die contract) often is agreed

upon. If such a contract is not in place (e.g., for an IDM), the

pre-bond test quality is subject to optimization. In this case,

we do not have only the freedom to include or skip the pre-

bond test phase in the test flow, but also the freedom to tune

the fault coverage as well. Faulty undetected dies at this test

phase can be detected in a later test phase, e.g., at the finale

test (after packaging).

III. 3D TEST QUALITY FRAMEWORK

A 3D-SIC consists of multiple dies and interconnects between

them; both are susceptible to defects during manufacturing,

stacking and packaging. In essence, we distinguish between

three defect sources:

1) Manufacturing defects prior to the pre-bond test.

2) Stacking defects prior to mid- and post-bond tests.

3) Assembly and packaging defects prior to the final test.

The quality of these processes are denoted by different yields

as illustrated in Figure 2, where the stacking process of three

dies is shown. Prior to stacking, the quality of each wafer

manufacturing process is described by the actual pre-bond die

yield denoted as Yma,d(i) for Die i. The fault coverage for

the pre-bond test is similarly denoted by fcma,d(i) for Die

i. The quality of the test determines the outgoing die yield,

i.e., the fraction of good dies after testing which may include

test escapes. Several work exists that models this relation

Die 1
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Mid-bond

Y    (1)ma,d fc    (1)
ma,d

Y    (2)ma,d fc    (2)
ma,d
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fc    (1,1)
st,d

fc    (1,2)
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Fig. 2. Yield modeling of different processing steps.

between actual yield, test quality, and outgoing yield [18,19]

for planar dies.

After pre-bond tests of Die 1 and 2 both dies are stacked.

During this stack operation, new defects might emerge due

to e.g. thinning, bonding, thermo-mechanical stress, etc. The

quality of this entire stacking process is modeled by the

stacked-die yield of each die in the partial stack denoted as

Yst,d(i, j), where the first index presents the ith stacking

operation, j the die index, and st stands for stacking; the

interconnect yield will be discussed later in this section.

Yst,d(1, 1) and Yst,d(1, 2) present the stacked-die yields for

Die 1 and 2, respectively, after the first stacking operation.

After this partial stack is created, dies can be re-tested

(mid-bond phase) with test(s) having possibly different fault

coverages for the two dies, denoted as fcst,d(1, j) for Die j.

Note that during this test, not only faults due to the stacking

process can be detected, but also those escaped the pre-bond

test. Similarly, when Die 3 is stacked (during the second

stacking operation) on the partial stack consisting of Dies

1 and 2, yields can be attributed to all dies in the stacking

denoted by Yst,d(2, j) for Die j; each die might be tested

(post-bond test) with a fault coverage fcst,d(2, j).

The final process that may introduce defects into the stack

is the assembly and packaging process. In a similar way,

the quality of this process is estimated by the yield of each

die in the package denoted by Ypa,d(j) for Die j, pa stands

for packaging. After assembly and packaging, a final test(s),

possibly with different fault coverages for each die (denoted

by fcpa,d(j) for Die j) can be applied.

Similarly as for the dies, we define the yields Yst,i, and

Ypa,i to estimate the quality of interconnects during stacking

and packaging respectively (note that they are not shown in

Figure 2). For example, Yst,i(i, j) is the interconnect yield

of the ith stacking operation for Interconnect j (i.e., between

Dies j and j+1). For the sake of simplicity, the pre-bond

TSV yield is ignored, i.e., its yield is assumed to be 100%;

although the model can easily be extended to incorporate this.

Next, we will estimate the overall test escape rate of a 3D-

SIC after the whole stacking process, as depicted in Figure

2; obviously, this test escape rate is a function of defects that

emerged at wafer manufacturing, stacking, and/or assembly

and packaging, and passed all the tests applied at different

!
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test moments. However, first the relationship between escapes

and the test quality will be discussed.

Equation 1 defines the relation between test escapes TE,

actual or ingoing yield Yin and outgoing yield Yout; TE

describes the ratio of faulty dies that pass the test. The ingoing

yield is the actual yield (which is an estimated number),

the outgoing yield is the fraction of dies that is considered

to be good after testing (includes both good dies and test

escapes). Equation 2 [18] shows an example of the relation

between test escapes, ingoing yield and the fault coverage

(FC). By combining equations 1 and 2, the outgoing yield as

a function of the ingoing yield and fault coverage is obtained

in Equation 3.

TE =
Yout − Yin

Yout

(1)

TE(FC) = 1− Y 1−FC
in (2)

Yout(FC) =
Yin

1− TE
=

Yin

Y 1−FC
in

= Y FC
in (3)

In general, unless otherwise stated, we assume that Equa-

tions 1, 2 and 3 hold. Our target is to obtain the overall

test escape rate of the 3D-SIC, say TE3D. Again, this test

escape rate is a function of the test escape due to defects

emerged during manufacturing, stacking and/or assembly and

packaging. This rate is captured by Equation 4.

TE3D = 1− (1− TEma) · (1− TEst) · (1− TEpa) (4)

In this equation, TEma presents the test escape rate due to

defects emerged at wafer manufacturing that passed all tests

applied at the different test moments, similarly TEst and

TEpa presents the test escape rate due to defects emerged

at different stacking operations and assembly/packaging re-

spectively. The ratio 1−TE describes the good fraction of

each particular process after all tests are applied. Next, the

test escapes rates due to wafer manufacturing, stacking and

assembly/packaging are discussed individually.

A. Test Escapes related to Wafer Manufacturing

Equation 2 assumes an infinite defect clustering parameter

which has the tendency to report too pessimistic number of

test escapes [19]. Therefore, we rather consider the clustering

parameter for accurate and realistic estimation. In that case,

the outgoing yield changes into [19]:

Yout(FC) =

(

1 +
FC ·A · d0

α

)−α

(5)

where Yout presents the outgoing yield as a function of the

fault coverage FC, A the die area, d0 the defect density, and α

the clustering parameter; note that in general any description

of Yout as a function of FC can be used here. By inserting

Equation 5 into Equation 1, we obtain the test escape rate as

a function of the fault coverage, die area, defect clustering

parameter and defect density as it is shown in Equation 6.

TE(FC) = 1−
(α+ FC ·A · d0)

α

(α+A · d0)α
(6)

pre-bond mid-bond post-bond final

test moment

fault list

fc    (i,j)

FC (unified)

f1 f2 f3

f4 f5 f6

i=0

{f1, f3}

33.33%

33.33%

i=1

{0}

00.00%

33.33%

i=2

{f4}

16.67%

50.00%

i=3

{f5,f6}

33.33%

83.33%
ma,d

Die j

Fig. 3. Incremental fault coverages.

We initially defined the fault coverage for a die test that detects

manufacturing defects as fcma,d(j) (as shown in Figure 2).

Here index j presents the die index of the particular die.

However, as dies can be tested at each test phase, fcma,d(j) is

expanded to fcma,d(i, j) where i holds information regarding

the test moment. Note that this information is not depicted in

Figure 2. The pre-bond fault coverage for a Die j is defined for

i=0 and denoted as fcma,d(0, j), while i=1 until i=n-1 present

the fault coverage for mid- and post-bond tests applied after

the ith stacking operation (note that there are n-1 stacking

operations) and finally, i=n presents the fault coverage for Die

j at the final moment (i.e., after packaging). It is worth noting

that not all values of i are applicable for each Die j during

mid- and post-bond tests. For example, Figure 2 shows that

Die 3 enters the stack at i = 2 and therefore fcma,d(0, 3) and

fcma,d(2, 3) are valid, but fcma,d(1, 3) is not. For a sequential

in-order stacked 3D-SIC, i and j can only take the values

1≤i≤(n−1) and 1≤j≤(i+1) for the mid- and post-bond test

moments.
In order to estimate the test escape rate related to wafer man-

ufacturing for a single die in a stack, we redefine Equation 6,

that describes the defect level after wafer test, by computing

a single unified fault coverage FCma,d(j) for all the tests

targeting manufacturing defects in Die j. Figure 3 shows how

to obtain this fault coverage for a particular die of a three-

layer 3D-SIC. The top left of the figure presents the fault

space of the die consisting of 6 faults denoted by f1 until f6.

The top right part of the figure shows for each test the faults

that are detected (denoted by the black boxes). For example,

the pre-bond test (i=0) covers faults f1 and f3 resulting

in a fault coverage of (fcma,d(0, j)=
|fault list|

number of faults
=33.33%).

The combined fault coverage is obtained by including the

faults that were previously tested. For example, after the

final test faults f1, f3, f4, f5 and f6 are covered resulting in

FCma,d(j)=
5
6
=83.33%. This unified fault coverage for each

Die j is denoted by FCma,d(j). Equation 7 describes the test

escapes due to manufacturing defects for Die j.

TEma(j) = 1−
(α+ FCma,d(j)) ·A · d0)

α

(α+A · d0)α
(7)

As a stack consists of n dies, the test escape rate due to defects

emerged during wafer manufacturing of all these dies can be

estimated by Equation 8; it combines the test escape ratios of

each die in the stack.

TEma = 1−

n
∏

j=1

(1− TEma(j)) (8)

!
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B. Test Escapes related to Stacking

Defects introduced during stacking are inherent to 3D pro-

cessing steps such as bonding, thinning and die alignment;

they can impact either dies or interconnects. Therefore, two

yield parameters are used. The first one is related to the

dies and is called stacked-die yield and the second one to

the interconnects referred to as interconnect yield; both are

discussed next.

Stacked-die yield: The stacked-die yield Yst,d (see

Figure 2) specifies the fraction of dies that survive the

stacking operations. As Figure 1 shows, there are n−2
mid-bond stacking operations. Therefore, Yst,d is as a

two-dimensional array of size (n−1) × n. The n−1 rows

specify the index of the stacking operations, and the n

columns specify the stacked-die yield for each die. For a

sequential in-order stacked 3D-SIC, Yst,d(i, j) is valid for

1 ≤ j ≤ (i+ 1).

Die defects may emerge due to stacking. These can be

detected either during the mid-bond, post-bond or final test

phase. We denote the FC of each test applied to detect

stacking caused die defects as fcst,d(i, j); this presents the

fault coverages of Die j during mid-bond test for i≤n−2,

during post-bond test for i=n−1, and during final test for i=n.

We extend Equations 2 and 3 to be able to calculate the

outgoing yield and test escapes after applying a sequence

of two or more stacking operations to a particular die. It is

possible to test this die after the first and second stacking

operation with different FCs fc1 and fc2, respectively, to

target stacking defects. Note that the stacked-die yield

might differ for each of the two stacking operations for the

considered die. After the first stacking operation, only the test

with FC=fc1 is applicable and Equations 2 and 3 still hold.

After the second one, the test escapes depend on the stacking

yields and fault coverages of both tests. To determine the

test escapes due to the first stacking operation (with yield

y1) the unified fault coverage of the tests with fc1 and

fc2 (denoted by U(fc1, fc2)) needs to be used, while for

the second stacking operation (with yield y2) only fc2 is

applicable. Therefore, the test escape rate can be formulated

by TE =1− {y
(1−U FC(fc1,fc2))
1 · y

(1−fc2)
2 }

Each test targets a set of faults due to stacking, which are

assumed to be similar for all stacking operations. The unified

fault coverage is calculated in a similar way as presented in

Figure 3 for manufacturing defects. In general, after p stacking

operations the test escape rate equals:

TE = 1− {y
1−U(fc1,fc2,...,fcp)
1 · y

1−U(fc2,...,fcp)
2

... · y1−U(fcp)
p } = 1−

p
∏

i=1

y
1−U(fci,...,fcp)
i (9)

A 3D-SIC has in general p=n-1 stacking operations and n

dies in the stack, resulting into n test moments (one after each

stacking operation and one final test). By using Equation 9,

the test escapes for Die j can be formulated by:

TEst,d(j) = 1−

n−1
∏

i=max(1,j−1)

Yst,d(i, j)
(1−FCst,d(i,j)) (10)

In this equation, the test escape rate for Die j is calculated by

considering all stacked-die yields Yst,d(i, j) of Die j confined

by the product operator. For each of these stacking operations

a unified fault coverage FCst,d(i, j) is calculated as defined

by Equation 11. This unified fault coverage includes all stack

tests for Die j after the ith stacking operation which include

(a) mid-bond tests (if applicable), (b) the post-bond test and

(c) the final test.

FCst,d(i, j) = U(fcst,d(i, j), ..., fcst,d(n, j)) (11)

Next, we define TEst,d in Equation 12 as the combined

escape rate due to all stacking defects in all dies by using the

expression in Equation 10 for the test escapes of n individual

dies.

TEst,d = 1−

n
∏

j=1

(1− TEst,d(j)) (12)

a) Interconnect: The second type of components in the

stack are the interconnects. Interconnects form the electrical

connections between the dies. For example, Interconnect

j=1 specifies the interconnection between Die 1 and 2.

Similarly as for dies, the matrix Yst,i(i, j) specifies the yield

of Interconnect j after the ith stacking operation. We denote

the FC of each test applied to detect interconnect defects as

fcst,i(i, j); this presents the fault coverages of Interconnect

j during mid-bond test for i≤n−2, during post-bond test for

i=n−1, and during final test for i=n. The array fcst,i(i, j)
contains only valid values for 1≤i≤n and 1≤j≤min(i, n−1).

Using a similar approach that is used for the calculation of

TEst,d, one can easily derive that the test escape rate, for

Interconnect j, due to stacking defects is:

TEst,i(j) = 1−
∏n−1

i=j Yst,i(i, j)
(1−FCst,i(i,j)) (13)

FCst,i(i, j) = U(fcst,i(i, j), ..., fcst,i(n, j)) (14)

TEst,i = 1−

n−1
∏

k=1

(1− TEst,i(j)) (15)

Equation 15 defines the combined test escape rate due to

all stacking defects in all interconnects by combining the

individual test escape rates in Equation 13. If we combine

Equations 12 and 15 for the partial test escapes of dies and

interconnects due to stacking operations, we obtain the test

escapes due to stacking as follows:

TEst = 1− (1− TEst,d) · (1− TEst,i) (16)

!
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TABLE I
DEFAULT PARAMETERS

Parameter Value Parameter Value
Wafer costs ($) 2279 Effective wafer radius (mm) 147
Die Area (mm) 50 Dies per wafer 1283
Defect density (cm−2) 0.5 Die yield (%) 81.65
Pre-bond die test cost ($) 0.50 Pre-bond die fc (%) 99.6
Stacking cost ($) 0.10 – –
Stacked die yield (%) 99 Stacked int. yield (%) 99
Mid-bond die test cost (%) 0 Mid-bond die fc (%) 0
Post-bond die test cost ($) 0.10 Post-bond die fc (%) 100
Mid-bond int test cost (%) 0.00 Mid-bond int fc (%) 0
Post-bond int test cost ($) 0.05 Post-bond int fc (%) 100
Packaging cost ($) 1.25 Packaging yield (%) 99
Final die test cost ($) 0.10 Final die fc (%) 100
Final int test cost ($) 0.05 Final int fc (%) 100

C. Test Escapes related to Assembly and Packaging

Similarly, let Ypa,d and Ypa,i denote the die and interconnect

yield, respectively, of the assembly and packaging step. The

fault coverages for testing packaging related defects are de-

fined by fcpa,d for the dies and fcpa,i for the interconnects.

Equations 17, 18 and 19 summarize the test escape rate.

TEpa,d = 1−
n
∏

j=1

Ypa,d(j)
(1−fcpa,d(j)) (17)

TEpa,i = 1−

n−1
∏

j=1

Ypa,i(j)
(1−fcpa,i(j)) (18)

TEpa = 1− (1− TEpa,d) · (1− TEpa,i) (19)

In these equations, Ypa,d(j) and fcpa,i(j) present the yield

and fault coverage of Die j respectively, TEpa,d and TEpa,i

the test escape rates of dies and interconnects, respectively,

while TEpa the total test escape rate due to assembly and

packaging.

The total 3D test escape rate can be obtained by substituting

the test escape rates of the manufacturing, stacking and pack-

aging processes (Equations 8, 16 and 19 respectively) into

Equation 4.

IV. SIMULATION RESULTS

This section describes the case studies of this paper. In par-

ticular, Section IV-A describes the experiments, Section IV-B

the default parameters, and finally, Section IV-C the results.

A. Experiments

Note that the yield and the cost parameters considered for the

experiments in this paper do not describe any processes at

IMEC or partners, nor at TU Delft. The inputs of the frame-

work are flexible and fully parameterized. By tuning these

input parameters almost anything can be proven. Nevertheless,

we provide input values as realistic as possible. In this paper,

we investigate the following two experiments.

1) Impact of FC and its associated test cost on the product

quality and total 3D-SIC cost for various stack sizes.

2) Impact of the die defect density on the test escapes and

total 3D-SIC cost for various stack sizes.

TABLE II
FAULT COVERAGE VERSUS TEST COST

fault coverage (%) 98.2 98.5 99.3 99.6 100
test cost ($cent) 4 5 8 50 150

B. Reference Process

Table I summarizes the default parameters used in our exper-

iments; the default stack size is n=4. The first block in the

tables describes the parameters related to the pre-bond phase.

We assume a standard 300mm diameter wafer with an edge

clearance of 3mm, i.e., the effective radius equals 147mm. We

estimate a cost of such a wafer to be 2279$ per wafer [20].

The die areas for each die in the stack are assumed to be

A=50mm2. For the given die areas and effective wafer radius,

the number of gross dies per wafer (GDW) approximately

equals to 1283 [21]. To estimate the cost of manufacturing

TSVs, the work of EMC-3D consortium [22] is used; the cost

to fabricate 5 um TSVs in a single wafer is assumed to be

190$ and these cost are additive to the wafer cost. All dies

except the top die are assumed to have TSVs.

The defect density is considered to be d0 = 0.1 defects/cm2

(mature process) with a defect clustering parameter α = 0.5.

The pre-bond die yield can be estimated by the negative

binomial formula as: Yma,d(j) = (1+ A·d0

α
)−α=95% [18] for

each Die j. The pre-bond fault coverage is assumed to be

fcma,d(0, j)=99.6% at a cost of 0.50$.

The next group of variables in the table contains parameters

related to the mid-bond and post-bond. We assume the cost

of manufacturing TSVs to be 60% of the 3D stacking process

cost [8]. Using this relation, we estimate the cost of a single

stacking operation to be 0.10$ per die. Each time a die is

stacked on another die or on a partial stack, the stacked-

die yield of the top two dies are assumed to be 99%. The

remainder dies in the stack is assumed to have 100% yield.

The yield of the interconnects is assumed to be 99% (which

includes the micro-bumps) between each pair of stacked dies.

Note that because n=4 there are three stacking operations

and three sets of interconnects between the dies. In addition,

we assume no mid-bond testing for dies and relative low-

cost interconnect tests at a cost of 0.05$ realizing 100% fault

coverage. In the final phase, we assume a packaging cost of

1.25 [23] with an overall packaging yield of 99%. To test for

packaging defects, the same costs and fault coverage and cost

are assumed as in the post-bond.

C. Simulation Results

The reference process resulted in a number of test escapes

equal to 780 DPPM at the cost of 13.68$ per 3D-SIC.

The results of the first experiment, the impact of pre-bond

FC with variable fault coverage and test cost, are shown in

Figure 4. The solid lines present the product quality in DPPM

and the dashed line the total 3D-SIC cost, for different stack

sizes. In order to attribute test cost to the pre-bond tests, we

compile the test cost for tests with different FCs using the

data presented in [24]; the results are shown in Table II. From

Figure 4 we conclude that:

!

!
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Fig. 4. Impact of FC on test escapes and 3D-SIC cost.

• The total 3D-SIC cost increases significantly for high

product quality, mainly caused by the increased test cost.

• In order to obtain the same product quality, larger stacks

require higher test quality. For example, to obtain a

DPPM of 1000, a fault coverage of 99% is required

for two stacked dies. However, in case the stack size

increase to four layers, the fault coverage must be

99.95% to reach the same DPPM. As the test cost

increases significantly when approaching a 100% FC,

higher 3D-SIC costs can be predicted if the DPPM

requirement must be maintained.

Figure 5 shows the result of the second experiment, i.e., the

impact of the defect density (for all dies taken the same). Note

that the fault coverage is taken 99.6% for all cases. From the

figure we conclude the following:

• A higher defect density leads to increased cost. The

increment is worst for larger stack sizes. For example, for

n=2 the cost increment is 30% when the defect density

increases from 0 (6.71$) to 1 cm−2 (8.73$), while the

cost increment equals 33% (from 13.12$ to 17.48$) for

n=4.

• The defect density has more impact on the number of test

escapes for higher n. For example, the DPPM increases

from 0 (d0=0) to 2000 (d0=1) for n=2, while this increase

almost doubles to 3996 for n=4.

V. CONCLUSION

In this paper, we presented a novel modeling framework to

estimate the 3D product quality and its associated total stack

cost. The framework integrates all test moments (pre-bond,

mid-bond, post-bond and final test) and considers defects from

the wafer manufacturing process, stacking and packaging. The

case studies presented have shown the significant importance

of this quality framework in order to make appropriate quality

and cost trade-offs. For example, the case study showed that

maintaining the same product quality for larger stack size

might result in a significant test cost increase.
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Abstract

In order to obtain acceptable compound stack yields for 2.5D- and 3D-SICs, there is a need to test the constituting dies before stacking.
The non-bottom dies of these stacks have their functional access exclusively through large arrays of fine-pitch micro-bumps, which are
too dense for conventional probe technology. A common approach to obtain pre-bond test access is to equip these dies with dedicated
pre-bond probe pads, which comes with drawbacks such as increased silicon area, test application time, and reduced interconnect perfor-
mance. In order to avoid the many drawbacks of dedicated pre-bond probe pads, we advocate the usage of advanced probe technology
that allows to directly probe on these micro-bumps. This paper reports onthe technical and economical feasibility of this approach.

1 Introduction

There is a lot of excitement around and expectations from 2.5D-
and 3D-stacked integrated circuits [1]. In 2.5D-SICs, multiple ac-
tive dies are placed side-by-side on top of and interconnected by a
passive interposer die. In 3D-SICs, multiple active dies are stacked
vertically. Both 2.5D- and 3D-SICs are enabled by the capability
to manufacture through-silicon vias (TSVs) that provide anelec-
trical connection between the front- and back-side of a silicon sub-
strate [2–4]. In 2.5D-SICs TSVs connect the stacked active dies
through the silicon interposer to the package substrate. In3D-
SICs TSVs provide vertical interconnections between the various
stacked dies. Both types of SICs serve their particular market seg-
ments and are here to stay; 2.5D-SICs provide better chip cooling
options and hence typically target high-performance computing
and networking applications, whereas 3D-SICs with their small
footprint are better suited for mobile applications.

In order to obtain acceptable compound stack yields, there is a
need to performpre-bond testingof the various dies before stack-
ing [5, 6]. For non-bottom dies in the stack, the typical functional
interface is through an array of fine-pitch micro-bumps. These
micro-bumps are too small and too dense for conventional probe
technology. Consequently, the current industrial approach to en-
able test access for pre-bond testing is to provide non-bottom dies
with dedicated pre-bond probe pads [5, 7–9]. Although theseded-
icated probe pads achieve the job, they come at the expense of
extra design effort, extra silicon area, possibly extra processing
steps, extra test application time, extra load on the micro-bump
I/Os during post-bond functional stack operation, and still leave

the micro-bumps themselves untested.

In this work, we set out to directly probe on large-array fine-pitch
micro-bumps. We are capable to do this at wafer level with a probe
card in a single-site set-up. This enables a test flow in whichthe
die’s internal circuitry (logic, DRAM) is tested through dedicated
pre-bond probe pads, possibly in a (massive) multi-site arrange-
ment, and in which the micro-bumps and underlying TSVs are
separately tested in a single-site set-up. It also enables an alterna-
tive test flow, in which the entire pre-bond test is performedsingle-
site by probing directly on the micro-bumps; this will circumvent
the need for dedicated pre-bond probe pads with all its associated
drawbacks and costs.

Direct probing on fine-pitch micro-bumps requires advanced
probe technology: fine-pitch low-force probe cards and accurate
probe stations. Prior work in this domain has been reported by oth-
ers [10–15] and by us [16–18], but, to the best of our knowledge,
this is the first paper that reports on pre-bond contact resistance,
probe marks on both top and landing micro-bumps, and impact on
stack interconnect yield. In this paper, we are using the JEDEC
Wide-I/O Mobile DRAM interface (JESD-229) [19–21] as a typ-
ical target for today’s 2.5D- and 3D-SIC micro-bump arrays.We
have designed and manufactured test wafers with this micro-bump
interface and report on our experiences probing and subsequent
stacking of that interface. We have used the 3D-COSTAR test flow
cost modeling tool [22–25] to analyze the cost-effectiveness of our
approach, in comparison to performing pre-bond testing through
dedicated pre-bond probe pads.

The remainder of this paper is organized as follows. Section2
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discusses the importance of pre-bond testing. Section 3 describes
the micro-bump probe targets. Section 4 details the selected probe
technology, while Section 5 describes the test vehicle. Experiment
results are given in Section 6. Our cost modeling case study is
described in Section 7. Section 8 concludes this paper.

2 Pre-Bond Testing

The post-bond compound stack yieldystack of a stack consisting
of n dies cannot be greater than the product of the individual die
yields yd (for 1 ≤ d ≤ n) and the interconnect yieldsyi (for
1 ≤ i ≤ n− 1), whereyi is the yield of the interconnects between
adjacent Diesi andi+ 1:

ystack ≤

n∏

d=1

yd ·

n−1∏

i=1

yi (2.1)

Figure 1 plots the post-bond compound stack yieldystack for vary-
ing die yieldsyd for various values ofn andyi. The graph demon-
strates that the compound stack yield decreases drastically if yd
decreases. Consequently, it is important to test dies before stack-
ing (the so-called pre-bond test) and only stack dies passing that
pre-bond test in a die-to-die or die-to-wafer scheme.

Figure 1: Post-bond compound stack yieldystack as function of pre-bond
die yieldyd for various stack heightsn and various interconnect yieldsyi.

Compared to skipping it, pre-bond testing obviously requires addi-
tional costs and the better the pre-bond test, the higher those costs
will be. However, this investment typically pays off, as thealterna-
tive is that bad dies get detected only after stacking, at which point
they are filtered out of the production flow together with the good
dies to which they are now attached. Figure 2 shows an example
of a total stack cost price calculation made with 3D-COSTAR [22–
25]. We assumed a three-die stack, in which Die 1 was fully tested
before stacking, but for which we varied the pre-bond test cover-
age and associated pre-bond test costs for Dies 2 and 3. The graph
shows that more pre-bond testing (at assumed linearly increasing
pre-bond test cost) actually decreases the overall stack cost price.

Figure 2: Good-stack cost price for a three-die stack as function of pre-bond
test coverage and associated test cost for Dies 2 and 3.

Test access for pre-bond testing is through probing. Probing the
bottom die of a stack is relatively easy, as the natural interface
to the package substrate is implemented with large C4 bumps or
copper pillars; a typical diameter is 50µm at 120µm pitch, which
is no problem for today’s probe technology. However, this isnot
true for the non-bottom dies; see Figure 3. All their functional
connections (for power, ground, control, clocks, digital,analog,
etc.) go through large arrays of fine-pitch micro-bumps. Typi-
cal micro-bumps have a diameter of∼20µm at 40µm pitch and
come in arrays of several hundreds to thousands of micro-bumps.
Cantilever probe cards can achieve these small pitches, butcan-
not handle such large arrays. Vertical probe cards can be made
in arbitrary array configurations, but are limited to pitches around
60µm.

(a) (b)

Figure 3: Cross-sections of typical (a) 2.5D- and (b) 3D-SICs containing
three active dies.

Today’s solution in the industry is to equip non-bottom dieswith
dedicated pre-bond probe pads, with sufficiently large sizeand
pitch to accommodate today’s probe technology [5, 7–9]. This
solution requires extra design effort and possibly extra processing
steps. Moreover, it causes a trade-off between extra silicon area
and extra test time. The probe pads are larger than the micro-
bumps; that is their whole purpose. Hence, typically one cannot
afford as many probe pads as there are micro-bumps, as they would
simply consume too much silicon area. As a result, the same pre-
bond stimulus/response data needs to be pumped in and out of
the die-under-test through a narrower interface and consequently
the die’s pre-bond test time smears out over more clock cycles,
increasing the pre-bond test application cost. Furthermore, after
performing a pre-bond test through dedicated probe pads, one can
still not be certain of the correct operation of the functional in-
terface through the micro-bumps. Finally, the dedicated pre-bond
probe pads cause an extra capacitive load on the micro-bump I/Os
during post-bond functional stack operation.
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Figure 4: Standardized micro-bump lay-out according to the JEDEC Wide-I/O Mobile DRAM specification [19].

3 Micro-Bumps

Micro-bumps come in different metallurgies, forms, and shapes.
IMEC’s 40µm-pitch micro-bumps reference process utilizes cop-
per (Cu) landing bumps of 9µm height and 25µm diameter and
copper-nickel-tin (Cu/Ni/Sn) top bumps of 9µm height and 15µm
diameter [26]. Two such micro-bumps are depicted in Figure 5.
The micro-bumps have a cylindrical shape. As can be seen, the
Cu micro-bumps have a rather smooth surface. As no reflow was
applied (yet) on the Cu/Ni/Sn micro-bumps, their surface issignif-
icantly more rough. During stacking, the two micro-bumps form
an intermetallic bond under thermo-compression.

(a) Cu micro-bump,�25µm (b) Cu/Ni/Sn micro-bump,�15µm

Figure 5: Typical micro-bumps at IMEC: (a) copper landing bump of 25µm
diameter and (b) copper-nickel-tin top bump of 15µm diameter.

Micro-bumps typically come in large arrays. For this work, we
took as target the representative micro-bump array of the JEDEC
Wide-I/O Mobile DRAM standard [19–21]. This first standard for
stackable Wide-I/O DRAMs, published as JESD-229 in December
2011, defines the functional and mechanical aspects of the Wide-
I/O logic-memory interface. The interface consists of fourDRAM
channels (nameda, b, c, andd), each consisting of an array of
6 rows× 50 columns = 300 micro-bumps with a horizontal pitch
of 50µm and a vertical pitch of 40µm. The pad locations are sym-
metric between the four channels and also the spacing between the
four channels is defined. The total interface occupies 0.52mm ×

5.25mm. Figure 4 shows the lay-out of the 1,200 JEDEC Wide-
I/O micro-bumps.

Direct probing on large arrays of fine-pitch micro-bumps hasto
meet the following criteria.

• Good electrical contact with low contact resistance, to al-
low for pre-bond testing of the die-under-test. We used as
specification a contact resistance<5Ω.

• Probe marks with a limited profile, to not impair down-
stream bonding or negatively impact the yield of that bond-

ing process. We used as specification a probe mark profile
<500nm.

• Affordable test cost, i.e., the cost of the required probe tech-
nology should not be excessive. We address this issue in
Section 7.

4 Probe Technology

4.1 Probe Cards

Conventional probe cards are insufficient to probe on large-array
fine-pitch micro-bumps, such as specified by JEDEC’s Wide-I/O
Mobile DRAM interface. Traditional cantilever probe cardsdo
not come in the required array size, and vertical probe cardsdo
not come in the required fine pitch. Hence, we needed to turn to
advanced MEMS-type probe cards.

We have used the second generation of Cascade Microtech’s Pyra-
mid Probe® technology, named Rocking Beam Interposer (RBI),
which is currently in its development phase. As depicted in Fig-
ure 6, this technology has a modular set-up comprising two com-
ponents: the probecoreand the probecard. The probe core con-
tains the IC-design specific probe tips, whereas the probe card fits
to the probe station-specific probe card holder. The probe core’s
rectangular frame has a screw in each of its four corners, with
which it is screwed right on top of the hole in the middle of the
probe card, such that the core’s probe tips stick out under the probe
card, ready to touch the wafer.

(a) Probe core (b) Probe card

Figure 6: Modular Pyramid Probe set-up consisting of (a) probe core and
(b) probe card.

The Pyramid Probe RBI is a vertical, non-see-through probe tech-
nology. Two thin-film membranes are spanned across a ‘plunger’
with adjustable spring. The first membrane contains the routing
layer from probe card I/Os to probe tips and vice-versa, whereas
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the second (= outer) membrane contains the RBI probe tips; see
Figure 7 [18]. The MEMS-type probe tips have a square probe
surface of 6×6µm2 and are placed on a rocking beam that con-
nects to the upper routing-layer membrane through a copper post.
Figure 8(a) shows a top view of an array of probe tips, while Fig-
ure 8(b) shows a cross-section of a single probe tip.

Figure 7: Conceptual cross-section view of the probe core [18].

(a) Top view (b) Cross section view

Figure 8: Pyramid Probe® RBI tips.

The Pyramid Probe® RBI technology has three main benefits: (1)
it can be manufactured in large arrays at fine pitches, down to
20µm; (2) the probe tips exercise a low probe force of up to 1
gram force per tip at a user-defined chuck over-travel, thereby in-
flicting minimal probe mark damage; and (3) the separate tip-layer
coupon allows easy repair of inadvertently damaged probe tips.

4.2 Probe Station

The selection of a probe station had to fulfill three main criteria.

• The probe station needs to be able to work in a clean-room
environment, as the stacking operations which follow after
pre-bond testing are also performed in a clean-room envi-
ronment and hence wafers/dies cannot be contaminated.

• The probe station has to be able to work with non-see-
through vertical probe cards, which implies overlayprobe-
to-pad alignment(PTPA) in the presence of upward-looking
(to the probe tips) and downward-looking (to the micro-
bumps on the wafer) cameras (see Figure 9(b)).

• The probe station has to have ax, y, andθ touch-down accu-
racy and stepping accuracy sufficient to work with the small
diameters and pitches of our micro-bump arrays.

We selected the Cascade Microtech CM300 probe station for
our task. This is a brand-new prober platform with features for
measurement accuracy and unattended testing inherited from the
Cascade Microtech Elite300 and the Süss MicroTec MicroAlign
probers respectively. Installed in IMEC’s 300mm clean-room is
the world’s first demonstrator prototype of this probe station along
with an auto-loader and material handling unit (see Figure 9(a)).

(a) (b)

Figure 9: CM300 probe station in IMEC’s 300mm clean-room (a) and the
prober’s tip training software in action on the Wide-I/O probe core (b).

5 Test Vehicle: Vesuvius-2.5D

The IMEC-designed test vehicle for our Wide-I/O direct prob-
ing experiments is named Vesuvius-2.5D. It consists of two active
Vesuvius test chips, stacked face-down side-by-side on a passive
Interposer die. Figure 10 shows a picture of a single Vesuvius-
2.5D die stack.

Figure 10: Vesuvius-2.5D die stack photo.

Figure 11 shows the various dimensions of the Vesuvius-2.5Ddie
stack, both in top and cross-section view. The two Vesuvius dies
atop measure 8.1×8.1mm2 in a custom technology consisting of
65nm CMOS and five metal layers manufactured by GLOBAL -
FOUNDRIES, and Cu/Ni/Sn micro-bumps (as described in Sec-
tion 3) manufactured by IMEC. The bottom Interposer die mea-
sures 10×20mm2 in an experimental silicon interposer technol-
ogy containing four metal layers, 10×100µm ‘via-middle’ TSVs
and Cu micro-bumps (as described in Section 3), developed and
manufactured by IMEC [27].
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Figure 11: Vesuvius-2.5D test vehicle top view and cross-section.

Each Vesuvius die contains many test structures [28], including
one full JEDEC-compliant four-channel Wide-I/O micro-bump in-
terface [19]. Each Wide-I/O channel of 300 micro-bumps is di-
vided in ten equal groups of 30 micro-bumps each, which after
stacking form an up-down daisy-chain between Vesuvius and In-
terposer dies; see Figure 12. Hence, there are in total 40 daisy-
chains for the four Wide-I/O channels. As depicted in Figure11,
the daisy-chains in the left-hand Vesuvius die are routed through
the Interposer die to regularly-sized (80×60µm2) probe pads on
the Interposer front-side to the left of the left-most Vesuvius die.

Figure 12: Vesuvius-Interposer daisy-chain consisting of 30 adjacent
micro-bumps and metal interconnects.

The Pyramid RBI probe core (shown in Figure 13(a)) designed
for our test vehicle is a so-called MSI core for exactly one Wide-
I/O channel. The reason to probe on a single Wide-I/O channel
(and not all four) is rooted in experimental considerations; this
set-up allows us to evaluate the impact of probe marks on stack
interconnect yield for all four cases: probed on top and bottom,
probed only on either top or bottom, or not probed at all. The
probe core routes all 300 probe tips out to the correspondingcore-
to-card I/Os; therefore the same probe core can be used on both
Interposer and Vesuvius dies. We have two 4.5-inch rectangular
engineering-type probe cards for our CM300 probe station: one
which completes the ten daisy-chains when probing on an Inter-
poser die (depicted in Figure 13(b)) and another one which com-
pletes the ten daisy-chains when probing on a Vesuvius die. Con-
catenating 30 micro-bumps in a daisy-chain limits the resolution
of the probe-to-bump contact resistance that can be measured, but

this design decision was due to a limitation in the number of avail-
able tester channels.

(a) (b)

Figure 13: Probe core for single-channel Wide-I/O interface (a) probetips
face-up and (b) attached to a probe card, in action in our probe station.

We have defined three test phases for Vesuvius-2.5D probing.

• In Test Phase 1we use the Pyramid RBI probe core with
the dedicated Interposer probe card to probe on Wide-I/O
channelsa andb of the pre-bond Interposer dies in two sub-
sequent touch-downs. We check the landing of the probe
tips on the 25µm-diameter Cu micro-bumps, both by means
of visual and scanning electron microscope (SEM) inspec-
tion of the probe marks, as well as by electrical continuity
of the probe card-to-wafer daisy-chains.

• In Test Phase 2we use the Pyramid RBI probe core with the
dedicated Vesuvius probe card to probe on Wide-I/O chan-
nelsb andc of the pre-bond Vesuvius dies in two subsequent
touch-downs. We verify the landing of the probe tips on
the 15µm-diameter Cu/Ni/Sn micro-bumps, both by means
of visual and SEM inspection of the probe marks, as well
as by electrical continuity of the probe card-to-wafer daisy-
chains.

• In Test Phase 3, after stacking, we assess the impact of the
micro-bump probing on the interconnect yield. We use a
conventional cantilever probe card to probe on the regularly-
sized post-bond probe pads on the front-side of the Inter-
poser and measure the electrical continuity of the various
micro-bump daisy-chains. In this, we can compare the four
channels:

– Channela: only Interposer probed

– Channelb: Vesuvius and Interposer both probed

– Channelc: only Vesuvius probed

– Channeld: no micro-bumps probed.
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6 Experiment Results

6.1 Initial Hurdles

Initially, the PTPA software of the CM300 probe station was not
optimally suited for automatically recognizing the Pyramid Probe
RBI probe tips. The software was made to handle conventional
cantilever and vertical probe needles, but turned out not towork
reliably and repeatedly for the small and very different RBIprobe
tips. We developed a dedicated probe tip recognition routine for
the RBI tips, which consists of three steps. The pattern recogni-
tion uses (1) the large cross-hair fiducials included on the four cor-
ners of the probe core’s membrane (see Figure 14(a)), (2) dummy
bumps on the probe membrane, and (3) two probe tips, typi-
cally located on opposite extremes of the probe tip array (see Fig-
ure 14(b)). With the deployment of the new software routine,the
automatic probe tip recognition works without problems.

(a) Step 1 (b) Steps 2+3

Figure 14: Dedicated probe tip recognition routine for RBI probe tips.

During probing operation, probe tips pick up dirt, which increases
the contact resistance and ultimately might obstruct electrical con-
tact completely. Hence, probe tips need to be cleaned at reg-
ular intervals. This is also true for RBI probe tips. The rec-
ommended cleaning medium for RBI tips is a tungsten-carbide
(WC) substrate, on which the to-be-cleaned tips need to touch
down with regular over-travel at 15 fresh locations. For holding
a cleaning substrate, the CM300 probe station is equipped with
various vacuum-providing auxiliary chucks, positioned just out-
side the main wafer chuck (see Figure 15). The initial software
version of the CM300 prober did not support usage of these aux-
iliary chucks with non-see-through probe cards like the Pyramid
Probe RBI. This obstacle for RBI probe tip cleaning was quickly
resolved in a new software version, and now the probe stationcan

Figure 15: Tungsten-carbide (WC) tip cleaning substrate on CM300’s aux-
iliary chuck.

perform automatic probe tip cleaning after a user-defined number
of touch-downs.

6.2 Probe Marks

For given probe tip material and shape, the resulting probe marks
depend on the chuck over-travel and the micro-bump metallurgies.
All our experiments were performed at 150µm over-travel, which
corresponds to 1gf/tip for the global plunger spring in the RBI
probe cores we used.

Test Phase 1– Figure 16 shows SEM pictures of 25µm-diameter
Cu landing micro-bumps before and after probing. Figure 16(a)
shows such a Cu micro-bumpbeforeprobing; the micro-bump
is cylindrical in shape with a very smooth surface. Figure 16(b)
shows a similar micro-bumpafterprobing. On all such Cu micro-
bumps, the probe marks are very uniform: a diagonal line of ap-
proximately 6×1µm2, caused by the heel of the diagonally placed
probe tip which itself measures 6×6µm2. The probe mark is very
shallow, on the order of the surface roughness of the Cu micro-
bump. We do not expect any negative impact of the probe mark
on the interconnect yield. Figure 16(c) shows a probed Cu micro-
bump equipped with a 10nm-thick nickel-boron (NiB) cap. This
NiB cap is meant to prevent the Cu micro-bump from oxidizing
and thus improve the stack interconnect yield. The NiB cap is
quite hard and consequently hardly any probe mark can be seen,
although proper electrical contact was made [29].

(a) Before probing (b) After (c) After (NiB cap)

Figure 16: Probe marks on 25µm-diameter Cu landing micro-bumps.

Test Phase 2– Figure 17 shows SEM pictures of non-reflowed
15µm-diameter Cu/Ni/Sn top micro-bumps before and after prob-
ing. Figure 17(a) shows such a Cu/Ni/Sn micro-bumpbeforeprob-
ing and reflow; the micro-bump is cylindrical in shape with a
rather rough Sn surface. Figures 17(b) and 17(c) show two similar

(a) Before probing (b) After – 1 (c) After – 2

Figure 17: Probe marks on non-reflowed 15µm-diameter Cu/Ni/Sn top
micro-bumps.
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micro-bumpsafter probing. On the softer Sn material, the probe
mark is significantly larger than on the much harder Cu micro-
bumps.

Figure 18 shows SEM pictures of reflowed 15µm-diameter
Cu/Ni/Sn top micro-bumps before and after probing. Figure 18(a)
shows such a Cu/Ni/Sn micro-bump which was only reflowed, and
not probed; the originally rough horizontal Sn surface (as seen
in Figure 17(a)) has been transformed by the reflow process ina
dome-shaped cap. Figure 18(b) shows a Cu/Ni/Sn micro-bump
which was first probed and subsequently reflowed. The hope was
that the reflow process would eliminate the probe mark, but ascan
be seen from the figure, this is not entirely the case. Finally, Fig-
ure 18(c) shows a Cu/Ni/Sn micro-bump which was first reflowed
and subsequently probed; as expected, the probe mark is clearly
visible in the otherwise nicely smooth dome-shaped Sn cap. The
remaining probe marks in Figures 18(b) and 18(c) could poten-
tially form a location for particle or filler entrapment and hence
negatively affect the bond’s reliability. The smallest risk for this
to happen is in the scenario where micro-bump probing precedes
the reflow operation [30].

(a) Only reflowed (b) Probed; reflowed (c) Reflowed; probed

Figure 18: Probe marks on reflowed 15µm-diameter Cu/Ni/Sn top micro-bumps.

6.3 PTPA Accuracy

We want to minimize the probe mark damage to the micro-bump,
in order not to negatively impact the downstream bonding yield;
from that viewpoint, obtaining good electrical contact while leav-
ing no visible probe mark is ideal. On the other hand, visibleprobe
marks form reassuring evidence that a micro-bump was actually
touched by a probe tip and allow us to determine the PTPA accu-
racy of the probe station.

To analyze the initial stepping accuracy of the CM300 demon-
strator probe station, we stepped over all 111 dies in a 300mm
Interposer wafer, starting top-left and zig-zagging down row-by-
row until bottom-right, performing two touch-downs per Inter-
poser die (on channelsa andb). Analysis of the probe mark loca-
tions showed that all touch-downs wereon the 25µm-diameter Cu
micro-bumps, indicating that the stepping accuracy of the probe
station was sufficient for Test Phase 1. There was little variation
detected in they-axis. However, the maximum variation in the
x-axis was between DieX (-1µm, see Figure 19(b)) and DieY
(+6.2µm, see Figure 19(c)) (die locations indicated on the wafer
map (Figure 19(a)). This was considered too inaccurate, as the
probe mark was getting close to the micro-bump edge.

(a) Interposer wafer map (b) Probe markX (c) Probe markY

Figure 19: Interposer wafer map (a) with DiesX (b) andY (c) that showed
the left-most resp. right-most probe mark location variation.

Cascade Microtech and IMEC have jointly taken several stepsto
improve the PTPA accuracy.

• Probe card adapter.
The MSI-sized RBI probe cores have a verticalz height
(‘draft’ ) of 11.1mm measured from the top side of the probe
card. This is higher than many other probe cards, due to
which the probe tips ended up below the field-of-view of
the probe station’s side-view camera, which is meant to as-
sist in the touch-down procedure. We had to lift the probe
card in order to bring the probe tips back in sight of the side-
view camera. Initially, this lifting was achieved with some
dedicated shims. To further improve PTPA stability, this
temporary workaround has been replaced with a new probe
card adapter with largerz lift.

• Thermal stability.
The ambient temperature in our clean-room is 22◦C. How-
ever, during operation, the probe chamber of the probe sta-
tion heats up to 30◦C. This temperature increase can lead to
a maximum radial wafer expansion of

r ·∆t · CTESi = 150mm · 8
◦
C · 2.6× 10

−6/◦C

= 3.12µm (6.1)

wherer is the wafer radius (in mm),∆t the temperature
increase (in◦C), andCTESi the coefficient of thermal ex-
pansion of silicon (in ppm/◦C). Direct micro-bump prob-
ing requires thermal stability to avoid wafer expansion, and
therefore we keep the chiller that controls the thermo-chuck
on at 22◦C.

• Automatic ReAlign.
The CM300 software Velox has an option for automatic Re-
Align after n touch-downs, withn a user-defined param-
eter. This software feature is mainly meant for tempera-
ture testing, where different thermal expansions of wafer
and probe system might necessitate its usage. However, for
fine-pitch micro-bump probing at stable ambient tempera-
tures, the feature also provided great benefits. We have used
it with good results after every 20 touch-downs. The Re-
Align routine takes some time to execute (about 30 seconds
in our case) and hence its usage slightly increases the over-
all test time. Therefore, the trade-off between touch-down
accuracy and test time can be optimized.
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Right now, the PTPA accuracy requirements are satisfied, as the
electrical measurement results in the following section confirm.

6.4 Contact Resistance

Proper electrical contact of the RBI probe tips on the micro-bumps
was analyzed by performing two-point resistance measurements
of the daisy-chains through probe card and wafer, for all ten
daisy-chains per touch-down. Due to a probe card fault, initially
daisy-chains DC6 and DC9 were found to be consistently non-
continuous. This was quickly diagnosed as a problem in the probe
card wiring and fixed. From this moment onward, all daisy-chains
were continuous, apart from confirmed bad dies. This demon-
strated that the probe tips all make proper contact to the micro-
bumps.

Figures 20, 21, and 22 show three representative wafer maps
of two-point resistance measurements through a 30-long micro-
bump-to-probe-tip daisy-chain of a DRAM channel on a micro-
bumped wafer. The colors in the wafer map bin the daisy-chain
resistance valueR into three bins: (1) green:R < 90Ω, (2) yel-
low: 90Ω ≤ R < 150Ω, (3) orange:150Ω ≤ R < 300Ω, (4) red:
300Ω ≤ R, (5) gray: R = ∞ (“Not-A-Number” = daisy-chain
non-continuous).

Test Phase 1– Figure 20 shows the wafer-map for DC2 of Chan-
nel a on an Interposer wafer with 25µm-diameter Cu micro-
bumps. There are 111 dies on this 300mm wafer. Most daisy-
chains are continuous. The non-continuous daisy-chains were
confirmed (through other tests on the same dies) to be caused by
wafer manufacturing issues on these particular dies. For this par-
ticular wafer, the median daisy-chain resistance was 118Ω, result-
ing in 3.9Ω per micro-bump.

Figure 20: Wafer map with two-point resistance measurement values for
DC 2 of Channela on an Interposer wafer with Cu micro-bumps.

Figure 21: Wafer map with two-point resistance measurement values for
DC 2 of Channela on an Interposer wafer with Cu micro-bumps with a NiB
cap.

Figure 21 shows the wafer-map for DC2 of Channela on an Inter-
poser wafer with 25µm-diameter Cu micro-bumps with NiB cap.
All daisy-chains (apart from one) are continuous. The NiB cap
clearly increases the daisy-chain resistance. For this particular
wafer, the median daisy-chain resistance was 170Ω, resulting in
5.7Ω per micro-bump.

Test Phase 2– Figure 22 shows the wafer-map for DC3 of Chan-
nel b on a Vesuvius wafer with 15µm-diameter Cu/Ni/Sn micro-
bumps. There are 255 dies on this 300mm wafer; due to a techni-
cal error, the testing was aborted half-way the last-but-one row at
the bottom of the wafer. Most daisy-chains are continuous. The
non-continuous daisy-chains were confirmed (through othertests
on the same dies) to be caused by wafer manufacturing issues on
these particular dies. For this particular wafer, the median daisy-
chain resistance was 98Ω, resulting in 3.3Ω per micro-bump.

Figure 22: Wafer map with two-point resistance measurement values for
DC 3 of Channelb on a Vesuvius wafer with non-reflowed Cu/Ni/Sn micro-
bumps.

6.5 Probe Impact on Stack Interconnect Yield

In Test Phase 3, we verified the impact of the probe marks on stack
interconnect yield. Table 1 lists the interconnect yields for 320
daisy-chains, 80 of each type. The table showsno significant im-
pact. The differences between channelsa–d are all explained by
the variation in sheet resistance of the Interposer wires between
Wide-I/O micro-bumps and post-bond probe pads, due to varia-
tions in lay-out locations of the micro-bumps.

Wide-I/O Channel a b c d

Vesuvius probed no yes yes no
Interposer probed yes yes no no
Interconnect yield 100% 100% 100% 100%
Daisychain resistanceR 32.0Ω 42.4Ω 45.0Ω 33.1Ω
Std. deviationR 9.8Ω 5.8Ω 9.2Ω 8.2Ω

Table 1: Interconnect yield in Test Phase 3.

7 Cost Modeling Case Study

TU Delft and IMEC have developed a software tool named 3D-
COSTAR to analyze product quality and test cost trade-offs in the
many possible 3D test flows [22–25]. The tool uses as inputs
lump-sum cost numbers for (1) design, (2) manufacturing, (3) test,
(4) packaging, and (5) logistics. It models many different stacking
approaches: simple linear 3D stacks, 2.5D stacks, complex multi-
tower stacks, D2D/D2W/W2W stacking, etc. It assumes that no
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manufacturing process is perfect and takes into account yields (in
%) of die processing, interconnect layers, stacking, and packag-
ing, as well as test coverage (in %) and test escape rates (in ppm).
Furthermore, it attributes all costs made along the way to the end-
of-line passing products.

We have used 3D-COSTAR to analyze the cost-effectiveness of our
direct micro-bump probing approach, as alternative to performing
pre-bond testing through dedicated pre-bond probe pads. Inthis
cost modeling case study, we compare two scenarios.

1. Probing through dedicated pre-bond probe pads.
These probe pads are by definition larger than the fine-pitch
micro-bumps in order to allow probing on them with con-
ventional probe technology. Consequently, they present a
trade-off between the number of probe pads and correspond-
ing silicon area on one hand, and the test input/output band-
width provided and corresponding test time on the other
hand (assuming a constant test data volume that needs to
be pumped in and out of the device-under-test).

2. Direct probing on micro-bumps.
This will require advanced (and hence expensive) probe
cards, and hypothetically the micro-bump probe marks
might decrease the interconnect yield after stacking.

Table 2 lists some of 3D-COSTAR’s key cost model parame-
ters. Note that there are many more parameters, which are not
shown. The stack set-up and die sizes are inspired by the Vesuvius-
2.5D test vehicle as described in Section 5: two active dies of
8.1×8.1=65.61mm2 stacked on side-by-side on top of a passive
interposer die of 10×20=200mm2. We assume single-site testing
on 300mm wafers with 3mm edge clearance. Unlike what was the
case on our actual test wafers, we assume that the entire wafers
are populated with only Vesuvius and Interposer dies respectively.
The Interposer technology is assumed to be relatively cheapand
mature; its defect density is fixed at 0.1 defects/cm2. On the other
hand, the active dies are assumed to be in an advanced technol-
ogy node and hence have relatively expensive wafers; their defect
density is varied from 0.0 to 1.0 defects/cm2.

Parameter Scenario 1 Scenario 2
Interposer Die 1+2 Die 1+2

Pre-bond test contacts n.a. 120 1200
300mm wafer cost $ 700 $ 3000 $ 3000
Die area 200mm2 66.61mm2 65.61mm2

Gross die / wafer 302 953 968
Defect density 0.1/cm2 0.0–1.0/cm2 0.0–1.0/cm2

Die yield 84.52% 100–65.48% 100–65.76%
Pre-bond fault coverage n.a. 99% 99%
Pre-bond test time n.a. 100s 10s
Pre-bond probe card cost / die n.a. $ 0.00 $ 0.50
Pre-bond test cost n.a. $ 5.00 $ 1.00
Stack interconnect yield 100% 99% 98%
Final fault coverage 100% 99% 99%
Final test time 1s 10s 10s
Final test cost $ 0.05 $ 0.50 $ 0.50

Table 2: Some key cost model parameters for the two test scenarios.

The case study concentrates on the pre-bond test of the active dies,
and hence we modeled a test flow in which there is no pre-bond
test for the Interposer die. We assume each of these active dies
has a JEDEC Wide-I/O compliant micro-bump interface of 1,200
micro-bumps [19]. In Scenario 1, we are providing extra dedicated
pre-bond probe pads. As we do not want to implement as many
as 1,200 extra probe pads, we are assuming that we provide 120
extra probe pads only; we optimistically assume that this leads to
only a 10× increase in pre-bond test application time and hence
test cost. In Scenario 2, we probe directly on the 1,200 micro-
bumps. For this we need an expensive advanced probe card. We
assume pessimistically its lifetime to be 100k touch-downsand its
cost to be $50k. Assuming a single touch-down per die, this ad-
vanced probe card alone adds $0.50 costs to each die tested, on
top of the assumed $0.05/s test cost. In addition, we pessimisti-
cally assume that its probe marks on the micro-bumps deteriorate
the interconnect yield after stacking from 99% down to 98%. We
have underlined the main differences between the two scenarios
under comparison.

Figure 23 shows the test cost and the total stack cost per goodstack
for varying defect density of the two active dies for both scenar-
ios. In all cases, direct probing on micro-bumps is cheaper than
testing through dedicated pre-bond probe pads. The main differ-
entiator for Scenario 1 is the 10× increase in test time and hence
test application costs, which makes pre-bond test a significant cost
contribution in the overall stack cost price. Die yield works as
a multiplier, as for example at 50% yield, two dies need to be
manufactured and tested to find one good one, whose cost price
should carry the cost of both dies. The increased area for ded-
icated pads, the expensive cost of the advanced probe card, and
the (pessimistic) yield loss are all minor contributors in the overall
cost calculation.

Figure 23: 3D-COSTAR test cost and total cost results.

Figure 24 shows the number of test escapes for both scenarios. In
all cases, direct probing on micro-bumps results in a slightly lower
number of test escapes except for the case where the defect density
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value equals zero; here, the active dies have a 100% yield forboth
scenarios. Note that the interconnect yield, which is different for
both scenarios, has no impact on the test escapes as the intercon-
nect fault coverage is assumed to be 100% during final test.

Figure 24: 3D-COSTAR test escape results.

8 Conclusion

In this paper we discussed direct probing of large-array fine-pitch
micro-bumps in the context of 2.5D- and 3D-SICs. We have
successfully conducted wafer-level direct probe experiments on
single-channels of the JEDEC Wide-I/O Mobile DRAM interface,
consisting of 6×50 arrays of 25µm-diameter Cu micro-bumps
and 15µm-diameter Cu/Ni/Sn micro-bumps at 40/50µm pitches.
Our experiments have shown the technical feasibility of thedi-
rect probing approach, with probe tips making proper electrical
contact to the micro-bumps (i.e., contact resistance<5Ω), causing
only limited probe marks (i.e., probe mark profile<500nm, for
Cu/Ni/Sn micro-bumps obtained with a post-probing reflow op-
eration), and no measureable impact on stack interconnect yield.
Our cost modeling indicates economical feasibility for single-site
testing. The next step is to prepare this technology for volume
production.
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Exploring Test Opportunities for Memory and Interconnects in 3D ICs
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Abstract— 3D-Stacked IC (3D-SIC) based on Through-
Silicon-Vias (TSV) is an emerging technology that provides
many benefits such as low power, high bandwidth 3D memories
and heterogeneous integration. One of the attractive applica-
tions making used of such benefits is the stacking of memory
dies on logic. System integrators for such application have to
provide appropriate test strategy. However, they have to deal
with block box IPs as IP providers usually refuse to share the
IP content. Moreover, they dislike including JTAG in memory
dies. Therefore, developing a low cost and high quality test
approaches, while taking these constraints into consideration,
is of great importance. This paper presents a framework of
interconnect test approaches for memories stacked on logic,
and look further than the only proposed JTAG solutions. The
benefits and drawbacks of each possible solution is extensively
discusses for stacked memories both with and without MBISTs,
placed on the memory dies or on a separate logic die.

Keywords: iBIST, 3D Stacked IC, 3D Memory, Boundary
Scan, Through-Silicon-Via

I. INTRODUCTION

The popularity of 3D Stacked ICs (3D-SICs) is rising
among industry and research institutes [1–4]. 3D-SICs are
emerging as one of the main competitors to continue the
trend of Moore’s Law. Currently, a number of methods have
been proposed to implement the interconnection of stacked
dies. One of the most promising and perhaps the most
reliable way to achieve this is with Through Silicon Vias
(TSVs) [3]. TSVs are holes going through the chip silicon
substrate filled with a conducting material. They enable short
interconnections in 3D-SICs. Stacking dies using vertical
interconnects have many benefits [4], including:

• Low latency interconnects between adjacent dies.
• Reduced power consumption.
• High bandwidth communication as TSVs cross dies

along the surface of the chip
• Improved form factor and package volume density.
• Heterogeneous integration. Different dies in the stack

could be manufactured by different wafer fabs, but
also using different technologies. DRAM and logic
integration in a single 3D-SIC becomes feasible.

Each manufactured 3D-SIC has to be tested to guarantee
the required quality and defect-per-million (DPM) level.
Several prior work addressed these issue and present test
approaches for 3D-SICs [5–8]. For example, Lewis and
Lee [9] considered pre-bond die testing in order to obtain
a satisfactory compound yield. The authors proposed a scan
island approach based on the IEEE 1149.1 [10] and IEEE
1500 [11]. Marinissen et al. [12] addressed many limitations
of previous work by proposing a structured and scalable test

access architecture using TestTurns and TestElevators to route
test data through the stack, for pre-, mid- and post-bond
tests. The architecture is further extended to support Mul-
tiple Tower (MT) stacking [13] and 21

2 -D stacking [14,15].
Many of these features are ongoing activities in the IEEE
P1838 [16,17] working group. JEDEC announced a new
standard for Wide I/O mobile DRAM (JESD229 [18]). This
standard supports interconnect testing through JTAG.

The state-of-the art in testing 3D stacked ICs assumes
mainly the presence of scan chains and JTAG on each die,
which are also used to perform interconnect test. However,
stacked dies may not always contain JTAG interfaces. For
instance, it is well know that memory providers are not in
favor of integrating JTAG in their designs; they prefer rather
to use a memory BIST (MBIST). Therefore, assuming that
each stacked dies include JTAG is too optimistic. In this
paper we will explore different ways of testing interconnects
of stacked memory on logic both in the presence and in the
absence of a JTAG interface. We also discuss the implications
of having MBIST location (either on the memory die or on
a logic day) on the different interconnect test approaches.

The remainder of this paper is organized as follows.
Section II presents the requirements related to testing the
interconnects of stacked memories. Section III presents an
overview of existing 2D test standard that could be extended
to 3D; it also briefly presents (on-going) 3D test standards.
Section IV classifies possible 3D stacked memories. Sec-
tion V explores the different interconnect BIST (iBIST)
schemes for these memory classes, each scheme with its pros
and cons. Finally, Section VI concludes this paper.

II. INTERCONNECT TEST REQUIREMENTS

Test standards need to satisfy certain requirements. For an
interconnect BIST (iBIST), requirements can be classified
and belong to the memory interface, test quality, compatibil-
ity with previous standards and to test modularity. Each of
them is briefly described next.

A. Support for Different Memory Interfaces

A memory interface consists of a set of uni- or bidi-
rectional wires possibly off-chip that describe the inter-
action with the memory. In 3D-SICs off-chip connections
are mapped in the vertical dimension on TSVs. Typical
interface signals include control, address and data signals as
depicted in Figure 1. A memory consists of at least 1 access
port, but in general could contain multiple read and write
ports. The memory dies can operate either synchronously or
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Fig. 1. Memory interface.

asynchronously and are implemented using any technology
such as SRAM, DRAM, Flash etc.

As we are dealing with stacked memory on logic, the
interface as shown in Figure 1 has to be realized using TSVs.
Therefore, failures in the interface or interconnects can be
assumed to be independent of the memory technology under
consideration. Hence, the iBIST solution has to deal with
the interface irrespective of the memory type (e.g. SRAM,
DRAM, Flash)

B. Test Quality

Design for testability and diagnosis is an important step
in the design phase. Each wire/TSV that connects the master
(e.g., CPU) with the slave ( stacked memory) should be
tested. Although TSVs are relative huge wires as compared
to on-chip wires, many defects can occur; examples are as
unfilled TSVs, partial filled TSVs, opens, roughness/spikes
in TSV sidewall layers, manufacturing flaws in sidewall
isolation oxide layer, leakage, etc. Any test solution should
target as much as possible of such defects. Test patterns
for some of such defects are well known [19]. However,
as TSV are new components in the stack, new fault models
might become relevant since a fully understanding of all TSV
failure mechanisms is still needed; TSV keep-out-zone [20]
and coupling [21] are examples of that.

C. Compatibility

Any suitable iBIST will add additional DfT hardware on
the dies. However, the solution has to be compatible with the
existing standards such as JTAG. Ideally the solution should
form an extension of an existing/ongoing standards (such as
the IEEE P1838 [16]) or easy to be integrated in them.

D. Modularity

The iBIST is responsible for interconnect testing only;
e.g., it can be reused for any other kind of memories
stacked on logic. Therefore the solution has to be modular.
The concept of modularity provides many advantages such
as (a) it helps in saving the development time and cost,
(b) testing interconnect separately from the other dies, (c)
allows memory providers to protect their IPs and withheld
the implementation details even if the solution is integrated
within the memory die, etc.

III. 3D TEST ARCHITECTURES

This section consists of two parts; first, it describes some
of the familiar 2D test standards and subsequently, the
(on-going) 3D standards. Here, we primarily focus on the
interconnect test part as it is the main purpose of this paper.

Fig. 2. IEEE std. 1149.1 wrapper.

Fig. 3. IEEE std. 1500 wrapper.

A. 2D standards

The existing 2D test standards can be classified into three
categories:

• Boundary Scan (BS) based: in this category input and
output pins are wrapped by boundary cells. Testing
input and output pins goes through this hardware.

• Test Logic (TL) based: in this configuration pins are
tested by specific dedicated logic that generates output
sequences based on the inputs.

• Instrumentation based: in this configuration, test units
are activated by means of test instruments.

Boundary Scan based

Several standards are based on the boundary cell concept.
In this section, we consider the two most important ones,
i.e., JTAG [10] and IEEE Std. 1500 [11].

JTAG (also known as IEEE Std. 1149.1) is primarily de-
veloped for interconnect tests (EXTEST) on a Printed Circuit
Board (PCB), but it can also be used to test independent dies
on the board (e.g. diagnosis mode). JTAG comes with a low
cost wrapper around each pin of each chip and is controlled
by the TAP controller as depicted in Figure 2. The figure
shows an example in which three chips are placed on a PCB.
The Test Data Input (TDI) and Test Data Output (TDO) of
each chip are cascaded and form a sequential chain. The
operation mode of each chip is controlled through the TAP
controller.

As System on Chips (SOCs) get more sophisticated and
more IP-cores are integrated, test time becomes more critical.
This necessitates a standard (IEEE Std. 1500 [11]) that
supports cost-efficient testing of core-based SoCs. A similar
wrapper as for the IEEE std. 1149.1 is placed around the
core, with mainly the following differences: (a) the newer
standard supports a wider parallel test data interface denoted
by WPI, and (b) the WIR register is controlled directly at
the cost of some extra I/O pins.

Several other (ongoing) standards that are based on a
wrapper cell similar as in JTAG can be found in literature
such as IEEE P1149.7. We refer to all of these schemes as
Boundary Scan based testing.
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Fig. 4. IEEE std. 1581 [22].

Test Logic Based

A complete different way to test interconnects is by
inserting dedicated logic for it. Figure 4 shows this concepts
for a memory slave for the IEEE Std. 1538 [22]. In normal
mode, the interconnects between the memory and host (e.g.,
a CPU) are in transparent mode and memory operations
are not affected by the additional test hardware. However,
the memory is bypassed in test mode and the inputs of
the memory are directly forwarded to its outputs through
combinational test logic. The combinational test logic usually
consists of a couple of XOR gates. In the IEEE Std. 1538
the test mode is either activated by a dedicated pin or by the
Transparent Test Mode (TTM) [22], where the TTM activates
the test by special input sequences. For example, a specific
clock frequency on the clock input pin of the memory, or
a fixed input pattern that normally is considered to be an
invalid can activate the test mode. The advantage of this
scheme over BS based testing is a much more efficient test
methodology for complex memories such as Flash EEPROM.

Instrumentation based

In instrumentation based testing, test resources on the
chip are accessed using instruments, where each instrument
could be any DfT unit such as a logic BIST, an MBIST, an
analog BIST, etc. The instruments target only fractions of
the chip. An ongoing standard is the IEEE P1687 [23]. By
incorporating an instrument for TSVs, interconnects between
dies can be tested. We do not consider this option in the
remainder of this paper as it is currently not standardized.

B. 3D Standards in development

As 3D-SICs are quickly gaining more ground the need
for a standardized test becomes more important. Several
DFT solutions have been proposed [5–9], but with many
limitations such as being not able to perform a test on a
partial stacked die. Nevertheless, two promising standards
are IEEE P1838 [16,17] and JEDEC 229 [18].

The IEEE P1838 is an on-going standard for 3D-SICs
and focuses on dies as key components in the stack.
The stack-level architecture routes both data and control
signals up and down through the stack (TestTurns and
TestElevators) to reach each particular die in the stack.
The architecture supports both intra-die test (INTEST) and
inter-die test (EXTEST) during all test phases as depicted

Fig. 5. IEEE P1838 [16].

in Figure 5. In the pre-bond phase, dedicated pads are
used to test dies. In the mid-bond and post-bond phases,
both dies in partial and a complete stack respectively can
be tested (INTEST). EXTESTs can be performed for the
interconnects during mid-bond and post-bond and are based
on the JTAG [10] and IEEE1500 [11] standards. The final
test (post-packaging) consists of the same tests options.

Recently, JEDEC announced a new standard for wide I/O
mobile DRAM [18]. This standard is more than a test
specification and targets the whole memory; the target is to
improve memory bandwidth and to reduce latency, power,
and form factor. The wide I/O specification defines the
interface between logic and memory (LMI). With respect to
testing, the following two functionalities are provided by the
standard. The first added DfT hardware is JTAG used to test
for contacts (TSVs and microbumps) and I/O testing. The
second test feature is a post-assembly DRAM test to ensure
the quality of memory dies. This makes it possible to test
the DRAM independently from the logic chip. The DRAM
layers are tested either through direct access pins or by
electrical connection through General Purpose Input/Output
(GPIO) drivers/receivers.

IV. 3D STACKED MEMORY CLASSIFICATION

In this section, we focus on the die test of the 3D mem-
ory. Section IV-A first presents the possible test moments.
Thereafter, Section IV-B classifies 3D stacked memory.

A. Testing 3D ICs

This section presents first the differences between 2D and
3D test flows and shows that for 3D ICs many test moments
are possible. These test moments are thereafter compiled into
a framework of test flows.

A conventional 2D test flow for planar wafers is depicted
in Figure 6(a) [24]. Here, usually two test moments are
applicable; i.e., a wafer test prior to packaging and a final test
after packaging. The wafer test can be cost-effective when
the yield is low, since it prevents unnecessary assembly and
packaging costs. The goal of the final test is to guarantee the
final quality of the packaged chip. During the manufacturing
of a 3D-SIC, additional test points can be defined for each
partial created stack. At each test point a distinction can
be made between die tests and interconnect tests. Die tests
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Fig. 6. 2D versus 3D D2W test flows.

ensure the functionality of individual dies, while interconnect
tests ensure functional TSVs between dies. For 3D-SICs, four
test moments can be distinguished in time as depicted in
Figure 6(b), and explained next.

1) Tpr: n pre-bond wafer tests, since there are n layers
to be stacked. Tpr tests prevent faulty dies entering the
stack. Besides die test, preliminary TSV interconnect
tests can be applied. For example, in [25] the authors
use a capacitance test to detect some of the faulty TSVs.
In [26], the authors propose active probing to detect
faulty preliminary TSVs.

2) Tmi: n-2 mid-bond tests applicable for partial created
stacks. In this case, either the dies, the interconnects,
their combination or none of them can be tested. Good
tested dies in the pre-bond test phase could get corrupted
during the stacking process as a consequence of e.g., die
thinning, and bonding [27].

3) Tpo: one post-bond test. This test can be applied after
the complete stack is formed. Analogous to wafer
testing in the 2D test flow, Tpr can be applied to
save unnecessary assembly and packaging costs. Both
interconnects and dies can be tested.

4) Tfi: one final test can be applied after assembly and
packaging to ensure the required quality of the complete
3D-SIC. Other specific packaging related tests could be
applied at this test moment as well.

Note that in total there are 2 · n different test moments.
Depending on whether one or more companies are involved
in the manufacturing of 3D-SICS, different requirements can
be set for the pre-bond wafer test quality [28]. If the (pre-
bond) wafers are produced by one or more companies and
the final 3D-SIC product is processed and manufactured by
another company, a high pre-bond wafer test quality (e.g.
a KGD) often is agreed upon. If a KGD contract is in
place, high-quality pre-bond testing is required. If such a
contract is not in place, the pre-bond test quality is subject to
optimization. This means that there is not only the option to
perform pre-bond testing or not, but also to perform pre-bond
testing at a higher or lower test quality. Faulty undetected
dies can be detected in a later stadium, e.g., in higher quality
post-packaging tests. Similarly, a high quality pre-packaging
test (Known-Good-Stacks test) can be applied.

A pre-bond memory die could be tested with a MBIST
engine. That same engine could be reused for mid-, post-

Fig. 7. 3D Stacked memory classification.

Fig. 8. Memory configurations.

bond and final tests. For the iBIST, pre-bond testing is not
considered as interconnects are only formed after stacking.

B. 3D Stacked Memory Classification

Memories are typically tested by MBISTs which perform
high quality at-speed tests. In 3D memories, one or several
of MBISTs might exist in the stack simultaneously and there
number is a trade-off between area, test time, yield, etc. For
example, MBIST and/or Built-in-Self-Repair (BISR) circuits
in the pre-bond phase allow dies to be tested and repaired
prior to stacking, while a shared MBIST/BISR unit in the
mid-bond or post-bond phase can also be used for vertical
repair, i.e., inter-die redundancy. Each memory configuration
affects the test and repair strategy. We define 7 cases of
3D stacked memories as depicted in Figure 7 based on the
availability of MBIST engines, whether they are shared or
private, and their location (on the memory or logic die) in
the stack. They are further explained next and an example
is given for each memory configuration (MC) in Figure 8.
The examples consist of two top memory dies and a single
bottom logic die. Note that each configuration could have 0,
1 or more BIST engines based on the configuration.

1) MC1 contains no MBISTs engines. Therefore, pre-bond
testing (if performed) is done by probing the dies likely
with lower quality and/or higher test cost as compared to
using an MBIST). In the final phase, testing of memory
can be performed through the logic layer, e.g., a CPU
test [29]. This configuration is not interesting as it might
be difficult to guarantee test quality and to perform
diagnosis.

2) In MC2 a shared MBIST engine is placed on one
of the memory dies. The MBIST can be used for
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pre-bond testing and for post-bond testing when the
whole memory is created. A clear visible drawback
of this scheme is non-identical memory layers (with
DfT and without DfT). The memory layer without an
MBIST faces a similar pre-bond test problem as in
MC1. An additional drawback are extra vertical TSV
connections that are required to access and program the
MBIST. Benefits of this system include area efficiency
(a single BIST only), and close to at speed testing
(latency to CPU is not taken into account). Moreover,
an optimal test algorithm can be programmed as the
memory manufacturer is responsible for the MBIST
content. Theoretically speaking, if the repair rate is high
enough the pre-bond tests can be skipped as the memory
can be repaired in a later phase.

3) In MC3 the shared MBIST is placed on the logic die.
Note that this logic die could be an interposer (used
for the peripheral circuits) or be residing an actual
design such as a CPU. This configuration has the benefit
that at speed testing can be performed. However, as
the memory dies could be manufactured in a different
company then the CPU die, the system integrator is
responsible for the memory test algorithms (which could
be non-optimal due to confidentiality). Inter-die repair
is a still possible, but the mutual sharing of resources on
the memory dies becomes harder to implement. More
interesting for this configuration is to use global spare
resources on the logic die to replace faulty cells in the
memory. Note that defects also occur due to stacking.
Similarly as in MC1, pre-bond testing can only be done
by probing. This configuration is efficient in terms of
area (a single MBIST only) and cost less to access as
compared to MC2.

4) MC4 is in essence an extension of MC2 in which each
layer has its own private MBIST. If we compare this
configuration with MC2, we see an extra cost in terms
of area, but at each die can be tested at pre-bond using
its private MBIST. Other benefits of this scheme are
independent testing of layers in parallel (faster in test
time) and inter-die repair can be realized similarly as in
MC2.

5) MC5 can be seen as an extension of MC3, where each
layer has its own MBIST on the logic die. Benefits of
MC5 include test time reduction if both MBISTs run
in parallel each optimized for its own memory layer
and expense of extra area. The remainder benefits of
this configuration are similar as MC3 such as global
memory repair.

6) The theoretical difference between memory configu-
rations MC6 and MC7 is the location of the shared
MBIST in the stack (in the logic die for MC7 and in
one of the memory dies in configuration MC6). We
only consider the case where this shared MBIST is
placed on the logic layer (i.e., MC 7). MC7 is basically
now an extension of MC3 and MC4 and has therefore
both benefits of these configurations (i.e., at speed
testing in the pre-, mid- and post-bond and final tests
all with repair capabilities). Drawback, however, is the

Fig. 9. iBIST schemes.

additional area overhead. This memory configuration
might exist for the case where the dies in the stack
are composed of different technologies (e.g., FLASH,
DRAM etc. all with their private MBISTs) and where
a shared MBIST on the logic die is used for a global
memory test.

V. 3D IBIST SCHEMES

The second part that requires testing in 3D-SICs are the
vertical interconnects. Figure 9 shows the hardware required
for interconnect testing using the BS and test logic. The
figure shows the required test infrastructure for both the mas-
ter (logic) and slave (memory) dies such that interconnects
become testable. On the slave side the test hardware for the
interconnects consists either of (a) a boundary scan or (b)
test logic or (c) no dedicated DFT. Similarly, cases (d), (e)
and (f) show the same options for the master which in this
case is considered to be a CPU. In total, nine combination
can be formed. We discuss in short the applicability of each
of these schemes which are depicted in Figure 9 from the
master’s perspective.

a) Master side - Boundary Scan: Figure 9(d) shows the
case where the interconnects on the master die are tested with
BS. In theory, the master could be connected with all the 3
test options for the slave. In case both the master and slave
are connected using BS, it requires proper mode selection
of the dies such that the return paths of the BS chain are
matched [12]. In case, the interconnects on the memory side
are connected to test logic, the BS has first to be put in the
proper test mode. After that the test logic should be activated
and subsequently the responses of the test logic based on
the shifted patterns must be captured. The last case, where
the memory has no test seems impractical for test purposes.
Nevertheless, if this option is selected test patterns have to be
applied in such away that the interconnects are tested through
the memory. This might have a severe impact on test time
for the interconnects.

b) Master side - Test logic: Figure 9(e) shows the case
where the interconnects on the master die are connected
using test logic. Note that the test logic on the Master side
is different from the test logic on the slaves. On the master,
the test logic is responsible for test pattern creation, while
the test logic on the slave side only responds by sending
patterns back based on its inputs. When the master contains
dedicated test logic for the interconnects, it would be most
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Fig. 10. Interconnect DFT for MC 7.

likely to have dedicated test logic on the slave side as well.
These patterns can be stored on the master die (as only few
patterns are required for interconnect tests [19]), or can be
shifted in using normal scan chain if available.

c) Master side - No Test: In case there is no additional
hardware support for interconnect testing (Figure 9(f)) on the
master die it would be hard to communicate with any DfT on
the Slave. Therefore, no direct test support for interconnects
seems the only applicable case; nevertheless attempts could
be made to force values on the TSVs indirectly by using
internal scan chains if available. This approach without
any DFT for the interconnects seems risky. In the final
test, however, interconnects can still be tested indirectly for
example through a CPU test, but requires more research.

From the schemes discussed above, we select the tree most
promising iBIST configurations and combine their DfT with
the MBISTS of configuration MC7 (most extensive configu-
ration of Figure 8); the three iBIST schemes are depicted
in Figure 10. Figure 10(a) shows this for the first case
where both the master and two slaves contain a boundary
scan. Note that the return path of the BS is multiplexed
in order to differentiate between pre-bond and post-bond
tests. Part (b) of the figure shows the second case where
the slave contains test logic. As there are multiple slaves
with test logic, each slave has to have its own activation
circuit. This can be obtained for example by having different
activation frequencies. Finally, part (c) depicts the hardware
for the third case in which both the master and slave contain
test logic for the interconnect test. Future research should
determine which approach performs best in terms of test time
and area overhead for given memory configurations.

VI. CONCLUSION AND FUTURE WORK

In this paper, we described challenges and test oppor-
tunities for 3D stacked memories consisting of die tests
and interconnect tests. First, we presented the possible test
moments for a 3D-SIC. Thereafter, we explored for die tests
the impact of the MBIST location and discussed how they
affect quality and memory repair. For interconnect tests,
several test approaches (or iBISTs) were explored. These ex-
plorations are required to develop low cost standardized test
methodologies. In the future we will design and implement

the iBIST schemes to obtain accurate trade-offs in term of
hardware overhead and latency.
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Abstract—Three-dimensional stacked IC (3D-SIC) technology
based on Through-Silicon Vias (TSVs) provides numerous advan-
tages as compared to traditional 2D-ICs. A potential application
is memory stacked on logic, providing enhanced throughput,
and reduced latency and power consumption. However, testing
the TSV interconnects between the two dies is challenging, as
both the memory and the logic die might come from different
manufacturers. Currently, no standard exists and the proposed
solutions fail to address dynamic and time-critical faults (at speed
testing). In addition, memory vendors have not been in favor to
put additional DfT structures such as JTAG for interconnect
testing on their memory devices. This paper proposes a new
Memory Based Interconnect Test (MBIT) approach for 3D
stacked memories. Our test patterns are applied by read and
write instructions to the memory and are validated by a case
study where a 3D memory is assumed to be stacked on a MIPS64
processor. The main benefits of the MBIT approach are: (1) zero
area overhead, (2) the ability to detect both static and dynamic
faults and perform at speed testing, (3) flexibility in applying any
test pattern, as this can be executed by the CPU on the logic die
and (4) extreme short test execution time.

Keywords: interconnect testing, 3D-SIC, memory-on-logic

I. INTRODUCTION

The popularity of 3D Stacked ICs (3D-SICs) is rising

among industry and research groups [1]. 3D-SICs based

on Through Silicon Vias (TSVs) are emerging as one of

the main competitors to continue the trend of Moore’s

Law [2]. Stacking dies with vertical interconnects possess

many benefits [1], such as (a) low latency between adjacent

dies, (b) reduced power consumption, (c) high bandwidth

communication, (d) improved form factor and package

volume density, and (e) heterogeneous integration.

One of the main applications that utilizes the mentioned

benefits is the stacking of memory (DRAM) on logic (CPU).

After stacking, a post-bond interconnect test is required to

test interconnects (TSVs + µ-bumps) between the memory

and logic dies. This is not straightforward as (1) stacked

dies may come from different providers (IP confidentiality),

(2) memory providers are reluctant to integrate DfT such as

JTAG for interconnect testing, and (3) even with DfT support,

obtaining high coverage for dynamic faults is still challenging.

Currently, no standard exists to test interconnects in memories

stacked on logic. However, some test approaches are being

under development. IEEE P1838 [3] is currently an ongoing

standard that develops DfT for general stacked ICs; it is based

on the presence of Boundary Scan (BS) cells in all dies.

Wide I/O [4] also supports interconnect testing using BS.

However, (DRAM) memory vendors are not always in favor

of integrating JTAG on their devices [5]. Other approaches

such as the IEEE P1581 [5], originally for 2D ICs, can be

extended in the third dimension. In test mode, the memory

is bypassed and interconnects are tested by creating a direct

logic function between the inputs and outputs of the memory.

IEEE P1581 prefers a JTAG compliant logic chip, i.e., the

test logic on the memory chip can function with a logic chip

that supports JTAG. This standard can be mapped to 3D-SICs

by having the bottom die (logic) JTAG compliant and where

the test logic has to reside on the top die (memory). This

approach, referred to as Test Logic (TL) based interconnect

testing, also requires additional DfT test logic on the memory

die. In addition to the undesired DfT on the memory die,

both the BS and TL based test methods are unable to

provide at speed testing required to target dynamic faults.

Testing for dynamic faults is crucial, as 3D interconnects are

expected to suffer from speed and timing related faults [6–11].

In [12] and [13] authors present hardwired BISTs with at-

speed testing capability for crosstalk faults. Both methods are

not flexible in altering test patterns and require additional DfT

area. In [13] its reported that the area overhead of the method

in [12] approximates 9.8% while their own equals 7%. They

evaluate this in 90 nm technology using 15 µm TSV diameters.

This paper proposes a post-bond Memory Based Interconnect

Test (MBIT) methodology being able to test interconnects

between memory and logic dies by performing read and write

operations from the logic die (CPU) to the memory dies.

A similar approach is taken in [14], but it is inapplicable

for TSV arrays. This paper also provides a classification of

interconnect defects, and compiles them into fault models.

In addition, it discusses the test pattern generation for these

faults and uses the proposed MBIST to implement them.

MBIT does not require any DfT area as it reuses existing

components in the stack. It supports at-speed testing and

detects static and dynamic faults. Moreover, it is very

flexible in altering test patterns simply by modifying software

instructions and has a extreme short test execution time.

The remainder of the paper is organized as follows. Section II

presents defects, fault models and detection conditions for 3D

interconnects. Section III describes thereafter the test pattern

generation for the targeted fault models. Section IV provides

the simulation results and compares our methodology with the

state-of-the-art. Finally, Section V concludes this paper.
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Fig. 1. Fault Model Classification for interconnects

II. DEFECT, FAULT MODELS AND DETECTION

A. Defects in Interconnects

Interconnects in 3D-stacking are a potential source of

defects inherent to the manufacturing steps such as TSV

fabrication/filling, bonding etc. Defects transpire both in TSVs

and micro-bumps and examples of defects are given next.

Defects related to Through-Silicon-Via (TSV):

D1 Pinhole defects occur along TSV walls and cause a short

(low resistance path) between TSVs and the substrate;

This may cause degradation of the signal quality in terms

of strength and speed [6,7,9,15].

D2 An incomplete fill of TSVs (voids) may originate from

insufficient wetting during plating. Voids cause partial

opens and lead to higher TSV resistance [6,7,9,15].

D3 Coefficient of thermal expansion (CTE) mismatch be-

tween TSV metal (most likely copper) and substrate may

lead to TSV cracks and sidewall delamination. Both lead

to increased path resistance [9,15–18].

D4 Pinch-off of TSVs during plating could lead to increased

TSV resistance or partial opens [7].

D5 Missing contacts between TSVs and the transistors or

metal layer cause opens [7,8].

D6 TSV misalignment with µ-bumps increases the resistance

and causes (partial) opens [7,9,15].

D7 Crosstalk between different TSVs [9,10].

Defects related to µ-bumps:

D8 Damage in underlying BEOL [19].

D9 Weak bonding due to buckled thinned Si chip [19].

D10 Variation in TSV heights may cause tin to be squeezed out

from µ-bump causing shorts between µ-bumps [19,20].

D11 Electromigration may cause voids and cracks in the joints,

resulting in higher resistive µ-bumps, or opens [21].

D12 µ-bump cracks due to CTE mismatch between copper,

silicon, and silicon-oxide [7].

B. Faults and Fault Models

Interconnect fault models can be classified into static and

dynamic faults. Fig. 1 shows a classification of the faults. A

defect can cause a single line or a multi line fault. Each fault is

depicted in Figure 2 and explained next. Static faults include:

• Stuck-at-Fault (SAF). There are two types of SAF faults:

stuck-at-0 (SA0) and stuck-at-1 (SA1) as depicted in

Fig. 2(b). A SAF fault can be caused by defect D1.

• Bridge fault. Simple bridge faults include wired-AND

(Fig. 2(c)) and wired-OR (Fig. 2(d)) faults. Complex

Master die

Slave die

(a)

fault-free
(b)

SA0/SA1
(c)

wired-AND
(d)

wired-OR

Static Faults

(e)

PDF
(f)

SOF
(g)

crosstalk
(h)

PDF+crosstalk
(i)

SOF+crosstalk

Dynamic Faults

Fig. 2. Static and dynamic faults

bridge faults also exists, such as A dominate-AND B in

which wire A is fault-free and where B takes the value

A ∩ B. A bridge fault can be caused by defect D10.

Dynamic faults include:

• Path Delay Fault (PDF): A partial open line defect

increases the line delay (Fig. 2(e)). It can affect both

rising or falling delay time. PDF faults can be caused

by defects D2, D3, D6, D8, D11, D12.

• Stuck Open Fault (SOF): This is caused by a complete

open line defect (Fig. 2(f)). SOFs can be caused by

defects D5, D6, D8, D9, D11, D12.

• Crosstalk Fault: Faults on victim lines are caused by

crosstalk from aggressive neighbors (Fig. 2(g)). Several

crosstalk faults exists as described by the Maximum

Aggressor (MA) fault model [22] such as (1) glitch-up,

(2) glitch-down, (3) falling delay, and (4) rising delay.

Each fault has a specific behavior, while it represents the

same phenomena. Defect D7 may cause crosstalk faults.

• PDF with Crosstalk: Faults due to partial resistive

opens (victims) are affected by crosstalk from neighbors

(Fig. 2(h)). PDF with Crosstalk faults can be caused by

combinations of crosstalk and PDF faults.

• SOF with Crosstalk: Faults due to complete open

lines (victims) are affected by crosstalk from neighbors

(Fig. 2(i)). SOF with Crosstalk faults can be caused by

combinations of crosstalk and SOF faults.

The dynamic faults embody most of the defects and therefore

it is essential to test for them.

C. Detection Conditions

The detection conditions of each fault are described next. In

general, the detection process adheres to the following steps:

1) Fault sensitization (activation): create a different behavior

between the faulty and fault-free circuit.

2) Fault propagation: make the fault visible at the outputs.

3) Line justification: backtrack the values to the input of the

circuit, such that the inputs sensitize the fault.

Fault propagation and line justification for address and

data lines are dissimilar. Data lines can be controlled and

observed directly through writing and reading. Therefore,

fault propagation and line justification are straightforward.

However, address lines are uni-directional and fault

propagation must be performed indirectly by utilizing

data lines (e.g., by writing and reading different values

to different addresses). Control lines, such as write or

read signals, are tested implicitly. For fault sensitization,

special sequences and/or transitions are required for each fault.
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TABLE I
SAF TEST PATTERNS FOR DATA LINES

OP Op. Address Data

OP1 W Addrx F F F F

OP2 R Addrx F F F F

OP Op. Address Data

OP1 W Addry 0 0 0 0

OP2 R Addry 0 0 0 0

SAF (SA0/SA1): A stuck-at-fault forces a wire to a specific

value; either 0 (SA0) or 1 (SA1). Therefore, to sensitize a SAF

fault an opposite value must be applied to the wire.

Bridge fault (Wired-AND/Wired-OR): To sensitize a bridge

fault, two opposite values must be specified on each pair

of lines. Simple bridge faults such as the ones depicted in

Fig. 2(c) and (d) require at least one of the two patterns 0-1

or 1-0 as inputs. More complex bridges such as A dominate-

AND B require both 0-1 and 1-0 inputs on each pair of wires

for fault sensitization.

PDF: We assume that the path delay fault consists of a low to

moderate resistance value, violating the normal operation with

at most one additional clock cycle. Faults that lead to larger

delays, i.e., more than one extra cycle, can be considered as

SOFs. To sensitize PDF faults, both 0→1 and 1→0 transitions

should be applied on each line.

SOF: For SOFs we assume that during short time intervals

the non-driven part of the floats remain stable. Therefore, to

sensitize SOF either a 0→1 or 1→0 transition is needed.

Crosstalk: We consider only the most relevant crosstalk faults.

To sensitize a rising crosstalk fault, a victim must undergo a

0→1 transition, while the aggressors simultaneously make a

1→0 transition. The reverse applies for falling delay faults.

PDF with Crosstalk: The fault sensitization for PDF faults

with crosstalk is the same as falling and rising delay faults, as

this maximizes the applied stress from the aggressors.

SOF with Crosstalk: The fault sensitization for this fault

requires both a 0→1 transition on the victim while keeping the

aggressors stable at 0 and a 1→0 transition on the victim while

keeping the aggressors stable at 1. Keeping the aggressors

stable reduces the coupling with the floating part of the SOF,

hence it minimizes the contribution of the aggressors to the

transition on the floating part of the victim.

III. TEST PATTERN GENERATION

Due to space limitation, we discuss only a subset of fault mod-

els. We restrict ourselves to static faults and one dynamic fault

(SOF with Crosstalk). Nevertheless, the experiment results in

Section IV will be presented for all faults. Next, a single fault

is assumed to occur at a time. In addition, during explanation

we assume Ld=16 bit data lines (presented in hexadecimal

value) and La=16 bit address lines (presented in binary value).

A. Static Faults

In this section we will present the test patterns of static

faults. A SAF fault may happen in data lines or address

lines. A bridge fault may happen: (1) between data lines, (2)

between address lines, and (3) between data and address lines.

SAF at data lines: Table I shows the memory operations

required to detect SA0 (left table) and SA1 faults (right

table) on data lines. The tables consist of four columns; the

TABLE II
SAF TEST PATTERNS FOR ADDRESS LINES

OP Op. Address Data

OP1 W 0000 0000 0000 0000 Init Data

OP2 W 0000 0000 0000 0001 Data1
OP3 W 0000 0000 0000 0010 Data2
. . . . . . . . . . . .

OP16 W 0100 0000 0000 0000 Data15
OP17 W 1000 0000 0000 0000 Data16
OP18 R 0000 0000 0000 0000 Init Data

OP Op. Address Data

OP1 W 1111 1111 1111 1111 Init Data

OP2 W 1111 1111 1111 1110 Data1
OP3 W 1111 1111 1111 1101 Data2
. . . . . . . . . . . .

OP16 W 1011 1111 1111 1111 Data15
OP17 W 0111 1111 1111 1111 Data16
OP18 R 1111 1111 1111 1111 Init Data

first column shows the index of the operation; the second

column the type of operation, i.e., read (R) or write (W);

the third and fourth columns show the address and data

values, respectively. Both tables contain a write followed by

a read operation. SAF faults will be detected during read OP2.

SAF at address lines: Table II shows the test patterns to

detect both SA0 (left table) and SA1 faults (right table)

in address lines. Detecting SA0/SA1 faults at address

lines is more complex as they affect the memory address.

For example, writing a value to the address all 1’s and

subsequently reading from this address will not detect any

SA0 fault in the address lines; this is because both the

write and read operation are affected in the same way and

the fault is not sensitized. To test memory address lines,

each address line should be tested separately. For example,

by using a walking-1 sequence for SA0 as depicted in the

left table. Address 0 of the memory is first initialized to

Init Data during OP1. During write operation OP2 to OP17

(with different data than Init Data), any SA0 in the address

lines will overwrite Init Data of address 0. Therefore, read

operation OP18 is able to detect any SA0 fault. The same

applies for SA1 faults, but with complement addresses.

Bridges between data lines: The detection of wired-AND

or wired-OR bridges between data lines requires that each

pair of data lines must fulfill at least the combination 0-1

or 1-0. Modified Counting Sequence (MCS) satisfies this

requirement at a cost of log2(Ld + 2) test patterns [23]. The

total number of memory operations required to execute such

test patterns equals 2 · log2(Ld + 2) memory operations;

for each pattern there is a write and read operation (to any

address). The effectiveness of these patterns is proven in

literature [23]. Complex bridge faults, such as A-dominant

AND B, require both 0-1 and 1-0 inputs on each pair of

wires. The True/Complement Algorithm [24] can be used for

this; it consists of 2 · log2(Ld + 2) test patterns resulting into

4 · log2(Ld + 2) memory operations.

Bridges between address lines: Wired-And and wired-OR

faults between address lines must be considered separately.

Wired-AND bridge fault: Wired-AND bridge faults can be

detected by a walking-1 pattern, similar to the detection of

SA0 faults in address lines (left side of Table II); due to

wired-AND fault operations OP2 till OP17 will overwrite

Init Data of OP1. This is detected by OP18.

Wired-OR bridge fault: Wired-OR bridge faults can be

detected by a walking-0 pattern, similar to the detection

of SA1 faults in address lines (right side of Table II). The

walking-1 sequence for wired-AND faults and walking-0 for

wired-OR detect both simple and complex bridge faults.

APPENDIX C. Publications - Interconnect Testing and Diagnosis: Paper C2 195



TABLE III
BRIDGE FAULTS TEST PATTERNS THAT FLIP DATA LINES

OP Op. Address Data

OP1 W 0000 0000 0000 0000 F F F F

OP2 R 0000 0000 0000 0000 F F F F

OP Op. Address Data

OP1 W 1111 1111 1111 1111 0 0 0 0

OP2 R 1111 1111 1111 1111 0 0 0 0

TABLE IV
BRIDGE FAULTS TEST PATTERNS THAT FLIP ADDRESS LINES

OP Op. Address Data

OP1 W 0000 0000 0000 0000 F F F F

OP2 W 0000 0000 0000 0001 0 0 0 0

OP3 W 0000 0000 0000 0010 0 0 0 0

. . . . . . . . . . . .

OP16 W 0100 0000 0000 0000 0 0 0 0

OP17 W 1000 0000 0000 0000 0 0 0 0

OP18 R 0000 0000 0000 0000 F F F F

OP Op. Address Data

OP1 W 1111 1111 1111 1111 0 0 0 0

OP2 W 1111 1111 1111 1110 F F F F

OP3 W 1111 1111 1111 1101 F F F F

. . . . . . . . . . . .

OP16 W 1011 1111 1111 1111 F F F F

OP17 W 0111 1111 1111 1111 F F F F

OP18 R 1111 1111 1111 1111 0 0 0 0

Bridges between data and address lines: Bridge faults

behave as wired-AND or wired-OR, and may cause data or

address lines to flip.

Bridge faults that flip data lines: The left side of Table III

provides the memory operations that detect wired-AND bridge

faults that lead to faulty data lines. Any data line that suffers

from a wired-AND with an address line will cause the data

line to flip to zero (on the data side), which is easily detectable.

These test patterns are similar to those of SA0 in data lines

when Addr x of Table I is set to value 0. The right side of

Table III provides the test patterns that detect wired-OR bridge

faults that lead to faulty data lines. Here, the operations take

the complement values of those of wired-AND. Any data line

suffering from a wired-OR with an address line will cause

the data line to flip to one, which is easily detectable. These

test patterns are similar to those of SA1 in data lines when

Addr y of Table I is set to a value of all 1’s.

Bridges that flip address lines: The left part of Table IV pro-

vides the test patterns needed for the detection of wired-AND

bridges that cause address lines to flip. A walking-1 pattern

on the address lines ensures the detection of these types of

faults. In OP1, the address consisting of all 0’s is initialized

with all 1’s data (FFFF in hex). Note that for the initialization

pattern (OP1) the address is not impacted in the presence of

wired-AND faults. Any address line that suffers from a wired-

AND with a data line will cause the address line to flip to

zero during the walking-1 sequence (OP2 up to OP17). This

will overwrite the original initialization. Therefore, the last

read (OP18) results in a data value of FFFF for non-faulty

interconnects and 0000 in case a fault is present. These test

patterns are similar to those in the left side of Table II used

to detect SA0 faults in address lines when Init Data = FFFF

and Datax = 0000. The right part of Table IV provides the

test patterns needed to detect wired-OR bridges that cause

address lines to flip. Here, all address and data values are

the complements of the wired-AND patterns. The memory

operations are the same as to test for SA1 faults in address

lines (right part of Table II) under the condition that Init Data

= 0000 and Datax = FFFF.

B. Dynamic Faults

Dynamic faults consist of single and multi line faults. For

single line faults the same general approach as static faults

can be used in which data lines are tested in parallel and

address lines individually. However, for multi-line faults the

1

1 1

12 2

2 2

3 3

3 3

4 4

4 4

Fig. 3. TSV groups

TABLE V
SOF WITH CROSSTALK TEST

PATTERNS FOR DATA LINES

OP Operation Address Data

OP1 W Addr1 0000 0000 0000 0000
OP2 W Addr2 1010 0000 1010 0000
OP3 R Addr1 0000 0000 0000 0000
OP4 R Addr2 1010 0000 1010 0000

OP5 W Addr1 1111 1111 1111 1111
OP6 W Addr2 0101 1111 0101 1111
OP7 R Addr1 1111 1111 1111 1111
OP8 R Addr2 0101 1111 0101 1111

TABLE VI
SOF WITH CROSSTALK TEST PATTERNS FOR ADDRESS LINES

OP Operation Address Data

OP1 W 00000000 0 0000000 Init Data
OP2 W 00000000 1 0000000 Data1
OP3 R 00000000 0 0000000 Init Data

OP4 W 11111111 1 1111111 Init Data
OP5 W 11111111 0 1111111 Data1
OP6 R 11111111 1 1111111 Init Data

layout of the address and data lines becomes important.

For simplicity, we assume a regular TSV array of size

4×4 to demonstrate how to generate test patterns for SOF

with Crosstalk. Furthermore, we assume a 1st aggressor

model, i.e., victims can only be affected by closest neighbor

aggressors. Grouping the 4×4 matrix in four groups as shown

in Fig. 3 allows us to test each group simultaneously. For

example, when TSVs of group 1 are tested as victims it is

assumed that the remaining TSVs act as aggressors. The same

applies for the other three TSV groups. In general any kth

aggressor model can be used, where k the maximum TSV

distance between victims and aggressors. Results reported

in [25] show that restricting to k=1 is sufficient.

SOF with Crosstalk at data lines: Table V shows the

memory operations required to detect SOF with Crosstalk for

TSV group 1. To sensitize such a fault, a transition must be

created on the victim while keeping the aggressors stable.

OP1-OP2 create a 0→1 transition from master to slave on the

victim data lines, while keeping aggressors stable at 0. OP3

and OP4 make a similar transition, but from slave to master.

In case the transition fails (during write or read) it will be

detected during reading (OP3-OP4). In a similar manner, but

with all data lines complemented, OP5-OP8 can be applied

to detect the 1→0 transition fault on the victim. Similar

patterns can be developed for the other remaining three groups.

SOF with Crosstalk at address lines: Table VI shows the test

pattern to detect SOF with crosstalk for a single address line.

OP1 initializes the memory by writing Init Data to address 0.

OP1 and OP2 create a 0→1 transition on the victim address

line while the aggressors are kept stable at 0. OP3 expects

Init Data in case fault-free, and Data1 if the victim line

failed to make the 0→1 transition. Similarly, OP4-OP6 detect

the reverse transition. These group of test patterns have to be

repeated for each address line individually.

It is worth noting that the minimum set required to detect all

static and dynamic faults targeted in this paper consist of only

two test: (1) PDF with Crosstalk and (2) SOF with Crosstalk.
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TABLE VII
TEST COST FOR STATIC FAULTS

Fault (set) #mem ops. # MIPS instr. #MIPS cycles

Optimized SAF 32 45 57

Optimized static / Optimized Bridge (simple bridge) 48 109 137

Optimized static / Optimized Bridge (complex bridge) 62 137 179

TABLE VIII
TEST COST FOR DYNAMIC FAULTS

Fault (set) #mem ops. # MIPS instr. #MIPS cycles

PDF at data lines 6 16 21
PDF at address lines 10 15 23

SOF at data lines 4 14 19
SOF at address lines 48 75 91

Crosstalk / (PDF + crosstalk) at data lines 24 58 66
Crosstalk / (PDF + crosstalk) at address lines 96 123 175

Stuck open fault (SOF) with Crosstalk at data lines 32 61 73
Stuck open fault (SOF) with Crosstalk at address lines 72 92 104

IV. EXPERIMENTAL RESULTS

A. Case Study

We simulate memory test patterns, for a memory die stacked

on a logic die that consists of a MIPS64 processor, by using

the MIPS64 simulator in [26]. The simulator can handle a

maximum of Ld=64-bit data lines and La=12-bit address

lines (lowest 3 bits are byte offset). The simulator supports

three types of instructions: (1) ALU instructions such as add,

subtract and shift, (2) Branch instructions such as branch if

equal, and (3) Memory instructions such as load, store, etc; a

complete reference can be found in [27].

The memory operations, which represent the test patterns, need

to be translated into real MIPS instructions. An example for

the SAF at data lines is provided in the code fragment below.

1. ori r1,r0,0xFFFF 8. SD R1, 0xFF8(R0)
2. dsll r1,r1,16 9. LD R10,0XFF8(R0)
3. ori r1,r1,0xFFFF 10. BNE R1,R10,SA0_DATA
4. dsll r1,r1,16 11. HALT
5. ori r1,r1,0xFFFF
6. dsll r1,r1,16 SA0_DATA:
7. ori r1,r1,0xFFFF ;handle fault here

The test consists of 11 instructions. The first 7 instructions

create the desired pattern FFFF FFFF FFFF FFFF in register

R1 (similarly as in the left side of Table II). Instructions 8

and 9 contain the two memory operations in which R1 is

written (SD) and read (LD) from memory. In case a stuck

at fault is present a branch will be taken (instruction 10) to

SA0 DATA.

Tables VII and VIII summarize the number of memory opera-

tions and clock cycles for all static and dynamic faults respec-

tively. The tables provide for each fault the required number

of memory operations, the number of MIPS instructions to

execute those memory operations and finally, the number of

MIPS cycles. For example, to test for all static faults requires

only 179 MIPS cycles. The memory latency is 1 clock cycle.

B. Comparison with Prior Related Work

We compare our MBIT approach with BS, TL and the BIST

methods [12,13] for several DfT requirements related to test

quality (T1) and cost (T2).

T1 Test quality: The test methodology must support full

controllability and observability and test for static and dy-

namic faults. In addition, diagnosis should identify faulty

TABLE IX
COMPARISON BETWEEN INTERCONNECT TEST APPROACHES

Test Requirement Boundary Scan Test Logic BIST [12] BIST [13] MBIT

T1 controllabil-
ity/observability

Both Memory outputs
are only observ-
able

both both Address lines are
tested indirectly

T1 static/dynamic Only static Only static crosstalk only crosstalk only Static + Dynamic

T1 detec-
tion/diagnosis

Support for both Support for both Support for both Support for both Support for both

T1 flexible test pat-
terns

yes yes, limited out-
put controllabil-
ity

no no yes

T2 area overhead 2 · (La + Lc +
2 · Ld) BS cells
(bottom/top die)
+ JTAG (top die)

La+Lc+2 ·Ld

BS cells (bottom
die) and test logic
(top die)

9.8% with
respect to TSV
array

7% with respect
to TSV array

No area overhead

T2 test cost (simple
bridges)

2 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

(La + Lc + 2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

not applicable not applicable 2 · log2(Ld +
2) + 2 · La + 8
at speed memory
operations

T2b test cost (com-
plex bridges)

4 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

2 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

not applicable not applicable 4 · log2(Ld +
2) + 2 · La + 8
at speed memory
operations

locations. Modifying test patterns for extra diagnosis or

to target different faults is needed.

T2 Test cost: The DfT overhead should be as low as possible

and preferably without DfT on the memory die. The test

time should be cost-effective; i.e., the test time should be

reasonable and scalable with the number of TSVs.

Test quality comparison

Table IX summarizes the comparison between the five test

methods. All approaches are in general able to control and

observe the interconnects. TL has a limited controllability

of memory outputs and MBIT propagates faults in address

lines indirectly. BS and TL can be used for static faults

only, while the approaches in [12] and [13] perform testing

by hardwired state machines and target crosstalk faults only.

MBIT is flexible enough to test for any fault. BS and TL

can be modified for dynamic fault testing, but require extra

hardware or complete cell modification [28,29]. BS intercon-

nect testing has an additional limitation for the case where

drivers and receiver cells cannot be tested simultaneously; in

this case, approximately 75% of the drivers and receivers can

be covered [4]. A similar problem exists in [12] and [13] as

both solutions only can handle uni-directional lines. MBIT is

able to test for both TSV drivers and receivers as patterns

are applied in both directions. Diagnosis is possible for all

cases, however, the schemes in [12,13] cannot apply flexible

patterns as the BISTs are hardwired, while in TL some test

patterns might not be applicable due to memory input output

dependancy during test.

Test cost comparison

For a fair area overhead comparison, we assume a bottom die

with default JTAG. In that case, the overhead for each method

will be the following:

• BS: the overhead consists of the additional BS cells

on both the bottom die and top die assigned to the

interconnects, in total equal to 2 · (La+Lc+2 · Ld). Here

La presents the number of address line, Lc the number of

control lines, Ld the number of data lines. Control and

address lines require a single BS cell per wire, while

bi-directional data lines are assumed to have two BS

cells [30]. In addition to BS cells, the JTAG infrastructure

on the top die is also part of the overhead.
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• TL: the overhead includes the BS-cells on the bottom die

of length La+Lc+2 · Ld and the test logic on top die.

• BIST [12,13]: the overhead consists in both methods of

a state-machine, several flip-flops and other control logic

such as muxes. In [13] its reported that the area overhead

of the method in [12] approximates 9.8%, while their own

equals 7%; both are measured with respect to the total

TSV area. It is evaluated in 90 nm technology using 15

µm TSV diameters using a 64×16 TSV matrix.

• MBIT: no area overhead.

The test time for each of the approaches is as follows:

• BS: the total test time for BS depends on the number

of test patterns and the length of the BS cells. For the

True/Complement Algorithm, the number of test patterns

equal 2 · ⌈log2(La + Lc + Ld + 2)⌉ to detect all static

faults. The length of the BS cells equals 2 · (La + Lc +
2 ·Ld). Therefore, the test time equals 4 · (La +Lc + 2 ·
Ld) · ⌈log2(La + Lc + Ld + 2)⌉ test clock cycles.

• TL: The test time reduces by a factor of two when

compared to BS, due to half the number of BS cells.

• BIST [12,13]: The test time of the hardwired BISTs

in [12,13] is much lower than other approaches. For ex-

ample, the method in [13] requires 122 cycles (assuming

1 cycle per TSV row pattern) to detect all targeted faults

in this paper (i.e., the test set PDF with crosstalk and

SOF with crosstalk faults).

• MBIT: To detect all static faults 179 MIPS cycles are

required (assuming complex bridges). To detect all static

and dynamic faults (PDF with crosstalk and SOF with

crosstalk faults), MBIT requires 66+175+73+104=418 at

speed cycles (see Table VIII).

In conclusion, with respect to the area overhead MBIT per-

forms best followed by BIST [12], BIST [13], TL and BS.

If we compare MBIT with BS and TL with respect to test

time considering the same MIPS memory (La=12, Ld=64 and

for simplicity ignore control lines Lc=0), BS based testing

would require 3920 test clock cycles and Test Logic based

testing 1960 test clock cycles for True/Complement Algorithm.

Moreover, if we assume an operational clock frequency of

500 MHz and test clock speed of 100 MHz the differences

between the methods becomes more apparent. The total test

time would be 0.36µs, 39.20µs and 19.6µs for MBIT, BS

and TL respectively. If we compare MBIT with the hardwired

BIST solutions for both dynamic and static faults, we see that

MBIT is slower in test time (418 cycles for MBIT versus

122 cycles for BIST [13]), but has the flexibility of applying

different test patterns and does not require additional DfT.

V. CONCLUSION

This paper proposed a new Memory Based Interconnect Test

(MBIT) approach for 3D-SICs where memory is stacked on

logic by testing interconnects through memory read and write

operations. Our MBIT solution is able to perform at-speed

testing and detect all static and dynamic faults. It has zero area

overhead and allows flexible patterns to be applied. In addition,

the required test time is much lower than traditional based

solutions such as Boundary Scan, but is three times slower

than hardwired BIST solutions. However BIST solutions have

a large area overhead and cannot apply flexible patterns.
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Post-Bond Interconnect Test and Diagnosis for 3D
Memory Stacked on Logic
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Abstract—Three-dimensional stacked IC (3D-SIC) technology
based on Through-Silicon Vias (TSVs) provides numerous advan-
tages as compared to traditional 2D-ICs. A potential application
is memory stacked on logic, providing enhanced throughput, and
reduced latency and power consumption. However, testing the
TSV interconnects between the two dies is challenging as both the
memory and the logic dies might come from different providers.
Currently, no standard exists and the proposed solutions fail
to address dynamic and time-critical faults (at speed testing).
In addition, memory vendors have not been in favor to put
additional DfT structures such as JTAG for interconnect testing
on their memory devices. This paper proposes a new Memory
Based Interconnect Test (MBIT) approach for 3D memories
stacked on logic (e.g. CPU’s). A structural approach is used to
develop fault models, their detection conditions, and test and
diagnosis patterns. The test patterns are applied by read and
write instructions to the memory and are validated by a case
study where a 3D memory is assumed to be stacked on a MIPS64
processor. The main benefits of the MBIT approach are: (1) zero
area overhead, (2) the ability to detect both static and dynamic
faults and perform at speed testing, (3) flexibility in applying
any test pattern, as this can be executed by the CPU on the logic
die (4) extreme short test execution time, and (5) the ability to
perform interconnect diagnosis.

Keywords: interconnect testing, 3D-SIC, memory-on-logic

I. I NTRODUCTION

The popularity of 3D Stacked ICs (3D-SICs) is rising
among industry and research groups [1]. 3D-SICs based
on Through Silicon Vias (TSVs) are emerging as one of
the main competitors to continue the trend of Moore’s
Law [2]. Stacking dies with vertical interconnects possess
many benefits [1], such as (a) low latency between adjacent
dies, (b) reduced power consumption, (c) high bandwidth
communication, (d) improved form factor and package
volume density, (e) heterogeneous integration, etc.

One of the main applications that utilizes the mentioned
benefits is the stacking of memory (DRAM) on logic (CPU).
After stacking, a post-bond interconnect test is required to
test interconnects (TSVs +µ-bumps) between the memory
and logic dies. This is not straightforward as (1) stacked
dies may come from different providers (IP confidentiality),
(2) memory providers are reluctant to integrate DfT such as
JTAG for interconnect testing, and (3) even with DfT support,
obtaining high coverage for dynamic faults is still challenging.

M. Taouil and S. Hamdioui are with the Department of Computer Engi-
neering, Delft University of Technology, Mekelweg 4, 2628 CD, Delft, The
Netherlands. E-mail:{M.Taouil, S.Hamdioui}@Tudelft.nl

Currently, no standard exists to test interconnects in
memories stacked on logic. However, some test approaches
are being under development. IEEE P1838 [3] is currently an
ongoing standard that develops DfT for general stacked ICs;
it is based on the presence of Boundary Scan (BS) cells in all
dies. Wide I/O [4] also supports interconnect testing usingBS.
However, (DRAM) memory vendors are not always in favor
of integrating JTAG on their devices [5]. Other approaches
such as the IEEE P1581 [5], originally for 2D ICs, can be
extended in the third dimension. In test mode, the memory
is bypassed and interconnects are tested by creating a direct
logic function between the inputs and outputs of the memory.
IEEE P1581 prefers a JTAG compliant logic chip, i.e., the
test logic on the memory chip can function with a logic chip
that supports JTAG. This standard can be mapped to 3D-SICs
by having (a) the bottom die (logic) JTAG compliant and
(b) the test logic residing on the top die (memory). This
approach, referred to as Test Logic (TL) based interconnect
testing, also requires additional DfT test logic on the memory
die. In addition to the undesired DfT on the memory die,
both the BS and TL based test methods are unable to provide
at speed testing required to target dynamic faults. Testingfor
dynamic faults is crucial, as 3D interconnects are expected
to suffer from speed and timing related faults [6–11]. BS
and TL can both be used to perform diagnosis for static faults.

In addition to the lack of standards, limited dedicated test
solutions with at-speed testing capability for TSV crosstalk
faults have been published. In [12,13], authors present
hardware BIST approaches to test the TSV interconnects.
Both methods are not flexible in altering test patterns and
require additional DfT area; it is assumed to be 7% for [13]
and 9.8% for [12] when considering 90 nm technology using
15 µm TSV diameters. In [14] the authors test the memory
interconnects using the embedded CPU. They target crosstalk
faults in planar dies. However, the authors did not address
diagnosis. Moreover, the layout of a TSV array in 3D-SICs
differs from wire connections in planar ICs.

This paper proposes a post-bond Memory Based
Interconnect Test (MBIT) methodology being able to
test interconnects between memory and logic dies by
performing read and write operations from the logic die
(CPU) to the memory dies. It provides a classification of
interconnect defects, and compiles them into fault models.
In addition, it discusses the test pattern generation for these
faults and uses the proposed MBIT to implement them. For
diagnosis purposes, several algorithms are presented allowing
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to perform maximum fault diagnosis. MBIT does not require
any DfT area as it reuses existing components in the stack.
It supports at-speed testing and detects static and dynamic
faults. Moreover, it is very flexible in altering test patterns
simply by modifying software instructions and has a extreme
short test execution time.

The remainder of the paper is organized as follows. Sec-
tion II presents defects, fault models and detection conditions
for 3D interconnects. Section III provides the test pattern
generation for the targeted fault models. Section IV discusses
the diagnosis algorithms for the fault models under consider-
ation. Section V provides the simulation results and compares
our methodology with the state-of-the-art. Finally, Section VI
concludes this paper.

II. D EFECT, FAULT MODELS AND DETECTION

This section describes first general terminology regarding
defects, faults and fault detection. Thereafter, it presents an
overview of typical defects in the 3D interconnects. Each
defect is subsequently compiled in its fault abstraction. Finally,
detection conditions are given for each fault.

A. Terminology

Next, we describe briefly the keywords that are used in the
rest of the paper. Adefect is a physical imperfection that may
cause a chip to malfunction. Defects are typically modeled
at a higher abstraction level byfaults. A fault may represent
one or more defects with the same or similar fault behavior.
A collection of faults with similar properties are grouped in
a fault model. Faults can be detected by applying a sequence
of test vectors; the obtained test responses are compared with
golden fault-free responses. The fraction of detectable faults,
the fault coverage, indicates the quality of the test. In case the
fault coverage of the test algorithm is insufficient faulty chips
might pass the test; they are referred to astest escapes.

In this work, atest algorithm is considered to be a sequence
of memory write and read operations (i.e., test vectors) applied
to target interconnect faults. Subsequently, atest response
presents the logic value on the interconnects retrieved using
a read operation. The difference between the expected fault-
free response and the actualtest response is called thefault
syndrome. Note that not all input vectors trigger faulty test
responses in the presence of faults. In case a test pattern does
not trigger a fault to be visible at the output, we speak of an
aliasing syndrome. Finally, acomfounding syndrome refers to
the case where the presence of two or more faults lead to the
same faultytest response for a given test vector. Our objective
in this paper is to provide high quality tests at low cost, while
also being able to performmaximum diagnosis, i.e., not only
identifying the fault location but also the fault type.

B. Defects in Interconnects

Interconnects in 3D-stacking are a potential source of
defects inherent to the manufacturing steps such as TSV
fabrication/filling, bonding etc. Defects may occur both in

Interconnect  Fault models

DynamicStatic

Multi line faultSingle line faultMulti line faultSingle line fault

SA0

SA1

PDF

SOF

Wired-AND

Wired-OR

Crosstalk

SOF with 
crosstalk

PDF with 
crosstalk

Fig. 1. Fault Model Classification for interconnects

TSVs and micro-bumps and a list of common defects are given
next.
Defects related to Through-Silicon-Via (TSV):

D1 Pinhole defects occur along TSV walls and cause a short
(low resistance path) between TSVs and the substrate;
This may cause degradation of the signal quality in terms
of strength and speed [6,7,9,15].

D2 An incomplete fill of TSVs (voids) may originate from
insufficient wetting during plating. Voids cause partial
opens and lead to higher TSV resistance [6,7,9,15].

D3 Coefficient of thermal expansion (CTE) mismatch be-
tween TSV metal (most likely copper) and substrate may
lead to TSV cracks and sidewall delamination. Both lead
to increased path resistance [9,15–18].

D4 Pinch-off of TSVs during plating could lead to increased
TSV resistance or partial opens [7].

D5 Missing contacts between TSVs and the transistors or
metal layer cause opens [7,8].

D6 TSV misalignment withµ-bumps increases the resistance
and causes (partial) opens [7,9,15].

D7 Crosstalk between different TSVs [9,10].

Defects related to µ-bumps:

D8 Damage in underlying BEOL [19].
D9 Weak bonding due to buckled thinned Si chip [19].

D10 Variation in TSV heights may cause tin to be squeezed out
from µ-bump causing shorts betweenµ-bumps [19,20].

D11 Electromigration may cause voids and cracks in the joints,
resulting in higher resistiveµ-bumps, or opens [21].

D12 Cracks inµ-bumps due to CTE mismatch between cop-
per, silicon, and silicon-oxide [7].

C. Faults and Fault Models

Interconnect fault models can be classified into static and
dynamic faults. Static faults are fixed and time independent,
while dynamic faults may change over time. Fig. 1 shows a
classification of the faults. A defect can cause a single line
or a multi line fault. Each fault is depicted in Figure 2 and
explained next. Static faults include:

• Stuck-at-Fault (SAF). There are two types of SAF faults:
stuck-at-0 (SA0) and stuck-at-1 (SA1) as depicted in
Fig. 2(b). A SAF fault can be caused by defect D1.

• Bridge fault. Simple bridge faults include wired-AND
(Fig. 2(c)) and wired-OR (Fig. 2(d)) faults.Complex
bridge faults also exists, such as A dominate-AND B in
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Dynamic Faults

Fig. 2. Static and dynamic faults

which wire A is fault-free and where B takes the value
A ∩ B. A bridge fault can be caused by defect D10.

Dynamic faults include:

• Path Delay Fault (PDF): A partial open line defect
increases the line delay (Fig. 2(e)). It can affect both
rising or falling delay time. PDF faults can be caused
by defects D2, D3, D6, D8, D11, D12.

• Stuck Open Fault (SOF): This is caused by a complete
open line defect (Fig. 2(f)). SOFs can be caused by
defects D5, D6, D8, D9, D11, D12. Note that we assumed
SOF to be a dynamic fault as the logic value on the
floating end may change over time.

• Crosstalk Fault: Faults on victim lines are caused by
crosstalk from aggressive neighbors (Fig. 2(g)). Several
crosstalk faults exists as described by the Maximum
Aggressor (MA) fault model [22] such as (1) glitch-up,
(2) glitch-down, (3) falling delay, and (4) rising delay.
Each fault has a specific behavior, while it represents the
same phenomena. Defect D7 may cause crosstalk faults.

• PDF with Crosstalk (PDFC): Faults due to partial resistive
opens (victims) are affected by crosstalk from neighbors
(Fig. 2(h)). PDF with Crosstalk faults can be caused by
combinations of crosstalk and PDF faults.

• SOF with Crosstalk (SOFC): Faults due to complete open
lines (victims) are affected by crosstalk from neighbors
(Fig. 2(i)). SOF with Crosstalk faults can be caused by
combinations of crosstalk and SOF faults.

The dynamic faults embody most of the defects and therefore
their detection is essential to guarantee high product quality.

D. Detection Conditions

The detection conditions of each fault are described next. In
general, the detection process adheres to the following steps:

1) Fault sensitization (activation): create a difference be-
tween faulty and fault-free circuits.

2) Fault propagation: make the fault visible at the outputs.
3) Fault justification: backtrack the values to the primary

inputs of the circuit, such that the inputs sensitize the
fault.

Fault propagation and justification for address and data lines
are dissimilar. Data lines can be controlled and observed
directly through writing and reading. Therefore, fault
propagation and justification are straightforward. However,
address lines are uni-directional and fault propagation must be
performed indirectly by utilizing data lines (e.g., by writing
and reading different values to different addresses). Control
lines such as write or read enable are tested implicitly. For
fault sensitization, special sequences and/or transitions are

required for each fault.

SAF (SA0/SA1): A stuck-at-fault forces a wire to a specific
value; either 0 (SA0) or 1 (SA1). Therefore, to sensitize a SAF
fault an opposite value must be applied to the wire.
Bridge fault (Wired-AND/Wired-OR): To sensitize a bridge
fault, two opposite values must be specified on each pair
of lines. Simple bridge faults such as the ones depicted in
Fig. 2(c) and (d) require at least one of the two patterns 0-1
or 1-0 as inputs. More complex bridges such as A dominate-
AND B require both 0-1 and 1-0 inputs on each pair of wires
for fault sensitization.
PDF: We assume that a path delay fault is caused by a
low to moderate resistive open defect, violating the normal
operation with at most one additional clock cycle. Faults that
create larger delays, i.e., more than one extra clock cycle,are
considered as SOFs. To sensitize PDF faults, both 0→1 and
1→0 transitions should be applied on each line.
SOF: For SOFs we assume that during short time periods the
non-driven part of floating lines remain unchanged. Therefore,
to sensitize these faults either a 0→1 or 1→0 transition is
needed.
Crosstalk: We consider only the relevant crosstalk faults of
the MA fault model. These are therising and falling delay
faults. To sensitize arising delay fault, a victim must undergo
a 0→1 transition, while the aggressors simultaneously make
a 1→0 transition. The reverse applies forfalling delay faults.
PDFC: The fault sensitization for PDF faults with crosstalk
consists of two simultaneous transitions. Up or down transi-
tions are needed to sensitize delay faults at the resistive vic-
tims, while opposite transitions are needed on the aggressors to
maximize the stress. The sensitization of this fault is equivalent
to falling and rising delay faults.
SOFC: The fault sensitization for this fault requires both a
0→1 transition on the victim (i.e., the wire that contains the
SOF), while keeping the aggressors unchanged at 0 and a
1→0 transition on the victim while keeping the aggressors
unchanged at 1. Keeping the aggressors unchanged reduces the
coupling with the floating part of the SOF, hence it minimizes
the contribution of the aggressors to the transition on the
floating part of the victim.

III. T EST PATTERN GENERATION

In this section, we generate test patterns for each fault. We
assume the presence of a single fault at a time. In addition,
during explanation we assume that the number of data lines
is Ld=16 and that of address linesLa=16. Nevertheless, the
approach is scalable to any number of data and address lines.
In this work we target the testing of TSVs, micro-bumps as
well as TSV drivers and receivers on both the memory and
logic die.

A. Static Faults

In this section, we will present the test patterns of static
faults. A SAF fault may happen in data lines or address
lines. A bridge fault may happen: (1) between data lines,
(2) between address lines, and (3) between data and address
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TABLE I
SAF TEST PATTERNS FOR DATA LINES

SA0 at data lines
OP# Op. Address Data
OP1 W Addrx F F F F
OP2 R Addrx F F F F

SA1 at data lines
OP# Op. Address Data
OP1 W Addry 0 0 0 0
OP2 R Addry 0 0 0 0

TABLE II
SAF TEST PATTERNS FOR ADDRESS LINES

SA0 at address lines
OP# Op. Address Data
OP1 W 0000 0000 0000 0000 Init Data
OP2 W 0000 0000 0000 0001 Data1
OP3 W 0000 0000 0000 0010 Data2
. . . . . . . . . . . .

OP16 W 0100 0000 0000 0000 Data15
OP17 W 1000 0000 0000 0000 Data16
OP18 R 0000 0000 0000 0000 Init Data

SA1 at address lines
OP# Op. Address Data
OP1 W 1111 1111 1111 1111 Init Data
OP2 W 1111 1111 1111 1110 Data1
OP3 W 1111 1111 1111 1101 Data2
. . . . . . . . . . . .

OP16 W 1011 1111 1111 1111 Data15
OP17 W 0111 1111 1111 1111 Data16
OP18 R 1111 1111 1111 1111 Init Data

lines. Each category is described next.

SAF at data lines: Table I shows the memory operations
required to detect SA0 (left table) and SA1 faults (right
table) on data lines. The tables consists of four columns; the
first column shows the operation number (OP#); the second
column the type of operation, i.e., read (R) or write (W); the
third and fourth columns show the address value presented in
binary value (if applicable) and the data value presented in
hexadecimal value (if applicable), respectively. For example,
the detection of SA0 or SA1 in any data line requires only two
memory operations consisting of a write followed by a read
irrespective of the number of data lines. Any address (Addrx)
may be used for this. SAF faults will be detected during OP2.

SAF at address lines:Table II shows the test patterns
to detect both SA0 (left table) and SA1 faults (right table)
in address lines. Detecting SA0/SA1 faults at address
lines is more complex as they affect the memory address.
For example, writing a value to the address “all 1’s” and
subsequently reading from this address will not detect any
SA0 fault in the address lines; this is because both the write
and read addresses are affected in the same way and detecting
the fault is not guaranteed. To test memory address lines,
each address line should be tested separately. For example,
by using a walking-1 sequence for SA0 as depicted in the
left table. Address 0 of the memory is first initialized to
Init Data during OP1. During write operations OP2 to OP17
(with different data thanInit Data), any SA0 in the address
lines will overwrite Init Data of address 0. Therefore, read
operation OP18 is able to detect any SA0 fault. The same
applies for SA1 faults, but with complement addresses.
Detecting each of the SAF faults at address lines requires
La+2 memory operations. Note thatData1 to Data16 can
have the same value.

Bridges between data lines:The detection of wired-AND
and wired-OR bridges between data lines requires that each
pair of data lines must be set to at least one of the combinations
0-1 or 1-0. Modified Counting Sequence (MCS) satisfies this
requirement at a cost of⌈log2(Ld+2)⌉ test patterns [23]. The
total number of memory operations required to execute such
test patterns equals2 · ⌈log2(Ld + 2)⌉ memory operations;
each MCS pattern is written and thereafter read using any
address. The effectiveness of these patterns is proven in

literature [23]. Complex bridge faults, such as dominant-AND
require setting each pair of data lines to both combinations
0-1 and 1-0. The True/Complement Algorithm [24] can be
used for this; it consists of2 · ⌈log2(Ld + 2)⌉ test patterns
resulting into4 · ⌈log2(Ld + 2)⌉ memory operations.

Bridges between address lines:Wired-And and wired-OR
faults between address lines must be considered separately.
Wired-AND bridge fault: Wired-AND bridge faults can be
detected by a walking-1 pattern, similar to the detection of
SA0 faults in address lines (left side of Table II); due to
wired-AND fault operations OP2 till OP17 will overwrite
Init Data of OP1; the fault is detected by OP18.
Wired-OR bridge fault: Wired-OR bridge faults can be
detected by a walking-0 pattern, similar to the detection of
SA1 faults in address lines (right side of Table II). It is worth
noting that the walking-1 sequence for wired-AND faults
and walking-0 for wired-OR detect both simple and complex
bridge faults (see Section II-C). Each sequence consists of
La+2 memory operations.

Bridges between data and address lines:Bridge faults
may cause data or address lines to flip. Each category is
described next.

Bridge faults that flip data lines:The left side of Table III
provides the memory operations that detect wired-AND
bridge faults that lead to faulty data lines. Any wired-AND
fault between a data line and an address line will cause the
data line to flip to zero, which is thereafter easily detectable.
These two test patterns are similar to those of SA0 in data
lines whenAddr x of Table I is set to value 0. The right side
of Table III provides the test patterns that detect wired-OR
bridge faults that lead to faulty data lines. Here, the operations
take the complement values of those of wired-AND. Any
wired-OR fault between a data line and an address line will
cause the data line to flip to one, which is thereafter easily
detectable. These two test patterns are similar to those of SA1
in data lines whenAddr y of Table I is set to a value of all 1’s.

Bridges that flip address lines:The left part of Table IV
provides the test patterns needed for the detection of wired-
AND bridges that cause address lines to flip. A walking-1
pattern on the address lines ensures the detection of these types
of faults. OP1 initializes the memory word with address “all
0’s” to data “all 1’s” (FFFF in hex); note that this address
is not impacted by wired-AND faults. Any address line that
suffers from a wired-AND with a data line will cause the
address line to flip to zero during the walking-1 sequence (OP2
up to OP17). This will overwrite the initialization. Therefore,
read OP18 results in a data value of FFFF for non-faulty
interconnects and 0000 in case a fault is present. These test
patterns are similar to those in the left side of Table II used
to detect SA0 faults in address lines whenInit Data = FFFF
andDatax = 0000. The right part of Table IV provides the
test patterns needed to detect wired-OR bridges that cause
address lines to flip. Here, all address and data values are
the complements of the wired-AND patterns. The memory
operations are the same as those for SA1 faults in address
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TABLE III
BRIDGE FAULTS TEST PATTERNS THAT FLIP DATA LINES

Wired-AND that flip data lines
OP# Op. Address Data
OP1 W 0000 0000 0000 0000 F F F F
OP2 R 0000 0000 0000 0000 F F F F

Wired-OR that flip data lines
OP# Op. Address Data
OP1 W 1111 1111 1111 1111 0 0 0 0
OP2 R 1111 1111 1111 1111 0 0 0 0

TABLE IV
BRIDGE FAULTS TEST PATTERNS THAT FLIP ADDRESS LINES

Wired-AND that flip address lines
OP# Op. Address Data
OP1 W 0000 0000 0000 0000 F F F F
OP2 W 0000 0000 0000 0001 0 0 0 0
OP3 W 0000 0000 0000 0010 0 0 0 0
. . . . . . . . . . . .

OP16 W 0100 0000 0000 0000 0 0 0 0
OP17 W 1000 0000 0000 0000 0 0 0 0
OP18 R 0000 0000 0000 0000 F F F F

Wired-OR that flip address lines
OP# Op. Address Data
OP1 W 1111 1111 1111 1111 0 0 0 0
OP2 W 1111 1111 1111 1110 F F F F
OP3 W 1111 1111 1111 1101 F F F F
. . . . . . . . . . . .

OP16 W 1011 1111 1111 1111 F F F F
OP17 W 0111 1111 1111 1111 F F F F
OP18 R 1111 1111 1111 1111 0 0 0 0

TABLE V
PDF TEST PATTERNS

PDF at data lines
OP# Op. Address Data
OP1 W Addr1 0 0 0 0
OP2 W Addr2 F F F F
OP3 W Addr1 0 0 0 0
OP4 R Addr1 0 0 0 0
OP5 R Addr2 F F F F
OP6 R Addr1 0 0 0 0

PDF at address lines
OP# Op. Address Data
OP1 W 1111 1111 1111 1111 Init Data
OP2 W 1111 1111 1111 1111 Init Data
OP3 W 0000 0000 0000 0000 Data1
OP4 W 1111 1111 1111 1111 Data2
OP5 R 1111 1111 1111 1111 Data2

OP6 W 0000 0000 0000 0000 Init Data
OP7 W 0000 0000 0000 0000 Init Data
OP8 W 1111 1111 1111 1111 Data1
OP9 W 0000 0000 0000 0000 Data2
OP10 R 0000 0000 0000 0000 Data2

lines (right part of Table II) under the condition thatInit Data
= 0000 andDatax = FFFF.

B. Dynamic Faults

Dynamic faults consist of single and multi-line faults. For
single line faults the same general approach as static faults can
be used in which data lines are tested in parallel and address
lines individually. However, for multi-line faults the physical
layout of the address and data lines becomes important. We
assume that no dynamic coupling faults can occur between
address and data lines. This can be guaranteed if power supply
TSVs are placed between the address and data lines.

PDF Faults

PDF faults at data lines:Table V shows the test patterns to
detect PDF faults in data (left side). These patterns guarantee
the detection of delays within a timing violation of a single
clock cycle. The write operations OP1-OP3 consist of a 0→1
followed by a 1→0 transition from master to slave, while read
operations OP4-OP6 carry out the same transitions but from
slave to master. Any rising or falling transition fault, from
master to slave or vice versa, is visible at the output duringthe
reads OP4-OP6. In total, 6 memory operations are required.

PDF faults at address lines:Detecting a path delay fault
at an address line requires 0→1 and 1→0 transitions. The
test patterns are shown at the right side of Table V. The first
part of the table (OP1-OP5) tests the 0→1 transitions, and the
second part (OP6-OP10) tests the 1→0 transitions. OP1 and
OP2 ensure a fault-free initialization of the address consisting
of “all 1’s” to Init Data, even in the presence of PDF faults, as
PDF faults are assumed to violate the timing with at most one
clock cycle. 0→1 transitions are subsequently created on all
address lines by OP3 and OP4 to test for rising delay faults.
Lines that fail to make this transition at OP4 are detected

TABLE VI
SOFTEST PATTERNS

SOF at data lines
OP# Op. Address Data
OP1 W Addr1 0000 0000 0000 0000
OP2 W Addr2 1111 1111 1111 1111
OP3 R Addr1 0000 0000 0000 0000
OP4 R Addr2 1111 1111 1111 1111

SOF at address lines
OP# Op. Address Data
OP1 W 0000 0000 0000 0000 Data1
OP2 W 0000 0000 0000 0001 Data2
OP3 R 0000 0000 0000 0000 Data1
OP4 R 0000 0000 0000 0001 Data2

by OP5. In the fault free case, i.e. if all transitions occurred,
Data2 is expected. However, the presence of a PDF fault will
result in readinginit data, as at least one transition created at
OP3-OP4 fails. Detecting 1→0 transition faults (falling PDF
faults) using OP6-OP10 is performed in a similar way but
with complement addresses. In total, 10 memory operations
are required.

SOF Faults

The stuck open fault represents a complete open line. Such
a fault may occur at data lines or address lines; both are
described next.

SOF faults at data lines:Test patterns to detect stuck open
faults at data lines are shown at the left part of Table VI. It
contains two write operations (OP1 and OP2) and two read
operations (OP3 and OP4); each pair of operations creates
0→1 transitions. During the two read operations, we assume
that floating data lines on the master’s side could carry logic
values belonging to one of the following three cases:

1) The line maintains a stable value0 during both read
operations. OP4 detects this fault.

2) The line maintains a stable with value1 during both read
operations. OP3 detects this fault. Note that the floating
line could maintain this logic value 1 due to the write
operation OP2.

3) The value on the line changes during the read operations
(i.e., from value 1 during OP3 to value 0 during OP4 due
to leakage). Note that the master floating data line is last
set to 1 before reading operation OP3 and OP4 start. This
fault is detected by both OP3 and OP4.

Only 4 memory operations are required to execute this test.

SOF faults at address lines:A stuck open fault at address
lines can be tested based on walking patterns. Similarly to
SOFs in data lines, two 0→1 transitions are created. However,
in this case each bit line must be tested separately as shown at
the right part of Table VI for the LSB bit only. Any floating
address line will be detected as the 0→1 transitions will not
change the floating end (on the slave side) of the address lines.
In total, 4·La memory operations are required to execute this
test. Note that the presented patterns also detect PDF faults
that violate the clock cycle more than one clock cycle.

Crosstalk/PDFC faults

As victims of crosstalk faults are affected by its neighbors
it is important to consider the physical layout of the address
and data lines. For simplicity, we assume a regular TSV array
of size 4×4 to demonstrate how to generate test patterns
for these types of faults. Furthermore, we assume a1st

aggressor model, i.e., victims can only be affected by closest
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Fig. 3. TSV groups: victim Group 1 and aggressor Groups 2, 3 and 4.

TABLE VII
CROSSTALK/PDFCTEST PATTERNS AT DATA LINES

Crosstalk falling delay at victim data lines
OP# Operation Address Data
OP1 Write Addr1 1010 00001010 0000
OP2 Write Addr2 0101 11110101 1111
OP3 Read Addr1 1010 00001010 0000
OP4 Read Addr2 0101 11110101 1111
. . . . . . . . . . . .

OP13 Write Addr1 0000 0101 0000 0101
OP14 Write Addr2 1111 1010 1111 1010
OP15 Read Addr1 0000 0101 0000 0101
OP16 Read Addr2 1111 1010 1111 1010

Crosstalk rising delay at victim data lines
OP# Operation Address Data
OP1 Write Addr1 0101 11110101 1111
OP2 Write Addr2 1010 00001010 0000
OP3 Read Addr1 0101 11110101 1111
OP4 Read Addr2 1010 00001010 0000
. . . . . . . . . . . .

OP13 Write Addr1 1111 1010 1111 1010
OP14 Write Addr2 0000 0101 0000 0101
OP15 Read Addr1 1111 1010 1111 1010
OP16 Read Addr2 0000 0101 0000 0101

TABLE VIII
OPTIMIZED CROSSTALK/PDFCTEST PATTERNS AT DATA LINES

OP# Operation Address Data
OP1 W Addr1 1010 00001010 0000
OP2 W Addr2 0101 11110101 1111
OP3 W Addr1 1010 00001010 0000
OP4 R Addr1 1010 00001010 0000
OP5 R Addr2 0101 11110101 1111
OP6 R Addr1 1010 00001010 0000
. . . . . . .. . . . .

OP19 W Addr1 0000 0101 0000 0101
OP20 W Addr2 1111 1010 1111 1010
OP21 W Addr1 0000 0101 0000 0101
OP22 R Addr3 0000 0101 0000 0101
OP23 R Addr2 1111 1010 1111 1010
OP24 R Addr1 0000 0101 0000 0101

neighbor aggressors. In general anykth aggressor model
can be used, wherek the maximum TSV distance between
victims and aggressors. Results reported in [25] show that
restricting to k=1 is sufficient. Fig. 3 shows us how to
group the 4×4 matrix in four groups using the 1st aggressor
model; it allows us to test each group simultaneously. For
example, when TSVs of Group 1 are tested as victims it
is assumed that the remaining TSVs act as aggressors. The
victims for Group 1 include TSVs withi=1, 3, 9 and 11
(see Fig. 3). The same applies for the other three TSV groups.

Crosstalk/PDFC faults in data and address lines are de-
scribed next.

Crosstalk faults/PDFC at data lines: Test patterns to
detect falling/rising delay faults at the data lines are shown
at the left/right part of Table VII. The victims undergo
a falling/rising transition, while the aggressors undergothe
opposite transition. The patterns in the table are only shown
for TSVs belonging to Group 1 (OP1-OP4) and Group 4
(OP13-OP16), where it is assumed that the MSB (LSB) of
the pattern present the value of TSV withi=1 (i=16). OP1
and OP2 initiate a 1→0 or 0→1 transition to test for falling or
rising delay faults on the victim data lines, while aggressors
make opposite transitions. The data value is presented in a
binary number for a better clarification. Note that the opposite
transitions on the victim and aggressors are executed in both
directions from master to slave (OP1 and OP2) and vice versa
(OP3 and OP4). In a similar way, test patterns can be created
for the other two groups.

The test patterns in Table VII (both the left and right part)

TABLE IX
CROSSTALK/PDFCTEST PATTERNS AT ADDRESS LINES

Crosstalk falling delay at victim address lines
OP# Operation Address Data
OP1 Write 1111 1111 1111 1111 Init Data
OP2 Write 0000 0000 0000 0001 Data1
OP3 Write 1111 1111 1111 1110 Data2
OP4 Read 1111 1111 1111 1111 Init Data

Crosstalk rising delay at victim address lines
OP# Operation Address Data
OP1 Write 0000 0000 0000 0000 Init Data
OP2 Write 1111 1111 1111 1110 Data1
OP3 Write 0000 0000 0000 0001 Data2
OP4 Read 0000 0000 0000 0000 Init Data

TABLE X
SOFCTEST PATTERNS FOR DATA LINES

OP# Operation Address Data
OP1 W Addr1 0000 00000000 0000
OP2 W Addr2 1010 00001010 0000
OP3 R Addr1 0000 0000 0000 0000
OP4 R Addr2 1010 0000 1010 0000
... . ... ...

OP17 W Addr1 1111 11111111 1111
OP18 W Addr2 0101 11110101 1111
OP19 R Addr1 1111 1111 1111 1111
OP20 R Addr2 0101 1111 0101 1111

... . ... ...

can be optimized further; the result is presented in Table VIII.
Here, only 6 test patterns per group suffice to create all down
(OP1 and OP2 from master to slave, OP4 and OP5 from slave
to master) and up (OP2 and OP3 from master to slave, OP5
and OP6 from slave to master) transitions for the victims and
their opposite ones for the aggressors. Therefore, the number
of memory operations to detect crosstalk at data lines is 6
(patterns)· 4 (groups) = 24 operations.

Crosstalk/PDFC faults at address lines:Each address line
TSV needs to be tested individually for crosstalk/PDFC faults.
As each victim line is tested separately, we assume the rest of
the lines to be aggressors. The left side of Table IX shows
the test patterns required to detect a falling delay fault at
the LSB address bit. OP1 initializes the memory value at the
address of “all 1’s” withInit Data. OP2 and OP3 create a 1→0
transition on the victim address line and a 0→1 transition on
the aggressors (i.e., all other address lines). In case the LSB bit
of the address lines fails to make the transition due to crosstalk,
OP3 overwrites the initialization valueInit Data. Therefore,
the read operation (OP4) from the address consisting of “all
1’s” results in data valueInit Data in case the address line is
fault-free and inData2 in case a fault is present. Similarly,
but with opposite patterns, the right side of Table IX shows
the patterns to detect rising delay faults. In total 8·La memory
operations are required to detect crosstalk/PDFC faults inall
address lines.

SOFC Faults

A SOFC fault may happen at data or address lines. The two
cases are described below.

SOFC at data lines:Table X shows the memory operations
required to detect SOFC faults for TSVs located in Group
1. To sensitize such a fault, a transition must be created on
the victims, while keeping the aggressors unchanged. OP1
and OP2 create this 0→1 transition from master to slave for
the victim lines of Group 1, while keeping the aggressors
(TSVs from Group 2, 3, and 4) unchanged at 0. OP3 and
OP4 make the same transitions, but from slave to master. In
case any transition fails (during either writing or reading),
it will be detected during read operations OP3 and OP4
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TABLE XI
SOFCTEST PATTERNS FOR ADDRESS LINES

OP# Operation Address Data
OP1 W 0000 0000 0000 0000 Init Data
OP2 W 0000 0000 0000 0001 Data1
OP3 R 0000 0000 0000 0000 Init Data
OP4 W 1111 1111 1111 1111 Init Data
OP5 W 1111 1111 1111 1110 Data1
OP6 R 1111 1111 1111 1111 Init Data

as failed transitions are directly visible at the data output.
Similarly, but with complemented data lines, OP17-OP20
can be applied to detect 1→0 transition faults on the victims
with aggressors kept unchanged at 1. Similar patterns can
be developed for the other remaining three groups. For the
SOFC patterns, we changed the order of patterns to reduce
the background noise. We assume first that all patterns with
zero background are tested followed by patterns with a one
background. For example, in Table X, OP1-OP4 present the
patterns for Group 1 with zero background, while patterns
OP16-OP20 have a one background. In total 8 (patterns)· 4
(groups) =32 memory operations are required.

SOFC at address lines:Table XI shows the test patterns
required to detect a SOFC fault for the LSB address bit line;
each address line must be tested separately. OP1 initializes
the memory at address “all 0’s” by writing a particular data
value (Init Data). OP2 and OP3 create subsequently a 0→1
transition on the victim address line, while the aggressorsare
kept unchanged at 0. In the fault-free case, the dataInit Data
is expected at OP3. However, if a SOFC fault occurs, faulty
output Data1 is expected. Similarly, OP4-OP6 detect the
opposite transition. In total 6·La memory operations are
required.

It is worth noting that theminimum set required to detectall
static and dynamic faults targeted in this paper consist of only
four tests: PDFC for data lines (PDFCD), PDFC for address
lines (PDFCA), SOFC for data lines (SOFCD), SOFC for
address lines (SOFCA); see Table VIII to XI, respectively.
The proof of this is given in the next section.

IV. D IAGNOSIS

This section presents a methodology to perform MBIT fault
diagnosis. This post-bond diagnosis can take place either off-
line or on-line due to the availability of the CPU. Similarly
as for test patterns, we perform diagnosis using the available
CPU. We propose several algorithms to perform the intercon-
nect diagnoses. First, we analyze the diagnosis capabilities
of the minimum test set required for the detection of faults
targeted in this paper. Subsequently, we augment this set
with additional test patterns to realizemaximum diagnosis if
needed; more test patterns for diagnosis might be required in
case faulty responses cannot uniquely identify the fault type
or location. The diagnosis process consists of three steps:

1) Initialization: This step is required to obtain proper fault-
free address and data reference values to perform data
and address diagnosis, respectively. For example, to apply

Alg. 1: [A1, A2, D1, D2] = Initialize()

//initialization of A1, A2, D1 and D2
1. A1 = 0;
2. D1 = 0;

3. for i=1:La // for all address bits
4. for j=1:Ld // for all data bits

5. A2 = sll(1, i-1);
6. D2 = sll(1, j-1);

// verify current A1, A2, D1, D2
7. write A1 D1;
8. write A2 D2;
9. write A1 D1;

10. read A1 x;
11. read A2 y;
12. read A1 x;

13. if (x==D1 and y==D2)
14. return(A1, A2, D1, D2);
15. endif

16. endfor

17. endfor

18. signal_error();

Fig. 4. Pseudo code of the proposed findA1A2 D1D2() algorithm.

the minimum test set for data faults (i.e., PDFCD of Ta-
ble VIII and SOFCD of Table X) two addresses (Addr1
andAddr2 in the tables) with a fault free behavior must
be identified. We refer to these addresses asA1 andA2,
respectively. Similarly, two data valuesD1 andD2 have
to be identified to apply the PDFCA (Table IX) and
SOFC A (Table XI) test patterns. Note that in Table IX
Data1 andData2 can have the same value.

2) Data diagnosis: Apply PDFCD and SOFCD test pat-
terns usingA1 and A2. If maximum diagnosis is not
achieved, new diagnosis patterns should be added.

3) Address diagnosis: Apply PDFCA and SOFCA test
patterns usingD1 andD2. If maximum diagnosis is not
achieved, new diagnosis patterns should be added.

Next, these steps will be elaborated in detail.

A. Step 1: Initializing A1, A2, D1, D2

In this section, we present the algorithminitialize() to
identify appropriate values forA1, A2, D1 andD2 as shown
in Figure 4. Such values require to be distinctive by only
a single bit. The algorithm initializesA1 and D1 to all 0’s
(lines 1 and 2 of the algorithm) and subsequently performs a
walking 1 sequence on bothA2 andD2 (performed by shift
left operations on lines 5 and 6, respectively), until it finds two
fault free address and data values (A1, A2, D1 andD2). To
obtain such values, fault free up- and down-transitions (without
a specific order) need to be made for the two address and two
data values. This is performed by creating both write (lines7
till 9) and read transitions (lines 10 till 12) on the addressand
data lines. When the read responses match the write responses
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TABLE XII
COMPLETE READ OPERATIONS OFOPTIMIZED TEST

Read Patterns for PDFC
Group Index Data

1 R4 1010 0000 1010 0000
1 R5 0101 1111 0101 1111
1 R6 1010 0000 1010 0000
2 R10 0101 0000 0101 0000
2 R11 1010 1111 1010 1111
2 R12 0101 0000 0101 0000
3 R16 0000 1010 0000 1010
3 R17 1111 0101 1111 0101
3 R18 0000 1010 0000 1010
4 R22 0000 0101 0000 0101
4 R23 1111 1010 1111 1010
4 R24 0000 0101 0000 0101

Read Patterns for SOFC
Group Index Data

1 R3 0000 0000 0000 0000
1 R4 1010 0000 1010 0000
2 R7 0000 0000 0000 0000
2 R8 0101 0000 0101 0000
3 R11 0000 0000 0000 0000
3 R12 0000 1010 0000 1010
4 R15 0000 0000 0000 0000
4 R16 0000 0101 0000 0101
1 R19 1111 1111 1111 1111
1 R20 0101 1111 0101 1111
2 R23 1111 1111 1111 1111
2 R24 1010 1111 1010 1111
3 R27 1111 1111 1111 1111
3 R28 1111 0101 1111 0101
4 R31 1111 1111 1111 1111
4 R32 1111 1010 1111 1010

(the check is performed on line 13), appropriate values forA1,
A2, D1 and D2 are returned on line 14 and the algorithm
ends. In case all address and/or all data lines are faulty no
appropriate values can be identified and an error is signaled
(line 18). Note that this algorithm is able to produce suitable
values in the simultaneous presence of both address and data
lines faults. The worst case complexity of the algorithm equals
Ω(La · Ld).

B. Step 2: Diagnosis of Data Lines

To diagnose faults in data lines, we first apply the
minimum test set for data line fault detection, i.e., tests
PDFC D (Table VIII) and SOFCD (Table X). The read
operations of these tests are repeated for convenience and are
tabulated at the left and right side of Table XII, respectively.
Both tables contain three columns; the first column shows the
TSV group under test, the second column shows the index of
the read operation denoted by R (which is the same as OP in
the original tables), and the third column shows the expected
fault-free test response.

Next, we analyze the impact of these patterns in the presence
of faults. Tables XIII and XIV show the expected fault
responses (similar to fault syndromes) when the patterns are
applied while assuming faults to be present. The first columns
of the tables list the simulated fault; the second columns the
fault location expressed by the TSV group (the failing TSV
bit line index can easily be derived); the remainder columns
shows for each read operations whether or not the fault can be
detected; all the read indexes are taken from Table XII; e.g.,
‘column 4’ in Table XIII denotes read R4 in the left part of
Table XII.

We will first discuss the results of the PDFCD patterns
shown in Table XIII. We explain the table by giving examples
for each fault. SA0 faults in data lines of Group 1 are expected
to fail at read operations R4, R6, R11, R17, and R23. For
example, if the MSB-bit of the data line (belonging to Group
1) contains a SA0, faulty test responses will be directly visible
on R4, R6, R11, and R23 as during those read a 1 is expected.
Similar conclusions can be made for the remainingSA0 and
SA1 faults and for the other three groups.

For bridge faults we assume two TSVs from different groups
to be involved. For example, simple AND-bridges between

TABLE XIII
DATA L INE FAULT RESPONSE USINGPDFC PATTERNS

Fault Group 4 5 6 10 11 12 16 17 18 22 23 24
SA0 G1 x x x x x
SA0 G2 x x x x x
SA0 G3 x x x x x
SA0 G4 x x x x x
SA1 G1 x x x x x x x
SA1 G2 x x x x x x x
SA1 G3 x x x x x x x
SA1 G4 x x x x x x x

Bridge-AND G1-G2 1 2 1 2 1 2
Bridge-OR G1-G2 2 1 2 1 2 1

Bridge-AND G1-G3 1 3 1 3 1 3
Bridge-OR G1-G3 3 1 3 1 3 1

Bridge-AND G1-G4 1 4 1 4 1 4
Bridge-OR G1-G4 4 1 4 1 4 1

Bridge-AND G2-G3 3 2 3 2 3 2
Bridge-OR G2-G3 2 3 2 3 2 3

Bridge-AND G2-G4 4 2 4 2 4 2
Bridge-OR G2-G4 2 4 2 4 2 4

Bridge-AND G3-G4 4 3 4 3 4 3
Bridge-OR G3-G4 3 4 3 4 3 4

PDF/PDFC Fall G1 x x x x
PDF/PDFC Fall G2 x x x x
PDF/PDFC Fall G3 x x x x
PDF/PDFC Fall G4 x x x x
PDF/PDFC Rise G1 x x x x x
PDF/PDFC Rise G2 x x x x x
PDF/PDFC Rise G3 x x x x x
PDF/PDFC Rise G4 x x x x u

SOF G1 z o z o z o o z o o z o
SOF G2 o z o z o z o z o o z o
SOF G3 o z o o z o z o z o z o
SOF G4 o z o o z o o z o z o z

SOFC All

Group 1 (G1) and Group 2 (G2) will lead to faulty responses
at read instructions R4, R5, R6, R10, R11 and R12 (denoted
by the 1’s and 2’s in the table). A complex bridge fault affects
only one of the groups; for example, complex AND-bridge
faults between G1 and G2 causing faults to appear only in G1
will be predicted at R4, R6 and R11 (denoted by the 1’s in
table).

Note that the applied PDFCD test can not distinguish
between PDF and PDFC faults. As PDFC faults have stronger
detection conditions their tests automatically also detect PDF
faults. Falling delay faults for Group 1 are expected to be
detected at read operation R5, R12, R18, and R24, while
rising delay faults at R4, R6, R11, R17 and R23. SOF faults
theoretically can fail in all read operations. The lettersz
and o present the SOF fault types that can be detected; az
presents a floating zero ando presents a floating one. However,
SOF faults might behave as SA0 or SA1 faults during short
time intervals; therefore, their fault response might overlap
(partially) with SAF faults. The last entry of the table shows
that SOFC faults cannot be detected irrespective of the TSV
group.

Similarly, Table XIV shows the expected responses of the
SOFC D patterns in the presence of faults. The table is
constructed in a similar manner; the main difference with the
previous table is that this test test can detect SOFC faults in
stead of PDFC faults. The two tables clearly show that the
PDFC D and SOFCD patterns detect all faults considered in
this paper as previously mentioned.

Next, we analyze the combined responses for diagnosis, i.e.,
unique fault location and fault type. To identify the faulty
locations is relatively easy as the TSV group of the failing data
lines is known beforehand. The failed indexes can be directly
obtained by xor-ing the test response with the golden reference
value. Careful analysis of the table reveals thateach fault has
a unique signature, except for SOF. A SOF fault might show
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TABLE XIV
DATA L INE FAULT RESPONSE USINGSOFC PATTERNS

Fault Group 3 4 7 8 11 12 15 16 19 20 23 24 27 28 31 32
SA0 G1 x x x x x x x x
SA0 G2 x x x x x x x x
SA0 G3 x x x x x x x x
SA0 G4 x x x x x x x x
SA1 G1 x x x x x x x x
SA1 G2 x x x x x x x x
SA1 G3 x x x x x x x x
SA1 G4 x x x x x x x x

Bridge-AND G1-G2 1 2 2 1
Bridge-OR G1-G2 2 1 1 2

Bridge-AND G1-G3 1 3 3 1
Bridge-OR G1-G3 3 1 1 3

Bridge-AND G1-G4 1 4 4 1
Bridge-OR G1-G4 4 1 1 4

Bridge-AND G2-G3 2 3 3 2
Bridge-OR G2-G3 3 2 2 3

Bridge-AND G2-G4 2 4 4 2
Bridge-OR G2-G4 4 2 2 4

Bridge-AND G3-G4 3 4 4 3
Bridge-OR G3-G4 4 3 3 4
PDF Fall G1 x
PDF Fall G2 x
PDF Fall G3 x
PDF Fall G4 x
PDF Rise G1 x
PDF Rise G2 x
PDF Rise G3 x
PDF Rise G4 x

PDFC All
SOF G1 o z o o o o o o z o z z z z z z
SOF G2 o o o z o o o o z z z o z z z z
SOF G3 o o o o o z o o z z z z z o z z
SOF G4 o o o o o o o z z z z z z z z o

SOFC G1 x
SOFC G2 x x
SOFC G3 x x
SOFC G4 x x

unpredictable test responses; fault signatures that do notmatch
any of the targeted faults are assumed to be of SOFs. Special
care is also required for the PDF and PDFC faults. In case a
fault matches the signature of PDF/PDFC faults in Table XIII,
but not the PDF faults of Table XIV, the fault is identified as
a PDFC fault. However, if the fault matches both PDF/PDFC
and PDF signatures of the two tables, then the fault is assumed
to be a PDF fault. Note that the detection condition of a PDFC
fault is stronger than that of a PDF fault.

C. Step 3: Diagnosis in Address Lines

The test patterns that detect PDFCA and SOFCA faults
in address lines (see tables IX and XI) target a single fault at a
time. Therefore, these tests can easily diagnose the location of
faulty interconnects. Drawback, however, is that comfounding
syndromes are expected to occur as many faults will trigger
the same faulty test response; this makes it more complex to
identify the fault type. Therefore, additional instructions are
required to identify this fault type.

The algorithm that contains these additional instructionsis
shown in Figure 5. At the higher level, it distinguishes faults in
address lines into three categories: (i) SA0, AND-bridges and
rising PDF faults, (ii) SA1, OR-bridges and falling PDF faults,
and (iii) PDFC and SOFC faults. The algorithm (referred to as
diag interconnect()) has three inputs: two data valuesD1 and
D2 obtained using the algorithm of Figure 4, and an arrayF
containing the faulty bit response of the applied minimum test
set for the targeted address faults (PDFCA and SOFCA); the
value is set high in this array if at least one of the two tests
failed.

For each faulty address linei (denoted asF [i]) the
algorithm identifies which of the category it belongs to.
AddressA1 is initialized to 0 (line 1) and the faulty address
line is activated in addressA2 (line 3). By creating a zero to
one transition on the faulty linei using addresses A1 and A2
(lines 5 and 6) followed by a read (line 7), SA0, AND bridges

Alg. 2: [type] = diag_interconnect(D1, D2, F)

//initialization of A1, A2
1. A1 = 0;

2. for i = 1:La // La is number of address bits
3. A2 = sll(1, i-1);

4. if (F[i])

5. write A1 D1; // write addr = 0...0
6. write A2 D2; // write to bit under test
7. read A2 x; // verify bit under test

8. write not(A1) D1; // write addr = 1...1
9. write not(A2) D2; // write to tested bit
10. read not(A2) y; // verify tested bit

11. if (x!=D2)
12. type[i] = diag_SA0_AND_RPDF(i, D1, D2);
13. endif

14. if (y!=D2)
15. type[i] = diag_SA1_OR_FPDF(i, D1, D2);
16. endif

17. if (x==D1 and y==D2)
18. type[i] = diag_PDFC_SOFC(i);
17. endif
18. endif
19. endfor

Fig. 5. Pseudo code of the proposed diaginterconnect() algorithm.

and rising PDF (RPDF) delays can be identified as faults that
fail the read operation (lines 11-13). Similarly, by creating
an opposite transition on the address lines (lines 8-10), SA1,
OR-bridges and falling PDF faults can be identified (lines
14-16). If none of the previous faults occurred for given
F [i] = 1, then the faulty address linei must be either PDFC
or SOFC (line 17 and 18).

The algorithm in Figure 6 uses a straightforward method
to differentiate between a static (SA0 or AND-bridge) fault
and a RPDF fault. A rising transition is created first on the
faulty address linei by addressesA1 andA2 on line 3 and
4; subsequently, by writing again to address A2 (line 5) static
faults can be distinguished from the RPDF fault. If a RPDF
fault is present the transition on line 3-4 will not happen
in time; this overwrites the value at addressA1 to D2. The
next write on line 5 will write the valueD1 correctly toA2
(note that the PDF fault is not active anymore in this cycle).
Therefore, if addressA1 is read (line 6) the value of D2 is
expected in the presence of a RPDF fault; this is checked in
line 7 and 8. In case a static fault (SA0 or AND-bridge) is
present, the value of addressA2 is mapped onto addressA1.
The expected read value on line 6 will be correct. However,
further analysis are needed to distinguish between SA0 and
AND-bridge faults.

To discriminate between the SA0 and AND-bridge faults
we will change addressesA1 andA2 in such a way that the
AND-bridge fault is not sensitized anymore. We achieve this
by setting only the direct neighbors of the faulty linei to 1 in
bothA1 andA2 (lines 10-12). By creating a transition now on
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Alg. 3: [fault_type] = diag_SA0_AND_RPDF(i, D1, D2)

1. A1 = 0;
2. A2 = sll(1, i-1);

3. write A1 D1; // write addr of all zero’s
4. write A2 D2; // write to bit under test
5. write A2 D1; //
6. read A1 x; // read bit under test

7. if (x != D1) // RPDF fault?
8. return RPDF_FAULT;

09. // set all neighbors of line i high in A1
10. for (all j that are direct neighbors of i)
11. A1 = A1 | (1<<j);

//activate all bits also in A2
12. A2 = A2 | A1;

13. write A1 D1;
14. write A2 D2;
15. read A1 x;

16. if (x == D2)
17. return SA0_FAULT;
19. else
19. return BRIDGE_OR;
20. endif

Fig. 6. Pseudo code of the proposed diagSA0 AND RPDF algorithm.

the faulty bit addressi, while its direct neighbors are kept at
1, we can differentiate between SAF fault or bridge faults. In
the presence of a SA0, the addressesA1 andA2 on lines 12
and 14 will have the same value. However, this is not the case
for a bridge-AND as the fault will not be sensitized. Further
diagnoses can be made to identify the precisely identify the
index of the other faulty line by having a walking 0 on the
neighbors of address linei. For the sake of simplicity, they
are not included in this paper.

Similarly, but with reversed address patterns, the algorithm
in Figure 7 can diagnose SA1, OR-bridges and FPD faults.
The last function diagnosePDFC SOFC() in the algorithm
diagnoseinterconnect() of Figure 5 to identify between PDFC
and SOFC faults can be easy performed by identifying which
of the two test failed, i.e., either the PDFCA test or SOFCA
test as these two faults have unique appearance.

V. EXPERIMENTAL RESULTS

A. Case Study

We simulate memory test patterns, for a memory die stacked
on a logic die that consists of a MIPS64 processor, by using
the MIPS64 simulator in [26]. The simulator can handle a
maximum of Ld=64-bit data lines andLa=12-bit address
lines (lowest 3 bits are byte offset). The simulator supports
three types of instructions: (1) ALU instructions such as add,
subtract and shift, (2) Branch instructions such as branch if
equal, and (3) Memory instructions such as load, store, etc;a
complete reference can be found in [27].

The memory operations, which represent the test patterns,
need to be translated into real MIPS instructions. An example

Algorithm 4: [type] = diag_SA1_OR_FPDF(i, D1, D2)

1. A1 = 1111...111;
2. A2 = sll(1, i-1);
3. A2 = not(A2);

4. write A1 D1; // write addr of all zero’s
5. write A2 D2; // write to bit under test
6. write A2 D1; //
7. read A1 x; // read bit under test

8. if (x != D1) // FPDF fault?
9. return FPDF_FAULT;

// set all neighbors of i low in A1
10. A1 = 0;
11. for (all x that are direct neighbors of i)
12. A1 = A1 | (1<<x);
13. endfor
14. A1 = not(A1);

//activate all neighbor bits also in A2
15. A2 = A2 & not(A1);

16. write A1 D1;
17. write A2 D2;
18. read A1 x;

19. if (x == D2)
20. return SA1_FAULT;
21. else
22. return BRIDGE_AND;
23. endif

Fig. 7. Pseudo code of the proposed diagSA1 OR FPDF algorithm.

for the SAF at data lines is provided in the code fragment
below.

1. ori r1,r0,0xFFFF 8. SD R1, 0xFF8(R0)
2. dsll r1,r1,16 9. LD R10,0XFF8(R0)
3. ori r1,r1,0xFFFF 10. BNE R1,R10,SA0_DATA
4. dsll r1,r1,16 11. HALT
5. ori r1,r1,0xFFFF
6. dsll r1,r1,16 SA0_DATA:
7. ori r1,r1,0xFFFF ;handle fault here

The test consists of 11 instructions. The first 7 instructions
create the desired pattern FFFF FFFF FFFF FFFF in register
R1 (similarly as in the left side of Table II). Instructions 8and
9 contain the two memory operations in which R1 is written
(SD) and read (LD) from memory. In case a stuck at fault is
present a branch will be taken (instruction 10) to SA0DATA.

Tables XV and XVI show the number of memory operations
and clock cycles for all static and dynamic faults respectively.
The tables provide for each fault the required number of mem-
ory operations, the number of MIPS instructions to execute
those memory operations and finally, the number of MIPS
cycles. For example, to test for all static faults considering
simple bridge faults in this case study requires only 137 MIPS
instruction cycles, and 179 cycles in case complex bridges are
targeted. The memory latency is 1 clock cycle.

Diagnosis

Figure 8 shows the Matlab configuration we used to verify
the diagnosis algorithms. The configuration consists of three
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TABLE XV
TEST COST FOR STATIC FAULTS

Fault (set) #mem ops. # MIPS in-
str.

#MIPS cy-
cles

SA0 at Data line/Wired-AND (between Address and Data)
flip data

2 11 17

SA1 at Data line 2 4 10
SA0 at Address line/ wired-AND between address
lines/wired-AND (between Address and Data) flip address

14 18 24

SA1 at Address line/Wired-OR (between Address and Data)
flip address/ Wired-OR between address lines

14 17 23

Optimized SAF 32 45 57
Wired-OR (between Address and Data) flip data 4 7 15
Data bridges (Wired-OR and wired-AND) (simple) 14 63 81
Data bridges (Wired-OR and wired-AND) (complex) 28 98 130
Optimized static / Optimized Bridge (simple bridge) 48 109 137
Optimized static / Optimized Bridge (complex bridge) 62 137 179

TABLE XVI
TEST COST FORDYNAMIC FAULTS

Fault (set) #mem ops. # MIPS instr. #MIPS cycles
PDF at data lines 6 16 21
PDF at address lines 10 15 23
SOF at data lines 4 14 19
SOF at address lines 48 75 91
Crosstalk / PDFC at data lines 24 58 66
Crosstalk / PDFC at address lines 96 123 175
SOFC at data lines 32 61 73
SOFC at address lines 72 92 104

Memory

CPU

sim

L =16
dL =16a

- Fault Lib.

- SA0

- SA1

- ...

- inject_read_faults()

- inject_write_faults()

Fig. 8. Diagnosis Simulation Platform

main blocks: (i) the CPU, (ii) the fault injection unit, and
(iii) the memory. We emulate a simple CPU that is able to
perform read and write operations to the memory. The fault
injection unit uses a fault dictionary to define and distinghuish
between the faults of Section II, such as SA0 and bridge faults.
Each read and write operation to the memory is intercepted
by the fault injection unit and addresses or data values may
be changed based on faults that are present.

Using this approach, we first verified the content of Ta-
bles XIII, XIV containing the fault signatures for data faults,
and interconnect faults, i.e., simulating all faults available in
fault dictionary. Subsequently, by applying the memory read
and write operations we identified that first all faults are
detectable and second by using a post-analysis script that each
fault can be maximally diagnosed.

B. Comparison with Prior Related Work

We compare our MBIT approach with BS, TL and the BIST
methods [12,13] for several DfT requirements related to test
quality (T1) and cost (T2).

T1 Test quality: The test methodology must support full
controllability and observability and test for static and dy-
namic faults. In addition, diagnosis should identify faulty
locations. Modifying test patterns for extra diagnosis or
to target different faults is needed.

T2 Test cost: The DfT overhead should be as low as possible
and preferably without DfT on the memory die. The test
time should be cost-effective; i.e., the test time should be
reasonable and scalable with the number of TSVs.

TABLE XVII
COMPARISON BETWEEN INTERCONNECT TEST APPROACHES

Test Requirement Boundary Scan Test Logic BIST [12] BIST [13] MBIT
T1 controllabil-
ity/observability

Both Memory outputs
are only observ-
able

both both Address lines are
tested indirectly

T1 static/dynamic Only static Only static crosstalk only crosstalk only Static + Dynamic
T1 detec-
tion/diagnosis

Support for both Support for both Support for both Support for both Support for both

T1 flexible test pat-
terns

yes yes, limited out-
put controllabil-
ity

no no yes

T2 area overhead 2 · (La + Lc +
2 · Ld) BS cells
(bottom/top die)
+ JTAG (top die)

La+Lc+2 ·Ld

BS cells (bottom
die) and test logic
(top die)

9.8% with
respect to TSV
array

7% with respect
to TSV array

No area overhead

T2 test cost (simple
bridges)

2 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

(La + Lc + 2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

not applicable not applicable 2 · log2(Ld +
2) + 2 · La + 8
at speed memory
operations

T2b test cost (com-
plex bridges)

4 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

2 · (La+Lc+2 ·
Ld) · log2(La +
Lc+Ld+2) test
clock cycles

not applicable not applicable 4 · log2(Ld +
2) + 2 · La + 8
at speed memory
operations

Test quality comparison

Table XVII summarizes the comparison between the five
test methods. All approaches are in general able to control
and observe the interconnects. TL has a limited controllability
of memory outputs and MBIT propagates faults in address
lines indirectly. BS and TL can be used for static faults
only, while the approaches in [12] and [13] perform testing
by hardwired state machines and target crosstalk faults only.
MBIT is flexible enough to test for any fault. BS and TL
can be modified for dynamic fault testing, but require extra
hardware or complete cell modification [28,29]. BS intercon-
nect testing has an additional limitation for the case where
drivers and receiver cells cannot be tested simultaneously; in
this case, approximately 75% of the drivers and receivers can
be covered [4]. A similar problem exists in [12] and [13] as
both solutions only can handle uni-directional lines. MBITis
able to test for both TSV drivers and receivers as patterns
are applied in both directions. Diagnosis is possible for all
cases, however, the schemes in [12,13] cannot apply flexible
patterns as the BISTs are hardwired, while in TL some test
patterns might not be applicable due to memory input output
dependancy during test.

Test cost comparison

For a fair area overhead comparison, we assume a bottom
die with default JTAG. In that case, the overhead for each
method will be the following:

• BS: the overhead consists of the additional BS cells
on both the bottom die and top die assigned to the
interconnects, in total equal to2 · (La+Lc+2 · Ld). Here
La presents the number of address line,Lc the number of
control lines,Ld the number of data lines. Control and
address lines require a single BS cell per wire, while
bi-directional data lines are assumed to have two BS
cells [30]. In addition to BS cells, the JTAG infrastructure
on the top die is also part of the overhead.

• TL: the overhead includes the BS-cells on the bottom die
of lengthLa+Lc+2 · Ld and the test logic on top die.

• BIST [12,13]: the overhead consists in both methods of
a state-machine, several flip-flops and other control logic
such as muxes. In [13] its reported that the area overhead
of the method in [12] approximates 9.8%, while their own
equals 7%; both are measured with respect to the total
TSV area. It is evaluated in 90 nm technology using 15
µm TSV diameters using a 64×16 TSV matrix.
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• MBIT: no area overhead.
The test time for each of the approaches is as follows:
• BS: the total test time for BS depends on the number

of test patterns and the length of the BS cells. For the
True/Complement Algorithm, the number of test patterns
equal 2 · ⌈log2(La + Lc + Ld + 2)⌉ to detect all static
faults. The length of the BS cells equals2 · (La + Lc +
2 ·Ld). Therefore, the test time equals4 · (La +Lc + 2 ·
Ld) · ⌈log2(La + Lc + Ld + 2)⌉ test clock cycles.

• TL: The test time reduces by a factor of two when
compared to BS, due to half the number of BS cells.

• BIST [12,13]: The test time of the hardwired BISTs
in [12,13] is much lower than other approaches. For ex-
ample, the method in [13] requires 122 cycles (assuming
1 cycle per TSV row pattern) to detect all targeted faults
in this paper (i.e., the test set PDF with crosstalk and
SOF with crosstalk faults).

• MBIT: To detect all static faults 179 MIPS cycles are
required (assuming complex bridges). To detect all static
and dynamic faults (PDF with crosstalk and SOF with
crosstalk faults), MBIT requires 66+175+73+104=418 at
speed cycles (see Table XVI).

In conclusion, with respect to the area overhead MBIT
performs best followed by BIST [12], BIST [13], TL and BS.
If we compare MBIT with BS and TL with respect to test
time considering the same MIPS memory (La=12,Ld=64 and
for simplicity ignore control linesLc=0), BS based testing
would require 3920 test clock cycles and Test Logic based
testing 1960 test clock cycles for True/Complement Algorithm.
Moreover, if we assume an operational clock frequency of
500 MHz and test clock speed of 100 MHz the differences
between the methods becomes more apparent. The total test
time would be 0.36µs, 39.20µs and 19.6µs for MBIT, BS
and TL respectively. If we compare MBIT with the hardwired
BIST solutions for both dynamic and static faults, we see that
MBIT is slower in test time (418 cycles for MBIT versus
122 cycles for BIST [13]), but has the flexibility of applying
different test patterns and does not require additional DfT.

VI. CONCLUSION

This paper proposed a new Memory Based Interconnect Test
(MBIT) approach for 3D-SICs where memory is stacked on
logic by testing interconnects through memory read and write
operations. Our MBIT solution is able to perform at-speed
testing and detect all static and dynamic faults. It has zeroarea
overhead and allows flexible patterns to be applied. In addition,
the required test time is much lower than traditional based
solutions such as Boundary Scan, but is three times slower
than hardwired BIST solutions. However BIST solutions have
a large area overhead and cannot apply flexible patterns.
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