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Abstract A method is presented to study the life cycle of a SSW using infrasonic ambient noise
observations. The potential of infrasound is shown to provide the missing observations required by
numerical weather prediction to better resolve the upper atmosphere. The 2009 major SSW is reanalyzed
using the Evers and Siegmund (2009) data set. Microbarom observations are evaluated to identify
detections that cannot be explained by the analysis of the European Centre for Medium-Range Weather
Forecasts. Identified differences can be related to either the altitude limit of the analysis, not resolving
thermospheric ducts, or to an actual error in the analysis. Therefore, a first-order model is used to relate
observations with the analysis, existing of the Waxler et al. (2007) microbarom source model, including
bathymetry to allow column resonances, and an atmospheric propagation model using 3-D ray tracing.
Daily normalized spectral powers are proposed to distinguish stratospheric from thermospheric return
height, based on the different signature of solar tidal amplitude fluctuations. It is shown that a SSW is not a
smooth event as following from the analysis but a series of abrupt changes with a period of 10 to 16 days,
increasing in intensity and duration. This is in agreement with the wave period of Rossby waves, interacting
with the stratospheric circumpolar vortex. The type of vortex disturbance, split or reversal, can be deduced
from the combined effect of the change in back-azimuth direction, solar tidal signature type, and/or phase
variation of the amplitude variation of the observed microbaroms.

1. Introduction

An optimal estimate of the true state of the atmosphere, called the analysis, is widely used in many fields of
research. The analysis is a product of the data assimilation system, given as input a set of observations and
a first-guess field. The first-guess field is defined by the time integration of the model equations from the
previous analysis. A good analysis, which is what everyone desires, requires both a good model and good
observations. However, observations can be problematic, because a lot of them are required (in space and
time) with resemblance with the model itself. If observations deviate too much from the first-guess, they
are neglected.

Improving forecasts involves resolving the stratosphere and assimilating upper atmospheric data
[Ramaswamy et al., 2001; Gerber et al., 2009]. Stratospheric and lower mesospheric temperature observa-
tions are dominated by Advanced Microwave Sounding Unit type A (AMSU-A) observations, available by
more than a dozen satellites, and are directly assimilated in, e.g., the European Centre for Medium–Range
Weather Forecasts (ECMWF) models.

In the stratosphere, global circulation is derived from only these temperature observations. The strato-
spheric circumpolar vortex is driven by a temperature gradient between the equator and the poles, resulting
from the unequal solar insolation. The seasonal variation in the atmosphere’s heat balance changes the
direction of the circumpolar vortex around the vernal and autumnal equinoxes. For this induced circulation,
the Coriolis force balances the acceleration due to moment flux convergence to maintain the thermal-wind
balance [Muench, 1965]. In summer, the circumpolar vortex is easterly, characterized by a stable strato-
spheric wind and temperature structure. In winter, however, the westerly circumpolar vortex is stronger but
unstable. The latter is essentially the topographically induced instability of Rossby waves due to the con-
servation of the planetary vorticity [Chao, 1985]. This instability allows midwinter Sudden Stratospheric
Warmings (SSWs), occurring approximately twice every 3 years Charlton and Polvani [2007]. Within a weak
the stratospheric temperature, poleward from 60° latitude, increases 25°C resulting in dramatic changes
of the circumpolar vortex [McInturff, 1978]. SSWs are generated by an enhanced vertical propagation of
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planetary waves, consisting primarily of zonal wave numbers 1 and 2, from the troposphere into the strato-
spheric polar vortex [Matsuno, 1971; Andrews et al., 1987; Kodera et al., 2013]. When the winter stratospheric
polar vortex is triggered by the planetary scale disturbances, eddy potential vorticity flux is deposited in the
stratosphere, reducing the pole-to-equator mean temperature gradient [Charney and Drazin, 1961]. As the
wind zonal-mean flow is to remain geostrophic, the thermal wind must decrease as well. The stratospheric
polar vortex gets highly distorted and will eventually break down. Due to this large-scale phenomena, a
SSW is the primary atmospheric variation, being the clearest and strongest proof of the dynamical coupling
between the stratosphere and troposphere [Charlton and Polvani, 2007; Shaw and Shepherd, 2008]. The slow
recovery of the polar vortex in the lowermost stratosphere following an SSW is able to influence the tropo-
sphere at long lags up to 30 days [Gerber et al., 2009]. AMSU-A is capable of capturing the fast temperature
variations related to the SSW. But due to the very rapid changes, the first-guess field and observations differ
significantly resulting in a possible rejection of all AMSU-A data. Consequentially, the quality of the analysis,
and thus the forecast, will reduce. To improve the analysis in times of a SSW, additional upper atmospheric
observations are required.

Infrasound, used as a verification technique for the Comprehensive Nuclear-Test-Ban Treaty (CTBT), has
shown its ability to act as a passive remote sensing technique to probe the upper atmosphere [Donn and
Rind, 1971; Le Pichon et al., 2010; Green et al., 2012; Assink et al., 2012]. Infrasound propagates through the
atmosphere, up to thermospheric altitudes, retaining information on the whole atmosphere in the passive
observations at the surface [Drob et al., 2003]. Previous studies have shown that infrasound can be used to
monitor the seasonal change in direction of the stratospheric polar vortex around the equinoxes by looking
at signals arriving from the opposite direction [Garcés et al., 2004; Landès et al., 2012] or changes in mean
amplitude variations of ambient coherent noise [Rind and Donn, 1978]. Stratospheric changes of wind ded-
icated to a SSW can be monitored similarly, by looking at signals arriving from the opposite direction than
expected under regular winter conditions [Evers and Siegmund, 2009; Hedlin et al., 2010], or by looking at
simultaneous arrivals from two stratospheric ducts [Assink et al., 2014]. Evers et al. [2012] studied the tem-
perature effect of a hot stratosphere during a SSW on infrasound propagation, observing the shadow zone.
During a SSW, the extent of the classical stratospheric shadow zone (∼200 km) reduces by a factor of 2, lead-
ing to extremely small shadow zones. As infrasound has clearly shown its potential in probing the upper
atmosphere, with clear signatures of a SSW, it is not yet used, or known, for numerical weather prediction
(NWP). So, in what extend can infrasound now contribute to NWP to better resolve a SSW?

Therefore, the 2009 SSW data set of Evers and Siegmund [2009] is reanalyzed to identify trends in infra-
sound ambient noise observations, due to a coherent signal from a finite source region in the oceans, that
cannot be explained by the ECMWF analysis. Microbaroms are atmospheric pressure oscillations, radiated
from ocean surface wave-wave interaction at double the ocean surface wave frequency [Gutenberg, 1939;
Longuet-Higgins, 1950]. Large regions of high-energetic ocean waves, e.g., ocean swell and marine storms,
radiate almost continuously acoustic energy well characterized by a radiation frequency of 0.2 ±0.1 Hz.
Because microbaroms vary in space and time, a source model is required. Microbaroms can be modelled
using a two-fluid model, over air and seawater, and an ocean-atmosphere model providing the sea state
[Waxler and Gilbert, 2006]. The Waxler and Gilbert [2006] finite ocean microbarom radiation source model
has been validated by Walker [2012] and Stopa et al. [2012], studying ambient swell and hurricane induced
microbaroms, respectively. In this study, the Waxler et al. [2007] finite ocean microbarom radiation source
model is used, not yet validated, which takes into account the effect of resonance due to bathymetry
affecting the source location, amplitude, and frequency. The data set of Evers and Siegmund [2009] is lim-
ited to only the Arctic infrasound observations, containing the clearest infrasonic signature, to clarify this
study. Similar analyses of more recent winters, using the same infrasound arrays, are made available as
supporting information.

The article is organized as follows. The data used are explained in section 2. The microbarom source model,
atmospheric propagation model, and their combination to simulate the microbarom observations are
described in section 3. The results of the observations, microbarom source model, and the simulations are
presented in section 4. In this section, additional analysis is performed to determine the atmospheric return
height using only observed amplitude variations. Section 5 explains the life cycle of the 2009 SSW. Finally,
discussion and concluding remarks are given in section 6.
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Figure 1. Map of infrasound arrays of the IMS for the verification of the
CTBT on the Northern Hemisphere at latitudes higher than 15◦N. (a) Red
triangles indicate the locations of the two (near) Arctic arrays used, IS18
and IS53, respectively. Grey triangles correspond with the remaining
certified IMS infrasound locations for the period of the warming. Colour
coded are the microbarom amplitudes in the Atlantic and Pacific Ocean
corresponding to 2009, 19 January at 12 UT, applying the Waxler and
Gilbert [2006] model including bathymetry [Waxler et al., 2007]. Dashed
lines indicate the used back-azimuth limits of the arrays toward to AO
(blue) and PO (green). (b) The geometrical configurations of arrays IS18
and IS53 are given in the two bottom frames.

2. Data
2.1. Arctic Infrasound Observations
Three months of infrasound record-
ings, from December 2008 to February
2009, of two (near) Arctic infrasound
arrays is used. These stations are
in place for the verification of the
Comprehensive Nuclear-Test-Ban
Treaty (CTBT) and are part of the Inter-
national Monitoring System (IMS). The
IMS is a global network providing infra-
sound, seismic, hydroacoustic, and
radionuclide recordings, designed to
detect and locate nuclear explosions
in the atmosphere, ocean, and solid
earth [Dahlman et al., 2009]. Infrasound
is recorded using arrays, consisting of
at least four microbarometers. The sen-
sors have a flat frequency response in
the pass band from 0.02 to 4 Hz and
are sensitive for amplitudes of several
mPa up to tens of pascals. Pressure
fluctuations are sampled at 20 Hz. In
2009, two out of three (near) Arctic
IMS infrasound arrays were opera-
tional: IS18DK in Qaanaaq, Greenland
(77.5◦N 69.3◦W), and IS53US in
Fairbanks, Alaska (64.9◦N 147.9◦W).
The station layouts and locations of the
two operational stations are provided
in Figure 1. Both arrays consist of eight
elements and have an aperture of 1170
and 1980 m, respectively. The layout is
designed such that the array response
function has a circular response for
the desired frequency range and sur-
presses unwanted side lobes to avoid
spatial aliasing. To reduce wind noise,
each array element is connected to a
passive wind noise reduction system.
This is a series of pipes with discrete
inlets, spatially integrating the pressure
field to increase the signal-to-noise
ratio [Hedlin et al., 2003; Walker and
Hedlin, 2009].

Signals are filtered using a second-order Butterworth band-pass filter with corner frequencies of 0.1 and
0.5 Hz. Possible detections, coherent signals, are obtained applying the Fisher ratio (F) in the time domain
[Melton and Bailey, 1957] with a moving window of 12.8 s (256 samples) with 50% overlap between suc-
cessive windows. The Fisher ratio provides an estimate of the detection probability and is related to
the signal-to-noise-ratio (SNR) assuming normal distributed uncorrelated noise: F = 1 + N ⋅ SNR2, with
N the number of array elements. The slowness grid for the beamforming is defined from 0 to 360° for
back-azimuth (𝜙) and from 250 to 500 m s−1 for apparent velocity (capp) with steps of 1° and 5 m s−1, respec-
tively. For each time window 18,360 beams are examined. Subsample time shifts are obtained by bicubic
interpolation of the time signals. The maximum value of F corresponds to the best-beam and a possible
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Figure 2. From top to bottom are shown array processing results and wind observations at the array side for IS18 (left) and IS53 (right), respectively. (top) The
maximum hourly signal-to-noise ratio (SNR) for each back-azimuth direction per hour as derived from the Fisher analysis. Only events with a SNR > 1 are used.
The green dots represent the wind direction at 50 km altitude above the array, derived from the ECMWF HRES analysis model. (middle) The energy spectrum,
averaged per hour. (bottom) The wind measured at the array site, low-pass filtered for a period of one hour.

detection. Let F𝜙 be the maximum F for each back-azimuth angle 𝜙. Multiple detections per time window
are allowed by determining the local maxima of F𝜙, applying a 1-D peak detection algorithm. For each
detection, the time signals of all sensor are aligned, based on the array response travel time delays, and
averaged to obtain the best-beam signal. The energy spectrum or amplitude spectral density (ASD) of each
best-beam with a length of 204.8 s (4096 samples) is determined by applying the fast Fourier transform
(FFT) and a flat top taper window to correct for amplitude leakage due to the finite signal. As the determina-
tion of the atmospheric return heights (see subsection 4.2) makes use of variations in the observed spectral
amplitudes, a shorter time window is used. The use of a much longer time window for the spectral analy-
sis than for the beamforming (4096 >> 256 samples) can result in an error in the array processing results, as
the best-beam can include signals that can influence the SNR. For the energy spectrum shown in Figure 2,
this is not a problem, as all directions are averaged for each hour. For the determination of the atmospheric
return height, based on the spectral power, it is important as the signals of the AO and PO are separated. For
the analysis of the observed amplitudes to determine the return height, the beamforming time window is
used, 256 samples, elongated up to 4096 samples by adding zeros. This is done to achieve enough spectral
resolution, while minimizing the error of including false signals.

2.2. Ocean Wave Data
The European Centre for Medium-Range Weather Forecasts (ECMWF) high-resolution Ocean Wave Model
(WAM) is used as a sea state model for microbarom modelling (Cy35r1, September 2008), consisting of both
model data and assimilated buoy and satellite data. The WAM model is coupled to the ECMWF atmosphere
model (WAM HRES). This allows interaction between the ocean waves and the surface winds, which is
important for microbarom simulations. The sea state is described by the 2-D wave spectra (2DFD), consisting
of 30 steps for frequency and 24 for direction, respectively. Integration of the 2-D wave spectra over direc-
tion and frequency results in the significant wave height for each longitude and latitude. Wave periods
(T) range from approximately 28.5 s down to 1.8 s, varying logarithmically (T0∕Tn = 1.1n−1), with a maximum
horizontal resolution of 0.36° [Ecmwf, 2009]. 2DFD are available every 6 h, globally, with latitudes up to 85°.

2.3. Atmospheric Specifications
Atmospheric specifications, the analysis, are obtained from the ECMWF High-Resolution Atmospheric Model
(HRES, Cy35r1, September 2008) making use of the Integrated Forecast System (IFS). It is a global circulation
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model consisting of assimilated radiosonde, ground, and satellite based atmospheric observations by
four-dimensional variational assimilation (4D-Var). HRES exists of 91 levels with a horizontal resolution of
T799 (∼25 km) up to 0.01 hPa (∼78 km). Analyses are available every 6 h. For this study, 6-hourly atmospheric
specifications of wind (zonal, meridional, and vertical), temperature, humidity, and pressure are used with
a grid resolution of 1°. The two upper levels are neglected. Those levels operate as a sponge layer, filter-
ing wave reflections, which is required for model stability but provides an unrealistically representation of
the atmosphere. Therefore, the maximum altitude is limited to 70 km. This is much lower than the ther-
mospheric return height (∼120 km). Consequentially, thermospheric signals cannot be resolved using the
ECMWF analysis.

3. Model
3.1. Microbarom Source Model
Microbarom source regions are modelled by applying the finite ocean atmospheric microbarom radiation
source strength model as described by Waxler et al. [2007]. The sea state 𝜉 (x, t), depending on horizontal
position x and time t, is described by the ECMWF ocean wave model. Altitude z is used to indicate the ocean
(z < 𝜉) or atmosphere (z > 𝜉) source region, whereas D refers to the depth of the water column.

The fundamentals of the oceanic microbarom radiation model (z < 𝜉) are first described by Longuet-Higgins
[1950], proving that the source mechanism is radiation resulting of the interaction of counter propagat-
ing ocean waves. The pressure oscillations, due to acoustic radiation, are due to second-order perturbative
terms in the expansion of the fluid dynamics equations. This results in a frequency doubling with respect to
the surface waves. Longuet-Higgins [1950] developed the fundamentals of a finite-ocean microbarom source
model, for oceanic microbaroms, only many years later taken into account and applied by Kedar et al. [2008].
The oceanic microbarom radiation model, assuming an infinitely deep ocean, was validated by Hasselmann
[1963]. He related the source strength density to the density of counter propagating waves for a specific
frequency, known as the Hasselmann integral (),

(T) = ∫
2𝜋

0
 (T , 𝜃) (T , 𝜃 + 𝜋)d𝜃 (1)

with  (m2 s rad−1) the directional spectral density function, depending on the wave period T and direc-
tion 𝜃. Note that period of the ocean wave for  is half the acoustic frequency (T = 2∕f ). The spectral density
function is approximated by the discrete 2DFD of the ECMWF WAM. The oceanic microbarom radiation
source strength spectrum squared is stated in equation (2) (z < 𝜉).

To simulate the atmospheric component of microbarom radiation (z >𝜉), Brekhovskikh et al. [1973] extended
the Longuet-Higgins microbarom source model with radiation from water into air. Waxler and Gilbert [2006]
then refined this atmospheric component, including second-order compression of air. Finally, Waxler et al.
[2007] assumed a finite ocean assuming an elastic sea floor, to take into account the effects of column reso-
nance in the Longuet-Higgins and Brekhovskikh terms. The microbarom source strength spectrum squared,
(f ), is defined as

(f ) = 4g2𝜋4f 3 (T)
⎧⎪⎨⎪⎩
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(2)

with gravity acceleration g, speed of sound c𝜎 , and density 𝜌𝜎 , with 𝜎 representing atmosphere (a), water
(w), or seafloor (b), respectively. Coefficients A, B, and C are the resonance terms because of the finite ocean,

A = 2 cos2(k𝜋) + sin2(k𝜋)
B = cos2(k𝜋) +2 sin2(k𝜋)
C =

(
1 −2

)
sin(k𝜋) cos(k𝜋)

with constant reflection coefficient  =
(
𝜌wcw

)
∕
(
𝜌bcb

)
, obtained from the continuity of pressure between

water and the solid seafloor.

Column resonance is determined by the frequency of the microbarom signal f and the ocean depth D,
assuming the microbaroms radiate on a direct path between surface and solid-seafloor without spreading.
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As microbarom signals are reflected on the solid seafloor, interaction occurs between the downward and
upward propagating signals. As signals with the same frequency are combined, this results in an interfer-
ence pattern caused by their superposition. The amount of interference depends of the phase difference
k between the signals, with k = 2fD∕cw . The ocean depth is obtained from the General Bathymetric Chart of
the Oceans (GEBCO) global 30 arc-second gridded bathymetry data set [Becker et al., 2009], resampled using
grid sample of Generic Mapping Tools [Wessel and Smith, 1991] to match the ECMWF WAM grid.

Equation (2) becomes the microbarom source model for an infinitely deep ocean, as described in the
paper of Waxler and Gilbert [2006], when = 1 (solid seafloor is water) such that resonance terms become
A∕B = 1 and C = 0.

3.2. Atmospheric Propagation
Sound propagation through the atmosphere is affected by the atmosphere itself, which may result in either
reflection or refraction and attenuation of the signal. The relation between density and pressure, affected by
temperature (Ta), determines the speed of sound (ca) of the medium. As the atmosphere is in motion, sound
propagation is affected by the residual of the projected wind in the direction of propagation. Approximating
the wave equation for infrasound in a horizontally stratified atmosphere, characterised by temperature
and horizontal wind, results in the effective speed of sound ceff [Gossard and Hooke, 1975]. Speed of sound,
ca =

√
𝛾RTa, is defined by the ideal gas law with adiabatic conditions existing of the ratio of specific heats,

for air 𝛾 = cp∕cv = 1.4, the specific gas constant R = 287 J kg−1 K−1, and temperature Ta depending on
position and time. For a fixed horizontal position and time, ceff is defined as

ceff(z, 𝜃) = ca(z) + ûxy(𝜃) ⋅ wxy(z) (3)

with ûxy ⋅ wxy the projected horizontal wind in azimuth direction of the sound propagation 𝜃 at a specific
altitude z. Note that all direction angles for the array processing are expressed in back-azimuth 𝜙 = 180 −
𝜃, the arrival angle of the ray. The effective speed of sound ratio ceff,ratio, indicating the refractivity of the
atmosphere, is defined as the ratio of the effective speed of sound at an altitude z and at the ground, at
equal time and location,

ceff,ratio(z, 𝜃) =
ceff(z, 𝜃)
ceff(0, 𝜃)

(4)

In order to have signals refracting back to the ground, the effective speed of sound ratio should be near to
or greater than one. The effective speed of sound ratio is a useful indicator of infrasound propagation but
does not describe the actual propagation itself.

Infrasound propagation can be described by ray tracing, e.g., [Benamou, 1995; Blom and Waxler, 2012].
In this study, a self-developed ray code is used. Rays are obtained from a high-frequency approximation
of the wave equation. The wave equation, describing the disturbance of an infinitesimal volume of air in
space-time, can be characterised by a surface in space-time, the Eikonal, describing only the position of the
wavefront instead of the full wave [Stone and Goldbart, 2009]. Therefore, amplitudes are no longer resolved.
The Eikonal operates as a high-frequency approximation, with rays spanning this characteristic surface.
Applying a canonical transformation to the Eikonal results in the equations of motion, the ray equations for
position and slowness.

Although ray tracing does not include amplitude information, amplitudes can be associated to each ray,
described by the transport equation, based on geometrical spreading of the rays [Jensen et al., 2011]. Geo-
metrical spreading is obtained from the Jacobian determinant for ray coordinates azimuth and elevation.
Atmospheric attenuation (𝛼) includes incoherent transmission loss due to geometrical spreading from the
rays and frequency dependent absorption by the atmosphere, described by Sutherland and Bass [2004].
Absorption depends variations in thermal conductivity, density, and viscosity throughout the medium and
concentrations of chemical components.

Ray tracing is applied in spherical coordinates using 3-D atmospheric specifications, interpolated by cubic
splines with a smooth kernel. Ray elevation angles range from 0 to 40° with steps of 1° and azimuth angles
range from 0 to 358° with steps of 2°. Elevation angles larger than 40° do most likely refract beyond the
stratosphere but cannot be obtained using the ECMWF analysis. A source frequency of 0.2 Hz is assumed for
all rays, as this only influences the atmospheric absorption, which is rather low in for stratospheric returns
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and does not vary significantly due to small changes in source frequency. Only reflection points on the
ground and sea surface are stored for the simulated microbarom observations. Due to the low frequencies,
rays that refract close to the surface can also result in signals observable at the ground. Therefore, rays that
refract close to the surface, at maximally 1.7 km above the earth surface (0.20 Hz times 340 m s−1), will also
result in a reflection point for the simulations.

3.3. Simulated Microbarom Observations
The ECMWF analysis is evaluated, using ray tracing, to identify trends in stratospheric return height ambient
noise observations that cannot be explained by the analysis. A proper propagation path is described by
the eigenray between a microbarom source and the array, resulting in a detectable amplitude. As many
active microbarom regions can be potential microbarom sources, ray tracing is applied reversely to avoid
determining all possible eigenrays of all possible source locations to the array. Using reverse ray tracing,
infrasound propagation starts at the array (see Figure 1) and is propagated backward with reflection points
being possible source locations. Each ray between receiver and possible source location is thus an eigenray,
with the initial azimuth angle of the ray corresponding with the observed back-azimuth angle. Reverse ray
tracing is acquired by modifying the atmospheric profile, thus reversing the direction of the horizontal wind
and changing the sign of the horizontal components of the metrical tensor for the atmospheric derivatives
used in the ray and jacobian equations. The use of reverse ray tracing with only a fixed set of rays does result
in eigenrays, but these rays do not necessary correspond with the actual observed source. It is possible that
a nearby, weaker source is reached.

Possible source locations, oceanic reflection points, are evaluated by a simple first-order coupling between
the source and propagation model. Assume each reflection point behaves as an independent point source
constant over the area S, simulated microbarom power becomes

A2
sim = 𝛼 ⋅a ⋅ S (5)

with the atmospheric attenuation 𝛼 (m−2), due to spreading and absorption, and the microbarom source
energy spectrum a (Pa2 Hz−1).

As the source area S is unknown, the normalized simulated microbarom power can be defined as [Waxler
and Gilbert, 2006]

Â2
sim = 𝛼 ⋅a (6)

The simulated microbarom spectral amplitude, Asim, should be equal to the observed microbarom spectral
amplitude, Aobs, such that the required source area S holds

S = A2
obs∕Â2

sim (7)

From equation (7), the corresponding source radius is calculated, assuming a perfect circular source area of
constant amplitude. The source radius is used to validate the plausibility of the simulations, by identifying
unrealistic source dimensions. Realistic source radii are limited to 1000 km, equivalent to half the northern
Atlantic Ocean.

Microbarom spectral amplitudes are interpolated in space and time to obtain the source amplitude for each
oceanic reflection point. Microbarom simulations are filtered by applying the following criteria. Only oceanic
reflection points with an attenuation of 60 dB RE 1 m and more are included. An attenuation smaller than
60 dB RE 1 m over a distance of >1000 km most likely corresponds with a ray caustic, resulting in a minus
infinite or unrealistically small attenuation.

4. Results
4.1. Infrasound Observations
Figure 2 shows the infrasound observations of arrays IS18 (left panes) and IS53 (right panes), respectively.
Shown are processing results and array surface wind strength for the period of 1 December 2008 up to 28
February 2009. The energy spectrum shows a good correlation with the expected 0.2±.1 Hz band for micro-
baroms. The surface wind strength, from high-resolution sonic anemometers at the array central element,
indicates the noise level at the array. Increased noise levels, resulting from strong surface winds, degrade the
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Figure 3. Comparison of the infrasound observations (left) and the microbarom source model (right), for (a) IS18 and (b) IS53, respectively. Each subfigure shows
the spectral amplitude (top) with the corresponding frequency (bottom), per degree back-azimuth for each hour for the observations and for each 6 h for the
microbarom source model. For the observations, the spectral amplitude corresponding to the maximum SNR is shown, and for the microbarom source model,
the maximum spectral amplitude. Gaps appearing in the array processing results due to high wind noise or data loss (see Figure 2) are recreated in the micro-
barom source model. Microbarom source specifications are obtained from the ECMWF Wave Atmosphere Model (WAM) applying the Waxler et al. [2007] model
for atmospheric radiation including bathymetry effects.

infrasound detectability by reducing the signal coherency over the array [Walker and Hedlin, 2009]. This can
be seen in the SNR. Surface winds are inversely related with SNRs, as F is coupled to the source activity and
array coherency.

Figure 3 shows the comparison of the microbarom detections with the microbarom radiation model for
amplitude and frequency. The microbarom observations and the source model agree well. Despite the
influence of the atmospheric propagation, there is a good resemblance between observed and simu-
lated amplitudes and frequencies as well as between the observed SNR and modelled amplitude. For both
arrays and both oceans, the back-azimuth deviation is rather small, except for weaker detections at IS53
toward the north and south-east. Detections with back-azimuth angles of > 300° and 120–150° do not
appear in the source model. These detections do most likely correspond with the modelled microbarom
sources in Figure 3 but are affected by atmospheric propagation effects resulting in significant back-azimuth
deviations and lower SNRs and amplitudes.

Table 1 presents the mean spectral amplitude, for the observations and the microbarom source model.
Interesting is the difference in microbarom frequency between AO and PO, which is present in both the
observations and source model. The lower frequencies for the AO can be explained by the deeper ocean,
resulting in the resonance of lower frequency microbarom signals. This proves the added value of using the
finite ocean microbarom source model of Waxler et al. [2007], allowing such bathymetry dependent varia-
tions. The observed frequencies (see Figure 3) show a relation with the direction of the stratospheric polar
vortex above the array. Lowest frequencies are observed when the stratospheric duct is stable or in direction
of the nearest ocean microbarom source region. IS53 in PO direction observes very low frequencies from 15
to 19 January 2009, with a broader energy spectrum. It is unclear if this is related to the microbarom source,
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Table 1. Mean Microbarom Spectral Amplitude, With One Standard
Deviation Range, per Ocean for the Observations and the Microbarom
Source Model

AO PO

IS18 0.187±0.023 Hz 0.190±0.022 Hz
IS53 0.185±0.022 Hz 0.191±0.025 Hz
Model 0.189±0.031 Hz 0.200±0.021 Hz

although this does not appear in the
microbarom source model, an atmo-
spheric effect or due to wind noise at
the array.

The SSW leaves a clear signature in the
infrasound observations, as described
by Evers and Siegmund [2009]. The
back-azimuth clearly shows the direc-

tional change of the stratospheric polar vortex. Both arrays indicate a stratospheric duct to the PO in regular
winter conditions, changing to a stratospheric duct to the AO during a SSW due to the SSW. This agrees
with the stratospheric duct of the analysis in Figure 4. Before the warming, the stratospheric duct is unsta-
ble compared to the situation after, clearly noticeable in the SNR and energy spectrum in Figure 2. During
60 days after the onset of the warming, the stratospheric duct slowly descends into the lower stratosphere,
followed by anomalous tropospheric weather regimes [Baldwin and Dunkerton, 2001]. The slow downward
movement of the polar vortex is related to the offset mechanism a SSW, which is more gradually than the
SSW onset [Limpasuvan et al., 2005]. The SSW onset is associated with stratospheric wind reduction anoma-
lies produced by wave driving, which can be rapid. The SSW offset is associated with the radiative cooling of
the polar cap, which happens more gradually.

Figure 4 does not explain the propagation of all observations due to the altitude limit of the analysis. IS18
almost continuously receives AO microbaroms, while IS53 almost continuously detects PO microbaroms,
even when no stratospheric duct is present. During the warming, the SNR variates, increasing for the IS18
AO microbaroms and decreasing for the IS53 PO microbaroms. Interesting are the observed distant AO
microbaroms around 22 December 2008 for IS53, while the analysis does not indicate the presence of a
stratospheric duct. It is not yet clear if these detections, when no stratospheric duct is present, are related to
the either the not resolved thermospheric ducts or an error in the analysis. Therefore, additional information
on the atmospheric return height is required.

4.2. Stratospheric Versus Thermospheric Return Heights
As infrasound propagates through the atmosphere, the signal, most sensitive at the return height, is con-
tinuously influenced by the atmosphere, resulting in an integrated effect at the surface [Drob et al., 2003]. A
different influence by the stratosphere and stratosphere will result in a different signature in the detections,
allowing both signals to be distinguished. As the stratosphere and thermosphere are exposed differently to
solar tidal fluctuations of temperature and wind, a different solar tidal signature is present in the observed
microbaroms. In the stratosphere, the diurnal thermotidal oscillation is primarily exited due to water vapour
heating in the troposphere. This remains true until the thermosphere, where viscosity, conductivity, and
electromagnetic damping may attenuate incoming waves [Lindzen and Chapman, 1969]. The thermospheric

Figure 4. Effective speed of sound ratio for arrays (left) IS18 and (right) IS53 for mean back-azimuth direction toward the Pacific Ocean (top) and the Atlantic
Ocean (bottom).
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is characterized by a high attenuating nature caused by the low density [Sutherland and Bass, 2004]. There-
fore, thermospheric semidiurnal solar tides are exited to a greater degree due to the heat generated by the
absorption of solar ultraviolet radiation by oxygen around 120 km altitudes. Irregular heating of the atmo-
sphere results in a variation of the thermospheric return height, twice a day, due to the change in wind
strength and attenuation.

The typical signature is represented in the detection characteristics, for example, the number of detec-
tions, back-azimuth angle, apparent velocity, bandwidth, and amplitude [Le Pichon et al., 2005; Whitaker and
Mutschlecner, 2008; Green et al., 2012]. Assink et al. [2012] looked at travel time variations and its relation to
return height variations associated with atmospheric tides. All studies make use of strong impulsive sources
with a well known position, e.g., volcanoes, which makes it hard to implement the used methodologies on
ambient noise. The studies of Donn and Rind [1971], Rind et al. [1973], and Rind and Donn [1975], Rind [1978]
statistically relate observed microbarom amplitudes to solar tidal fluctuations using the mean amplitude
per time of day (tod), Ātod . However, the presented method involves long-period averaging, using several
months of data, loosing all small scale fluctuations of interest. Therefore, Ātod is calculated for each day.

Atmospheric tides are found in the daily normalized spectral powers (see Figure 5) obtained from the
best-beam peak spectral amplitudes in direction of the AO and PO for IS18 and IS53, respectively. For each
half hour (one pixel), consisting of at least 15 detections with a SNR of 1.5 and more for IS18 and of 1.3 and
more for IS53, the peak spectral power is averaged. The mean spectral amplitude per time of day (tod),
Ātod , in direction of the AO and PO, is computed following a method similar to the method described by
Donn and Rind [1971]. Variations in the directional daily mean amplitude Āday , shown below the normalized
spectral powers, are in agreement with the expected return heights from the solar tidal signature. Higher
daily mean amplitudes are observed for expected stratospheric return heights; for example, see Figure 5b in
January during the SSW. The color coded horizontal bar in Figure 5 roughly indicates periods with either
diurnal or semidiurnal signatures, manually picked.

Ātod for IS18 shows a clear semidiurnal variation in direction of the AO (Figure 5b), in agreement with Donn
and Rind [1971], indicating mainly thermospheric return heights. A similar semidiurnal signature is shown
by the normalized spectral powers, with periods in agreement with the lack of a stratospheric duct indi-
cated by ceff. In December, when the stratospheric duct is unstable, scattered signals are observed resulting
in an unclear rather semidiurnal signature. When the AO duct becomes stratospheric, indicated by the green
periods, the tidal signature becomes diurnal, with stronger daily mean amplitudes Āday . After the warming,
the atmosphere stabilizes resulting in a clear semidiurnal signature up to halfway February. From then on,
the number of detections decreases too much to clearly determine the tidal signature. In PO direction, the
dominant signature is diurnal. In December, during the unstable stratospheric duct, the signature is very
vague. After the warming, during the first half of February 2009, a weaker peak around 18 h can be observed
as well. This signature is most likely related to the interactions of the stratospheric and thermospheric
tides, corresponding to mixed stratospheric-thermospheric propagation. In the modelling, described in the
next subsection, these mixed propagation paths will be missing, similar to the detections related to pure
thermospheric return heights.

Ātod for IS53 in PO direction indicates a diurnal signature. The daily normalized power reveals significant
phase variations of the diurnal signature during the 3 month period. A weak semidiurnal signature is present
in early December 2008, which is in agreement with the lack of a stable stratospheric duct in Figure 4. In AO
direction Ātod indicates a less pronounced diurnal signature. However, the signature becomes more clear for
the normalized power, indicating a clear stratospheric duct at the time of the warming, in agreement with
ceff. The IS53 AO detections around 22 December 2008 show a diurnal signature with a maxima around 16 h
(see Figure 5d), indicating a missing stratospheric duct in the analysis.

Interesting is the phase reversal of the IS53 AO diurnal maximum from approximately 20 h for 17 to 21
January 2009 to approximately 4 h for 23 to 28 January 2009. The reversed phase takes place during the
vortex split of the stratospheric polar vortex with a significant directional change of the stratospheric wind.
Due to the vortex split, the flow changes significantly but does not completely reverse. Consequentially, the
AO duct changes, moving south, resulting in a phase change of the diurnal peak. Therefore, a phase change
of the diurnal signal is an indicator of a significant directional change of the stratospheric vortex. A similar
phenomena can be denoted at IS18 in AO direction. During the vortex split, the tidal signature becomes
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Figure 5. Directional time averaged spectral amplitude variations. From top to bottom are shown IS18 in direction of the (a) Pacific Ocean and (b) Atlantic Ocean,
IS53 in direction of the (c) Pacific Ocean and (d) Atlantic Ocean, respectively. Each subfigure consists of a vertical graph (left) and an image (right) with below
one horizontal graph and one colour coded bar. The vertical graph (left) shows the spectral amplitude averaged per time of day, Ātod, for each half hour. The red
arrows and dashed lines indicate the tidal peaks in the mean time of day amplitude, if present. The image (right) shows the half hour averaged spectral power,
normalized per day. Each pixel column corresponds with one single day, while each row indicates the time of day. The horizontal graph shows the daily mean
spectral amplitude Āday. The colour coded bar roughly indicates manually picked periods with either no peak (blue), one peak (green) or two peaks (red) per day,
respectively. Only detections are used with SNR ≥ 1.5 for IS18 and SNR ≥ 1.3 for IS53.
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semidiurnal, but less clear than after the SSW indicating a mixed stratospheric–thermospheric path, with a
constant phase change due to the continuing directional change of the stratospheric wind.

4.3. Simulated Microbaroms Observations
Microbaroms observations are simulated to verify the analysis with the expected stratospheric returns
resulting from the spectral amplitude variations. Because the atmosphere is a 4-D problem (3-D position
and time), 3-D reverse ray tracing is used with 6 h discrete time steps, assuming the atmosphere is con-
stant along this period, to determine source locations. This implicates a similar behaviour of the mean
observed signal for this time window. The microbarom source model of Waxler et al. [2007] is used to filter
out likely source locations, using to source amplitude, then validated calculating the required source area as
described in 3.3.

The proposed simulation consists of limitations in both the used data as the methodology applied. A
major limitation of the data is the vertical limit of the analysis. Therefore, thermospheric and combined
stratospheric-thermospheric signals cannot be resolved. Ray tracing has some limitations as well. First of
all, the limited number of rays spanning the wavefront results in a decreasing resolution with distance. As
a result, some source regions cannot be reached, or correspond with a weaker microbarom region. Second,
rays can become chaotic over very long distances, resulting in an unrealistic large attenuation. Finally, ray
tracing is affected by caustics, resulting in singularities, enforced by the use of a 3-D atmospheric profile
due to the increased number of directional changes of rays compared with 1-D ray tracing. The assump-
tion of independent microbarom sources behaving as a point source with a circular area S will probably
underestimation of the radiated microbarom signals, resulting into too low observed amplitudes.

Microbarom simulations for IS18 (see left-hand side of Figure 6) can be explained by two phases: before
the SSW and from the warming onward. Before the SSW, only a sparse number of simulations in both AO
and PO direction are obtained. This is as expected due to the semidiurnal signature present in AO direc-
tion and a weaker signature for the PO with an unstable and too northerly stratospheric duct, resulting in
unresolved thermospheric and mixed stratospheric-thermospheric paths. From the warming onward, the
correlation with the observations improves. Detections with an expected stratospheric return can be prop-
agated using 3-D ray tracing and the ECMWF analysis, in AO direction during and in PO direction after the
warming, respectively. The detections with the assumed thermospheric return, in AO direction after the
warming, are missing as expected. The density of the obtained PO simulations is low compared with the
observations, which is most likely due to the too low number of rays. The most distant sources correspond
with the very large attenuations and low source amplitudes compared with the peak source amplitude of
Figure 3. This implies that ray chaos is present. During the warming, the closer AO is sampled much better,
with the same number of rays, and results in more realistic simulated amplitudes. Both the back-azimuth
and the amplitudes of the stratospheric detections are in agreement with the observations. Two clear differ-
ences can be denoted that can be related to possible errors in the analysis. First, during the warming, from
14 to 21 January 2009, many too northerly simulations are present. From the observations, it holds that the
warming onset and corresponding change of stratospheric polar vortex is much faster than in the ECMWF
model, resulting in a clearer switch from PO to AO duct. Second, at the end of February the analysis tends
to deviate slightly southerly, while the observations do not show this deviation. Simulations tend to be too
much constrained by the direction of the circumpolar vortex compared with the observations, indicating an
offset in the direction of stratospheric polar vortex in the analysis.

Simulations for IS53 (see right-hand side of Figure 6) show in general good agreement with the observa-
tions, as propagation in dominated by stratospheric return heights. Before the warming, the simulation is
similar to IS18. The unstable stratospheric duct in PO direction results in only a few stratospheric simula-
tions who do not reach the active microbarom areas. Although this unstable stratospheric, observations
with back-azimuth angles of >330° are present, indicating the added value of 3-D propagation. After the
warming, when the stronger and more constant stratospheric duct is more westerly, these signals are miss-
ing. Only AO, stratospheric, simulations are present during the SSW as expected, with the exception of
22 December 2008. Although a clear stratospheric duct is present (see Figure 5), no stratospheric returns
can be simulated. The simulations in AO direction from 19 January onward tend to be different from the
observations, which are closer concentrated between 30 and 60° back-azimuth. Despite the very high atten-
uation for these simulations, it seems that the core of the microbarom source region is reached, indicated
by high source amplitudes. As these directions are in agreement with the observed amplitudes, the analy-
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Figure 6. Results of the microbarom simulations (Figure 6a) compared with the observed peak SNR spectral amplitudes (Figure 6b) and the required source radius
(Figure 6c) of IS18 (left) and IS53 (right) per back-azimuth angle in time, respectively. Each back-azimuth angle corresponds with the eigenray with the highest
microbarom source amplitude. (a) Colour coded are, from top to bottom, attenuation, source spectral amplitude, and simulated received spectral amplitude. (b)
Observed amplitudes as shown in Figure 3. (c) Required source radius, with black dots representing the wind direction at 50 km altitude above the array derived
from the ECMWF HRES analysis.

sis performs well during the warming. At the SSW offset, from 26 January 2009 onward, a small, increasing,
back-azimuth deviation between simulations and observations occurs indicating a possible error. At the
beginning of February 2009, the observed AO signals are missing in the simulations.

5. The Life Cycle of a SSW

The differences between the observed and simulated expected stratospheric return heights are mostly
related with the SSW, indicating the loss of performance of the analysis due to the sudden warming. Most
important is the completely missing stratospheric return height AO detections of IS53 at 22 December 2008
using the analysis. Also, during the warming halfway January 2009, the directional change of observed
microbaroms for IS18 is much faster and from the opposite direction (northward instead of southward) than
shown by the ECMWF analysis.

The analysis indicates a displaced westerly elongated vortex from 18 to 22 January 2009 and a vortex split
from 24 to 28 January 2009, corresponding with two stratospheric vortices, followed by a recovery of until 4
February 2009. First signatures of the warming are indicated by smal variations around 22 December 2008
and 7–8 January 2009. Hemispheric 10 hPa (∼31 km) wind analysis before, during, and after the SSW can be
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found in the supporting information, clarifying the evolution of the stratospheric polar vortex during the
2009 SSW.

Figure 5 reveals additional information about the life cycle of the warming. The effect of the warming is
most pronounced for IS53 as AO microbaroms with a SNR ≥ 1.3 (see Figure 5d) are only expected in sum-
mer or in case of a SSW. Therefore, IS53 is used to describe the life cycle of the warming due to the clearest
signature. Observations reveal more abrupt changes, increasing in intensity and duration, and some dif-
ferences in the onset and offset. Largest differences are the very clear AO stratospheric duct from 22 to 25
December 2008, completely missing in the analysis, indicating a vortex disturbance, and an earlier strato-
spheric vortex recovery, at 30 January 2009. The series of abrupt changes can be explained by Rossby wave
breaking in the stratospheric polar vortex. Rossby waves, type 2 planetary, have a typical period of 10 to 16
days [Holton, 2004]. In winter, these waves can be forced up into the stratosphere, disturbing the circum-
polar vortex via momentum dumping. At the beginning of the winter, in December 2008, the circumpolar
vortex is strong but highly unstable, being very sensitive to any disturbance. Therefore, it is triggered eas-
ily by the Rossby wave breaking, resulting in first signatures on 3 and 10 December 2008, and is rather weak
and short, observable in the short periods with low spectral amplitudes in Figure 5d. As the vortex is not
yet critically disturbed, the energy balance is restored fast. As the life cycle intensifies due to the repeated
wave breaking, the stratospheric vortex weakens, resulting in more extended signatures [Limpasuvan et al.,
2004]. This can be denoted from 22 to 25 December 2008, where a clear AO stratospheric duct is present
with peak amplitudes at approximately 16 h. Because the stratospheric vortex is not yet fully disturbed, still
PO detections and simulations are present. Therefore, the stratospheric vortex recovers fast. On 8–9 January
2009, very small disturbances can be denoted, in agreement with the period of Rossby waves, differing
from the analysis. The westerly vortex intensifies but displaces slightly as it becomes unstable. A stronger
longer lasting disturbance takes place from 17 to 21 January 2009 with a displaced and elongated but rather
unstable westerly polar vortex. This results in a stratospheric duct in AO direction and a diurnal maximum at
approximately 14 hours. The stratospheric vortex, highly disturbed, elongates even more until it splits into
two stratospheric vortices from 23 to 28 January 2009, located above Canada and Russia. Due to the loca-
tion of the vortices, no clear difference in back-azimuth is observed. However, a signature of the split can be
observed by the loss of the weak PO observations for IS18 and IS53, while the AO shows an amplitude and
SNR variation for IS18 and a silence for IS53. This directional change can be denoted as well from the phase
change of the diurnal signature, which changes from approximately 20 to 4 h for IS53, due to the different
path of the infrasound through the atmosphere. The vortex split is clearly denotable in the tidal signature of
IS18 in AO direction, which is diurnal during the elongated displaced phase and changes to mixed diurnal
and semidiurnal due to the vortex split. Because the two vortices displaces the semidiurnal peaks vary from
2 to 6 h and from 15 to 18 h, approximately. These vortices dissolve at the end of January 2009, resulting in a
normal winter situation. Because of the weak polar vortex, recovering slowly due to the gradually radiative
cooling of the polar cap [Limpasuvan et al., 2005], a stable continuous stratospheric duct in PO direction is
present, clearly noticeable in the microbarom observations.

6. Discussion and Conclusions

In this study, a method is presented to study the life cycle of a SSW using infrasonic ambient noise obser-
vations. The 2009 major SSW is used as a case study because of its very clear influence on infrasound
propagation [Evers and Siegmund, 2009].

It is shown that the implemented Waxler et al. [2007] microbarom amplitude density model with
bathymetry, using the ECMWF WAM coupled ocean–atmosphere model input, explains very well the
observed microbaroms. The microbarom source model resolves observed ocean depth frequency differ-
ence, resulting in slightly lower frequency AO microbaroms. Therefore, infrasound ambient noise is an
excellent source to probe the upper atmosphere that can be modelled well. Knowledge of the atmospheric
ducting condition of the observed microbaroms is obtained from the infrasonic amplitudes, without any
a priori atmospheric information. It is successfully shown that spectral amplitude variations of continuous
microbarom observations can reveal whether the sound propagated through the stratosphere or thermo-
sphere, based on the diurnal or semidiurnal signature. These findings are verified by simulations, using 3-D
reverse ray tracing and the microbarom source model, with the known implications of a vertically limited
atmospheric model. Although these limitations, regions of stratospheric propagation can be identified,
confirming the amplitude variations method. Thermospheric signals of IS18 toward Atlantic Ocean, with
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distance of 2000 up to 3500 km (February 2009), can be observed. This study shows the use of microbarom
observations to validate the state of the atmosphere represented by the ECMWF analysis, indicating in gen-
eral a good agreement but with clear differences dedicated to the SSW. It is shown that infrasound can
provide additional information of the state of the atmosphere, with the potential to contribute to NWP,
especially in case of a SSW. A vortex displacement and a vortex split leave a clear signature in the infra-
sound observations, resulting a solar tidal signature type and or phase variation, which can be distinguished
from each other. Maybe in the future infrasound can assist AMSU-A observations to force the first-guess
field more toward the actual state of the rapidly varying atmosphere. The observed microbarom amplitudes
show more details on the SSW life cycle, with differences in the warming onset and offsets, than present
in the ECMWF analysis. Simulations are over constraint by the direction of the circumpolar vortex, whereas
observations indicate some differences.

Some further investigation is required. Errors in array processing of simultaneous coherent signal detec-
tion, more specific the spectral amplitude estimate, have a significant impact on the amplitude variation
method. Errors in separating AO from PO microbarom observations can lead to in errors in the amplitude
variations and thus tides. Although a larger window for the spectral analysis, filled with zeros, is used to
minimize this problem, still other signals can be present in the best-beam, affecting the SNR. The assump-
tion that each reflection point behaves as an independent source, which is constant over area S, works the
evaluate the plausibility of the obtained eigenrays but is rather unrealistic. A more realistic approach is pre-
sented by Waxler and Gilbert [2006], using the cross spectral density from Greens function as propagation
factor for the microbaroms. Infrasound propagation can be improved by simply increasing the number of
rays significantly, or by iteratively determining the eigenrays for all strong source regions. The use of another
atmospheric propagation model that can resolve amplitudes, for example, PE or normal-mode, can improve
the quality of the validation of the analysis. Some missing stratospheric return heights, assumed to be
related to errors an the analysis, can probably be related to fine-scale structure in the wind and temperature
and internal gravity waves generating additional arrivals [Kulichkov et al., 2010; Revelle, 2010; Chunchuzov et
al., 2011] but are not resolved by the global circulation models as these are below the model resolution.
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