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ABSTRACT 
Trust plays an important role in the implementation of chatbot technology. This study was also focusing on user 
trust in chatbots, particularly focusing on the role of response delay and explanation-driven driven subjective 
transparency. This research includes a pretest and a main test. In the pretest, we selected one explanation that was 
perceived by the participants that can raise the most social presence feeling as well as the subjective transparency 
of the chatbot. In the main test, a 2 × 2 between-subject experiment was designed and conducted to test the 
hypotheses. First, the findings revealed that while response delay did not significantly influence trust or social 
presence, clear explanations, especially in the context of instant delays, positively impacted subjective 
transparency and trust. Second, the study reinforced the positive correlation between social presence and trust, 
subjective transparency, and trust. From a practical perspective, the research offers insights for chatbot design, 
emphasizing the importance of improving subjective transparency and rendering a more natural and human-like 
interaction. 
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INTRODUCTION 
Conversational systems, often known as chatbots, have become a ubiquitous part of everyday life and are 
increasingly deployed for use in large-scale personal and social settings, e.g., to assist with daily tasks or to inform 
decision-making (Meshram et al., 2021; Stieglitz et al., 2021; Zhou et al., 2015). While chatbots are typically 
applied for text-based interaction, they may also encompass voice-based conversational agents such as Apple’s 
Siri and Amazon’s Alexa. Chatbots are used for a range of application areas such as customer support (Xu et al., 
2017), health (Fryer et al., 2017), and education (Fryer et al., 2017), in addition to marketing, entertainment, and 
general assistance with simple tasks. 

In the past years, chatbots got increasingly interactive – specifically in regards to exhibiting anthropomorphic 
features – and intelligent – based on advancements in the domain of machine learning (Maedche et al., 2016). 
For example, there is a sharp growth in the use of conversational AI models, such as ChatGPT 
(https://chat.openai.com/). The model of ChatGPT is trained on a large collection of datasets from diverse data 
sources, to generate human-like answers. Researchers have foreseen a huge potential in empowering the chatbot 
with large language models like ChatGPT in productivity (Surameery & Shakor, 2023), healthcare (Biswas, 2023), 
and education (Mhlanga, 2023) domains. Nowadays chatbots are able to act and interact in an increasingly human 
way. Thus, the boundary between man and machine becomes increasingly blurred from a user perspective. On the 
other hand, AI-infused systems raise the opaqueness and complexity for the user (Maedche et al., 2019), therefore 
magnifying the issue of trust. It is argued that building trust is an essential means to address complexity and 
uncertainty because humans cannot have complete knowledge of most systems' inner processes. 
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Recent evidence suggests a positive relation between trust and anthropomorphic cues such as human-like 
appearance and voice output. Research suggests that the more human-like AI systems appear, the more likely 
users are to trust them (Kulms & Kopp, 2019). Also, employing social cues in chatbot design is a common way 
to make the human–chatbot interactions more intuitive and human-like. In the chatbot context, social cues are 
design features that can trigger similar user reactions regarding emotion, cognition, or behavior that is similar to 
the reactions observed in the human-human interaction (Feine et al., 2019). Previous research based on Social 
Response Theory (SRT) by Nass et al. (1994) and Nass and Moon (2000) have demonstrated that various social 
cues exhibited by chatbots, including human-resembling avatars, casual conversation, and name identifiers, lead 
to enhanced user views and actions, as supported by findings from Araujo (2018), Diederich et al. (2020), Benlian 
et al. (2020), and Seeger et al. (2021). 

Response delay is another important social cue in technology-mediated interaction. But previous research did not 
illustrate a clear picture of the relationship between response delay and user trust (Walther and Tidwell 1995; 
Jacquet et al., 2019). In the context of chatbots, unlike humans who need time to read a message and enter a 
response, retrieval-based chatbots can process user input instantly and give a response to the user (Luo et al., 
2022). Yet, compared with a chatbot that can adapt the delay time based on the length of the response, some 
studies suggest the instant response can reduce the natural conversation feeling, hence decreasing the user’s 
satisfaction feeling while interacting with a chatbot (Gnewuch et al., 2018). In contrast, previous researches also 
show that chatbots with response delay are less likable to the users (Schanke et al., 2021). In the online customer 
service context, previous studies have found that compared to nearly instant response the dynamic response delay 
of the chatbot can improve the perceived social presence (Gnewuch et al., 2018) and trustworthiness (Karma 
2020). But there are only a few research studies on the relationship between response delay and user trust. Hence, 
research question one is proposed below. 

RQ1: “How does the response delay influence the user's trust in the chatbot?” 

Transparency of the system is another vital factor that influences user trust. Addressing a better explanation of the 
underlying process/status of the system to the user can impact the user perceived usefulness and trustworthiness 
of the system (Kizilcec, 2016, Kulesza et al., 2012, Lim et al., 2009). However, the mismatch between the actual 
trustworthiness and user-perceived trustworthiness can increase user tolerance (Piccolo et al., 2019). For the 
systems’ most effective use, users must trust respective systems appropriately, this is often referred to as trust 
calibration (Lee and See., 2004). In the industry world, while interacting with a chatbot there always has some 
response delay caused by different factors (internet connection, service load, etc,.). Depending on the factors the 
response delay can be short or long. Taking the technology factor as an example, retrieving-based or generating-
based are two common mechanisms of response generation chatbots. Retrieving-based chatbots usually search for 
the response in their existing knowledge base, so the response time usually is fast. While a generating-based 
chatbot needs to generate the response from its pre-trained AI model, this could end up with a relatively longer 
response delay. Now with the rise of the big language models like T5, BERT, and GPT-3 (Raffel et al., 2020; 
Brown et al., 2020; Devlin et al., 2019), the generating-based chatbot perceived by the user, even the chatbot 
developer, as a “black box. This makes it difficult to understand the underlying process of the chatbot (Khurana 
et al., 2021). For example, two of the most popular applications: ChatGPT (https://chat.openai.com/) and 
NewBing (https://news.microsoft.com/the-new-Bing/), both implemented with generating-based chatbot 
technology. CharGPT outputs the response word by word with small delays in between while NewBing outputs 
the response paragraph by paragraph with longer delays in between. But they all do not provide information about 
what is actually going on with the system to the users regarding the delay. Which ends up with a less transparent 
chatbot system. So, regarding the response delay, implementing corresponding explanations for it can also have 
the potential in facilitating the user's trust in the chatbot. Hence research question 2 is proposed in this paper. 

RQ2: “How does the explanation of the response delay influence the user's trust in the chatbot?” 
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THEORY 

Social response theory 

When people interact with each other, they can identify many kinds of social cues like facial expressions and hand 
movements (Burgoon et al., 2010). Following the idea that computers can also convey social cues, the SRT theory 
indicates that users respond to the technology in a similar way to the identified social cues (e.g., natural language, 
human-like appearance) (Reeves and Nass, 1996; Nass and Moon, 2000). In an experiment conducted by Nass et 
al., in 1994, while interacting with digital tutoring, participants perceived praise from a different computer as more 
accurate and friendly, and they believed they performed better in this condition. Also, the social responses that 
automatically and unconsciously arose between users and technology seem not ‘‘confined to a certain category of 
people’’ (Nass and Moon, 2000). When users interact with technology in a social manner, they subconsciously 
view it as a pertinent social entity, attributing human characteristics to it, thereby amplifying their sense of its 
social presence (Nass and Lee, 2001). 

In 1978, Short et al. introduced the concept of "social presence," aiming to capture how strongly a communication 
medium can make users feel the psychological presence of others. This was defined as ‘‘the degree of salience of 
the other person in a mediated communication and the consequent salience of their interpersonal interactions’’ 
(Short et al., 197). Over time, this definition evolved, highlighting the capacity of communication mediums to 
foster sensations of warmth, personal connection, and sociability, even in the absence of direct human-to-human 
contact (Gefen and Straub 2004). 

For the implementation of the SRT, previous research found that users felt a greater sense of social presence and 
trust when the robot interaction was designed to be more human-like and spontaneous (Xu, Chen, & You, 2023). 
While for chatbots, researchers have primarily investigated verbal cues ( e.g., human-like language such as "hello" 
and "goodbye.") humorous comments and visual cues (e.g., human names, human-like avatars) to evoke a social 
presence feeling while interacting with the chatbot (e.g., Araujo, 2018; Moussawi and Benbunan-Fich 2020; 
Diederich et al., 2020; Seeger et al., 2021). For example, in 2020, Moussawi and Benbunan-Fich illustrated that 
talking in a humorous way can make the chatbot appear more human-like. In their study, participants asked 
“Where did you get that name from?” instead of answering “My programmers named me.” a humorous chatbot 
answered, “Well, once upon a time, there was a princess … Just kidding. My technology overlords gave it to 
me. I wanted to be called Princess Jenna but they didn’t like it.”. These studies provide valuable insights on the 
impact of verbal and visual social cues, but regarding other types of social cues for example response time less is 
known (Feine et al., 2019). 

In the chatbot domain, previous research has also indicated that the social presence of the chatbot can influence 
user trust (Zierau et al., 2021, Konya-Baumbach et al., 2023). For example, in 2023, Konya-Baumbach showed 
that in the shopping context, the social presence raised by chatbot anthropomorphism, such as a first-person 
description as opposed to a third-person description, can positively influence user trust, purchase intention, word 
of mouth, and satisfaction with the shopping experience. 

Response delay as a social cue 

The concept of "response delay" is categorized under chronemic cues, which focus on the time-related elements 
in communication (Walther and Tidwell 1995; Littlejohn and Foss, 2009). This cue holds significant importance 
in interactions between humans (Kalman et al., 2013; Schuetzler et al., 2019). For example, a fast response can 
indicate interest, attentiveness, and competence, while a slow response can indicate disinterest, distraction, or 
incompetence. In human-human interaction, response time refers to the time between a person ends speaking and 
another one start speaking. In interactions facilitated by technology, like online messaging, response delay pertains 
to the time taken by an individual to reply and the interval between messages (Moon 1999). This encompasses the 
duration required to read and comprehend another's message, as well as the time spent editing one's own message 
(Derrick et al., 2013). 
Previous research found that response delay as a social cue can raise the social presence while interacting with the 
chatbot (Gnewuch et al., 2018, Gnewuch et al., 2022). In a 2022 study, Gnewuch found that when chatbots have 
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a delayed response time, which mirrors human-like behavior more than an immediate reply, it can enhance 
beginner users' feelings of social presence and their intent to use the chatbot. While the effect is negative for 
experienced users. While the impact of response delay on users' trust in chatbots is not a popular topic. Only a 
little research was conducted on this topic. In 2020, Karma found that response latency has a positive effect on 
users' cognitive trust. 

As stated before, the social cues of chatbots can increase social presence. Social presence can also positively 
influence the user’s trust in the chatbot. Hence, regarding the response delay, we propose that social presence has 
a meliorate effect between response delay and user trust. 

H1: User social presence mediates the positive influence between response delay and user trust in the chatbot. 

H1a: The response delay of the chatbot positively influences the user's social presence while interacting with 
the chatbot. 

H1b: User social presence positively influences the user’s trust in the chatbot. 

Subjective transparency 

In the context of the Advice-giving System, Zhao et al. in 2019, proposed that the transparency of an intelligent 
system can be defended into objective transparency and subjective transparency. Objective transparency refers to 
the extent to which the system releases information regarding what they do and why they behave in a certain way. 
Subjective transparency refers to the extent to which users perceive that the information regarding what systems 
do and why they behave in a certain way is provided by the system and is visible/available/accessible to them 
(Cho et al., 2017; Zhu, 2002). 

Now with the rise of the big language models such as BERT (Devlin et al., 2019), T5 (Raffel et al., 2020), and 
GPT-3 (Brown et al., 2020), the chatbot often appears as a “black box” to the user, making it difficult to 
understand the underlying process of the chatbot like why things did not work, how to determine the feasible 
actions, and the way to recover from a mission failure (Khurana et al., 2021). For example, GPT-3, developed by 
OpenAI, stands out as one of the most advanced and widely-discussed models in this domain. It's a deep learning 
model trained on vast amounts of text data, allowing it to generate human-like text based on the patterns it has 
learned. The model operates by predicting the next word in a sequence, which means when generating responses, 
it "types" out its answer word by word, much like a human typist. However, the sheer complexity and size of 
GPT-3 make it inherently non-transparent. Even the developers and researchers who built the model cannot 
precisely predict its outputs in specific situations. This unpredictability arises because GPT-3 does not have a 
fixed set of rules or logic it follows. Instead, it relies on patterns in the data it was trained on. As a result, while it 
can generate coherent and contextually relevant text, explaining the "why" behind its responses becomes a 
challenge. 

The inherent lack of transparency in chatbot systems, especially in advanced models like GPT-3, can significantly 
influence users' perceptions of the system's usefulness and trustworthiness (Xu, 2019; Glass et al., 2008; Porcheron 
et al., 2018). This opacity stems from the complex nature of these models, which, while capable of generating 
human-like text, often operate as "black boxes" to users. Addressing this by providing explanations about the 
underlying processes or statuses of the system can enhance users' perceptions of its utility and reliability (Kizilcec, 
2016; Kulesza et al., 2012; Lim et al., 2009). 

While interacting with the chatbot mentioned before, users often experience varying degrees of delay when 
interacting with chatbots, attributable to factors like internet connectivity, server load, and the inherent processing 
time of the chatbot model. In some cases, delays are even introduced deliberately to simulate more human-like 
interactions. However, the potential influence of explaining these response delays on user trust remains largely 
unexplored. In this paper, we posit that offering explanations for response delays can increase user trust in chatbots. 
This enhancement in trust is achieved by positively influencing the subjective transparency of the chatbot system, 
making users feel more informed and in control of their interactions. Hence, hypothesis 2 was proposed. 

H2: Explanation of the response delay has a positive effect on user trust in the chatbot. 
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H2a: Explanation of the response delay has a positive effect on user-perceived transparency of the chatbot 
system. 

H2b: User-perceived transparency of the chatbot system has a positive effect on users’ trust in the chatbot 

For a broad view of trust in intelligent systems like chatbots. According to a systematic literature review conducted 
by Zierau et al. in 2020, there are three main types of trust in SPAs (smart personal agencies): User Interface-
Driven Trust (UIDT), Interaction-Driven Trust (IDT), and Explanation-Driven Trust (EDT). UIDT relates to the 
static design features of SPAs, such as haptics and audio-visuals, that can enhance trust in the technology. IDT is 
based on the user's interactions with the SPA, such as the accuracy and reliability of the responses provided by 
the technology. EDT is based on the ability of the SPA to provide clear and understandable explanations for its 
actions and decisions. Understanding these different types of trust can help organizations design and implement 
SPAs that are more trustworthy and appealing to users.  While UIDT and IDT in SPAs focus on creating a sense 
of social presence, which has been identified as an important antecedent of trust, EDT in SPAs aims at creating a 
sense of transparency by varying the degrees of understandability and transparency provided to the user. In 2020, 
ZIerau et al. proposes a particular need for research on the role of transparency in building trust in SPAs in the 
nascent field of EDT. In this study, our focus also falls into this dimension of chatbot trust. We focused on 
implementing a corresponding explanation for the response delay to build trust between the user and the chatbot. 
But by addressing the corresponding explanation with social cues, there is a potential to also influence the sense 
of social presence. For example, first-person description (Konya-Baumbach et al., 2023), and humor (Tsai et al., 
2021) can potentially boost social presence. Hence, we also propose a moderator effect between the explanation 
and the effect between response delay and the user's social presence. 

H3: Explanation of the chatbot response delay can moderate the effect between response delay and social presence. 

Chatbot Taxonomy 

Based on the mechanism of response generation, Chatbots can be broadly classified into two categories based on 
their response generation mechanism: retrieval-based and generation-based chatbots (Song et al., 2016; Wu, Li, 
et al., 2018).  

Retrieval-based chatbots generate responses by selecting pre-existing responses from a knowledge base that best 
matches the user's input. These chatbots are typically used in situations where the conversation is predictable and 
the responses can be pre-defined. For example, customer service chatbots that provide answers to frequently asked 
questions are often retrieval-based. On the other hand, generation-based chatbots use machine learning algorithms 
to generate new responses based on the context of the conversation. These chatbots are more flexible and can 
generate responses that are not predefined. For example, chatbots that assist with mental health counseling or 
provide personalized recommendations for online shopping are often generation-based. However, generation-
based chatbots can be more challenging to develop and require more advanced natural language processing 
techniques (Luo et al., 2022).  

Retrieval-based chatbots have the advantage of being relatively easy to develop and maintain since the responses 
are pre-defined. They are also more reliable since the responses are based on a knowledge base and are less likely 
to generate inappropriate or irrelevant responses. However, retrieval-based chatbots can be limited in their ability 
to handle complex or unpredictable conversations, and they may not be able to provide personalized responses. 
Generation-based chatbots, on the other hand, have the advantage of being more flexible and able to generate 
responses that are not predefined. They can handle more complex and unpredictable conversations and can provide 
personalized responses. However, generation-based chatbots can be more challenging to develop and require more 
advanced natural language processing techniques. They may also generate inappropriate or irrelevant responses, 
especially if they are not trained on a sufficiently large and diverse dataset (Luo et al., 2022). 

Retrieval-based chatbots have been around for a long time and are relatively easy to develop and maintain. 
However, with the recent advancements in natural language processing and machine learning, and the availability 
of large and diverse datasets, there has been a shift towards the development of generation-based chatbots, 
especially in applications that require more personalized and context-specific responses (Luo et al., 2022). 
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Research model 

Drawing from established theories, we recognize the pivotal role of social presence and its influence on user trust, 
as well as the nuanced impact of response delays as a social cue. Furthermore, we delve into the realm of subjective 
transparency. Our research model posits that explanations for response delays can bolster user trust by enhancing 
the chatbot's subjective transparency. Additionally, we put our research under the real-world context under the 
taxonomies of chatbots in the real world, distinguishing between retrieval-based and generation-based chatbots, 
each with its unique implications for user interaction. As the response delay is different regarding the underlying 
reason and the time length. Hence, corresponding different explanations are needed. Based on these insights, we 
hypothesize that user social presence mediates the relationship between response delay and trust (H1), that 
explanations for response delays enhance user trust through increased subjective transparency (H2), and that the 
explanation of chatbot response delay can moderate the effect between response delay and social presence (H3). 
The research model is illustrated in Figure 1. 

 

Figure 1. Research model 

PRE-TEST 
Existing literature does not provide definitive evidence or consensus regarding which explanations are most 
beneficial or effective for chatbots. Consequently, our pre-test is designed to pinpoint an explanation that robustly 
enhances subjective transparency and user social presence. 

Delay setting 

Regarding the response delay of retrieval- or generation-based chatbot systems. The retrieval-based chatbot has a 
static knowledge base, so it can nearly instantly respond to users’ queries. While for the generation-based chatbot, 
it needs time to process the query and generate corresponding responses for the user’s query, so the response delay 
dynamically changes. Hence, to mimic these two different chatbot systems, we set two different types of response 
delay: instant delay, and dynamic response delay. Both retrieval- and generation-based chatbots necessitate the 
processing of the input, which can be accomplished rapidly (Luo et al., 2022). Notably, the variation in response 
delay between retrieval- and generation-based chatbots primarily hinges on the answer-generating component. 
Hence the response delay of chatbot prototypes is focusing on mimicking the difference in the answer-generating 
part. And the explanations are also focusing on explaining the difference in answer-generating between retrieving- 
and generation-based chatbots.  

Furthermore, generative AI models introduce an element of unpredictability, as the length of the generated 
response cannot be predetermined, potentially affecting response time. To ensure a controlled study environment 
in our pre-test, we chose to develop a chatbot built on a specific knowledge base rather than a full-fledged language 
model, which will be explained in detail in the chatbot prototype session. This approach allows us to artificially 
regulate response delays, offering a more controlled simulation of real-world interactions. 
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Stimuli 

Explanations 

As shown in Table 1, 5 different versions of the explanation were proposed for each delay condition (instant or 
dynamic). “Basic” explanation has the basic information about the underlying process of providing a response to 
a question. “First-person” explanation implements a first-person description of the explanation. Because previous 
studies indicate that first-person description can potentially boost social presence  (Konya-Baumbach et al., 
2023). “Detail” explanations provide detailed information about the response process of the chatbot. As the 
subjective transparency level is expected to be improved by providing more information for the responding 
process.  “First-person + detail” explanation combines first-person description with detailed information. Based 
on the “First-person + details” version, the “Humor” explanation implemented a humorous way of talking. 
Because previous studies indicate that humorous ways of talking can increase the social presence feeling in 
human-computer interaction (Moussawi and Benbunan-Fich, 2020). 

 

Version Retrieval-based (instant) Generation-based (dynamic) 

Basic Retrieving the answer. Generating the answer. 

First-person I am retrieving the answer for you. I am generating the answer for you. 

Detail Searching in the knowledge base for 
the answer that matches the question 
intent most. 

Using the question as a prompt to 
generate the answer from the pre-trained 
model. 

Firt-person + detail I am searching in my knowledge base 
for the answer that matches your 
question intent most. 

I am using the question as a prompt to 
generate the answer from the pre-trained 
model. 

Humor I'm like a witty librarian in my 
knowledge base, searching for the 
answer that fits your question like a 
puzzle piece. 

I channel my inner word wizardry, 
conjuring up sentences word by word 
like a mischievous magician performing 
a linguistic sleight of hand. 

Table 1. Different versions of explanation for retrieval- and generation-based chatbot. 

Chatbot prototype 

To simulate the nuances of retrieving- and generation-based chatbots, using Python as the coding language 
developed chatbot prototypes from Gradio (https://gradio.app/). Gradio is a versatile tool that allows for the rapid 
creation of user interfaces for machine-learning models. While it's versatile in its applications, it does come with 
certain limitations, particularly in terms of detailed interface customization. As our focus lies on the response 
delay and corresponding explanation, Gradio is capable enough for building a chatbot prototype for our study. 

Using Gradio can customize the response delays by coding. We utilized this feature to set near-instantaneous 
response times for the retrieving-based chatbot prototype. For the generation-based chatbot, we implemented a 
dynamic response delay, calculated based on the formula provided by Holtgraves and Han in 2007, where the 
delay was set at 50 milliseconds per character in the chatbot’s response. While Gradio can be seamlessly integrated 
with various machine learning models, for the purpose of this study, we did not directly link it to ChatGPT. Instead, 
we preloaded answers to ensure consistency and control in our experiment. This approach allowed us to simulate 
the behavior of both retrieving- and generation-based chatbots without the unpredictability of real-time generation. 
Hence, our implementation involved scripting to manage the chatbot's behavior, especially concerning the 
dynamic response delay. We designed the code to recognize the length of the response and adjust the delay 
accordingly. This ensured that the chatbot's behavior closely mirrored the characteristics of retrieving- and 
generation-based systems.  
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For more convenient interaction, we also developed a little function to automatically provide a question to the 
chatbot by clicking one button. In this way, participants did not necessarily need to type the questions by 
themselves, as typing always along with some typing mistakes. The code of chatbot prototypes is accessible on 
Github: pretest chatbot prototype. While developing the chatbot prototype, significant effort went into 
customizing, scripting, and refining the prototypes to align with our research objectives. The screenshots of our 
tailored chatbot prototypes are showcased in Figure 2. 

Two chatbot prototypes were developed using Gradio (https://gradio.app/) to illustrate the distinction between 
retrieving- and generation-based chatbots. Both prototypes employ the same underlying technology, with the 
primary difference being their response delay. For the prototype emulating a retrieving-based chatbot, the response 
delay is nearly instantaneous. In contrast, the prototype mimicking a generation-based chatbot with dynamic 
response delay utilizes a calculation from Holtgraves and Han in 2007, where the response delay is determined 
based on the number of characters in the chatbot’s response, specifically 50 milliseconds per character. 

 

Figure 2. Screenshots: Chatbot prototype for the pretest. 

During the pre-test, we aimed to eliminate any independent influence that variations in questions and responses 
might have on the user-chatbot interaction. Hence, the questions and responses were standardized.  Participants 
were required to select from the provided question list to interact with the chatbot. Participants were provided 
with questions centered around two topics: sustainability and history, with 16 questions and corresponding 
responses for each. Based on the length of both the question and its answer, these pairs were categorized into four 
groups: a short question with a short response, a short question with a long response, a long question with a short 
response, and a long question with a long response (as detailed in table 2). 

Conditions Word count 

short question <10 

long question around 20 

short response <25 

long response around 50 

Table 2. Length of question and response. 

Participants 

10 participants (5 male, 5 female) were recruited with no compensation for the pre-test. They were all recruited 
offline in the Industrial design engineering faculty of TU Delft. Participants are all master students at the Industrial 

https://github.com/MitterChar/Chatbot-prototype
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design engineering faculty of TU Delft, aged from 23 to 26, speaking English as a second language, and having 
experience with chatbots, especially with daily usage of chatGPT in the recent month. 

Procedural 

Before conducting the pretest, we applied for ethical approval from The Human Research Ethics Committee of 
TU Delft and got it granted. During the pretest, all participants provided informed consent regarding the pretest. 

The pretest followed a within-subject experiment procedural. During the test, a text introduction was first shown 
to the participants and the experimenter was there to help them understand what they needed to do. Participants 
were asked to interact with all chatbot settings. The chatbot set included 6 different explanation conditions (none, 
basic, first-person, detailed, first-person + detailed, and humor) and 2 different delay conditions (instant and 
dynamic). So, during the pretest, each participant was asked to interact with chatbots in 12 (6 × 2) different 
conditions. After finishing the interaction, the definition of social presence and subjective transparency was 
explained to the participants. Then, all explanations were presented to the participant, and the participant was 
asked to rank the explanations based on the degree they think the explanation fits with social presence and 
perceived transparency. In the end, a short interview was conducted to collect further feedback from the 
participants regarding understandability, clarity, and so on. The procedure is shown in Figure 3 below. 

 

Figure 3. Procedural for the pre-test 

Results 

The users’ ranking for explanations was calculated into average ranking to compare their performance regarding 
social presence and subjective transparency. The explanation that used first-person description and more detail 
was ranked top regarding both social presence (M = 1.800, SD = .616) and subjective transparency (M = 1.750, 
SD = .851). The first-person detailed explanation also ranked top in both chatbot delay conditions regarding social 
presence (instant delay: M = 1.800, SD = .632; dynamic delay: M = 1.800, SD = .632) and subjective transparency 
(instant delay: M = 1.900, SD = .994; dynamic delay: M = 1.600, SD = .699). The overview of the results is shown 
below in Table 3. 
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Table 3. Participants’ social presence and subjective transparency ranking value and the mean value of 
different explanations in different delay types (instant or dynamic). 

Participants 3, 4, 7, 8, and 10 mentioned that the description "I'm" and "for you" is warmer and can reduce social 
distance hence providing a more social presence feeling. These descriptions make them believe there is a robot 
helping them. While the plain explanations feel like a machine (Participants 1, 3, 4, 5, 6). While regarding 
subjective transparency, participants think detailed explanation contains more information, hence improving 
subjective transparency. While comparing the detailed explanation and FP + detailed explanation, participants 
mentioned that "I'm" can make them feel the chatbot is more transparent because it can vividly provide a scenario 
that there is a robot searching for or generating the answer for them (participant 4, 5). In addition, some 
participants think the plain explanation makes the chatbot more transparent, but others did not appreciate the 
objective style of talking regarding improving transparency. 

Participant 3: “…I don't think a cold machine is more transparent.” 

Participant 5: “…A person sits there for you, you give him/her orders, and then he/she finds the answer.” 

Participant 8: “…used the first-person method, …be able to decrease the distance between me and make me feel 
this kind of social presence feeling.” 

For the humor explanation, participants felt it indeed has a strong personality but is too joking, making them feel 
the chatbot is fooling them or trying to hide some truth (participant 3, ) or not sincere (participant 4, 8, and 9). 
Thus the subjective transparency performance is not good. The humorous way of talking makes some participants 
feel the chatbot is trying to make itself perform like a human, but not so closely like a human. This also reduced 
the feeling of social presence (Participant 9). Another reason is the humorous way of talking may not fit well with 
the context, multiple participants mention that while they want to ask some knowledge questions they want the 
chatbot to perform professionally rather than making jokes. 

Participant 3: “…it's so humorous, I always feel like it's hiding something…” 

Participant 4: “…I feel that you used too many metaphors at that moment, which made you feel immature.” 

Participant 8: “…it is more sincere and true compared with this one (humor explanation).” 
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Participant 9: “…add a lot of extra stuff like this (humor explanation), it feels like it is not sincere.” 

Optimizations 

As shown in the result, the first-person + detailed explanation performed best regarding both social presence and 
subjective transparency aspects. The first-person + detailed explanation was chosen to be used in the further main 
test. Meanwhile, some potential optimization was also identified from the pretest regarding the chosen explanation 
(first-person + detailed information). Participants care about where the answer comes from. Especially the 
generation-based chatbot, they care about the timeliness/version of the model (Participant 5). Also, the words 
“pre-trained model” might confuse users’ understanding (Participant 2) and reduce the feeling of social presence 
(Participant 10). Hence the explanation for dynamic response delay was adapted to “I am using your question as 
a prompt to generate the answer from my latest AI model.” 

8 out of 10 participants felt the response delay for the dynamic delay group was too long. Hence the way of 
calculating response delay was changed to using the adapted equation proposed by Gnewuch in 2018, which will 
be explained in more detail in the main test section. Regarding the interface design, participants felt the distinction 
between the explanation and the actual answer was not obvious, and created some confusion (Participants 2, 4, 8, 
and 9). 

Participant 2: “…it (explanation) came out first, we thought that was the answer…” 

Participant 9: “…it would be better if these (explanation and answer) can be distinguished from each other…” 

Conclusion 

Key takeaways from the pre-test include: (1) The first-person + detailed explanation emerged as the most effective 
in enhancing both social presence and subjective transparency. (2) The specific words used in the explanation 
need some optimization to increase the understandability of the explanation. For instance, terms like "pre-trained 
model" were found to be potentially confusing and even distancing for some users. (3) The dynamic response 
delay setting was perceived to be too long by the majority of the participants and already influenced user 
perception on the capability of the chatbot. (4) Participants expressed a need for clearer demarcation between the 
explanation and the actual chatbot response. Given these findings and the feedback received, several adjustments 
were made to optimize the chatbot prototype and its interactions. These modifications, ranging from the content 
of explanations to the calculation of response delays, were aimed at ensuring the validity of the subsequent main 
study. 

MAIN TEST METHOD 

Experiment conditions 

To test our hypotheses, we conducted a two-factor between-subjects experiment. The independent variables: 
response delay (dynamic or instant) and explanation (with or without), were manipulated in the experiment, hence 
2 ×  2 in total 4 groups were set for the experiment: instant/dynamic delay with/without explanation. The 
experiment was conducted via Prolific (https://www.prolific.co/) – an online recruitment platform. Participants 
were first asked to follow a pre-recorded video of the interaction between a user and the chatbot. Then they were 
asked to fill in a questionnaire to evaluate the social presence, subjective transparency feelings, and trust towards 
the chatbot. 

Experimental Chatbot 

For the experiment, we developed 4 chatbots to fit the 4 conditions mentioned before. The Chatbot used in the 
main test is an optimized version of the pretest one. The screenshot of the interface is shown in Figure 1. The 
calculation of the dynamic response delay referred to the methods used by Gnewuch in 2018. The calculation was 
based on the sentence's complexity and the response's length. The calculation of language complexity (C) of each 
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message using average sentence word length and average syllables per word according to the following formula 
(Kincaid et al., 1975). 

C(m) = 0.39 × (total words / total sentences) + 11.8 × (total syllables / total words) - 15.59 

So, for each sentence’s complexity calculation: 

C(s) = 0.39 × total words + 11.8 × (total syllables / total words) - 15.59 

The complexity values can range from -3.40 to positive infinity. Based on this, the time delay (D) was calculated 
in milliseconds based on the complexity value (C(m)) of a sentence: 

D(s) = 0.2 × ln(C(s) + 0.5) + 0.5 C(s)>0 

D(s) = 0 C(s)≤0 

Since sending a message requires a short time for data transmission through the Internet. Refers to Gnewuch et al. 
in 2022, this corresponded to a response time of about 200 to 400 m, which is similar to chatbots implemented 
with instant response time in real-world applications (Gnewuch et al., 2022). So, for the chatbot with a dynamic 
response delay, besides the sum of D(s) for each sentence, the total delay time also contains a randomized internet 
delay between 200 to 400 ms. While the chatbot with an instant response delay, only has a randomized internet 
delay between 200 to 400 ms. Besides these delays for each chatbot, we also added some little technical delays 
(in total xx ms) in between message printings to make the output of the chatbot in order. 

Total Delay (Dynamic) = SUM (D(s) + Internet delay + Technical delay 

Total Delay (Instant) = Internet delay + Technical delay 

For the chatbot implementing different types of delay, a corresponding explanation was also prepared which were 
the optimized ones from the results of the pretest. Instant delay explanation: I am searching in my knowledge 
base for the answer that matches your question intent most. Dynamic delay explanation: I am using your question 
as a prompt to generate the answer from my latest AI model.  

Video stimuli 

During the pretest, we found that participants were able to try out the chatbot function by asking questions that 
are not related to the given topic. We set the chatbot output to “Nothing out there, please provide the right 
question.” while participants ask random questions. But when it comes to this situation, participants tend to think 
the chatbot is not capable. Hence, in the main study, to make full control of the interaction experience, the recorded 
videos of the interaction between the user and chatbot were used as the stimuli. The participants were asked to 
carefully watch the full video without manipulating the speed or progress of the video playing. The chatbot for 
the main test was set as an astronomy knowledge chatbot. Because during the pretest, the history and sustainability 
topic seemed quite familiar to the participants. Participants can indicate whether the response from the chatbot is 
correct or not. And this will further influence the evaluation of the trustworthiness of the chatbot. For example, if 
participants know that the result provided by the chatbot is correct, they will feel the chatbot is trustworthy. Setting 
the topic to one less familiar to the user can minimize this effect, and make the evaluation of the trustworthiness 
only come from the interaction factors. 5 rounds of interaction were recorded between the user and the chatbot, 
including starting and ending messages, and 3 questions related to astronomy. One example of the conversation 
was shown in Figure 4, the full conversation flow of different conditions is in Appendix 1. To avoid typing 
mistakes, the typing and sending of the message were automatically done by a script. And to give a realistic feeling, 
the time in between each character's typing is between 20 ms to 100 ms to mimic the human user's typing speed. 
The main test chatbot prototype and the auto-filling script are also accessible on Github: main test chatbot 
prototype. 

https://github.com/MitterChar/Chatbot-prototype
https://github.com/MitterChar/Chatbot-prototype
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Figure 4. Main test Chatbot prototype. 

Procedure 

First, participants need to read through the same introduction about the study and provide informed consent to 
join the study. Participants were informed that this is a study related to the interaction design of an astronomy 
chatbot. But the details about what will be tested or evaluated were not disclosed to them. Then the participants 
were asked to follow the video carefully and randomly assigned to one of the four conditions. The randomization 
process was done automatically by Qualtrics (https://www.qualtrics.com/) - an online survey builder. For every 
condition, participants need to answer the same questionnaires afterward. Considering the cognitive load of the 
participant increased as the study went on, we decided to show the video stimuli and measure the factors in our 
research model first. Hence, the questionnaire was shown to the participants by order: perceived delay, social 
presence, subjective transparency, trust, chatbot experience, astronomy knowledge, and AIT scale. In the end, 
several demographic questions were asked to the participants. Everything was anonymized in this study. At the 
end of the questionnaire, we gave participants a chance to comment on this research. Both the four stimuli were 
evenly distributed among participants. The overall procedure was shown in Figure 5. 

 

Figure 5. The procedure of the main study. 
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Participants 
We recruited participants via Prolific (https://www.prolific.co/) - an online participants recruitment platform. The 
participants were asked to fill in the English questionnaire on a laptop or computer. Since the language of the 
conversation is also set to be English, the participants were recruited from English as the first language pool. An 
a priori power analysis using G*Power (Faul et al., 2007) with a significance level of 0.05 determined a minimum 
sample size of 179 participants to achieve a statistical power of 0.80 for detecting a medium effect size (f = 0.25). 
As some participants might not pass the attention check question or might encounter (technical) difficulties while 
doing the study, we aimed for a sample size of about 200 participants. 

In total, 201 subjects participated in the study. Participants in Prolific are paid in GBP (£) and studies are required 
to pay a minimum amount that is equivalent to USD ($) 6.50 per hour. This study followed a between-subject 
procedural. Based on a pilot run we estimated the study to take an average of 6 minutes for participants to complete. 
Considering the Prolific recommendation for fair payment, we thus offered £1 as compensation. We observed a 
median completion time of 06:01 with an average hourly reward of £9.97/hr. 

To check if participants were taking the questionnaire seriously, we asked an attention check question “I swim 
across the Atlantic Ocean to get to work every day.” (strongly disagree → strongly agree). Participants should 
strongly disagree if they were focusing on filling out the questionnaire. To ensure the participants followed the 
conversation in the video stimuli carefully, we set two questions related to the content of the conversation (e.g., 
“In the video, the chatbot was asked to provide more information about which type of stars.”; “In the following 
questions, which one was the last question asked to the chatbot in the conversation?”),  All participants passed 
these attention check questions.  

Four participants got excluded, because they answered the English language level check question as advanced (3 
participants) or intermedia (1 participant). Only the participants who speak English fluently (11 participants) or 
native speakers (186 participants) were kept to ensure language use is understandable. Therefore, the final sample 
included 197 participants (94 male, 93 female, 7 Non-binary/third gender, and 3 prefer not to disclose/self-
describe). Participants were between 19 and 54 years old (M = 34.42, SD = 10.30). 

Measurement 

The measurement of different constructs was adapted from former studies (see Table 4) except for astronomy 
knowledge. We did not find any evaluated questionnaire used to measure the astronomy knowledge level. In this 
study, the knowledge level of astronomy was measured by two questions: (1) I have a lot to say regarding 
astronomy. (2) I know a lot about astronomy. While in the reliability analysis, the scale of astronomy knowledge 
was proven to be of high reliability (α = .920). 

Construct Items Reference 

social 
presence 

I felt a sense of human contact with the chatbot.  

I felt a sense of personalness with the chatbot. 

I felt a sense of sociability with the chatbot.  

I felt a sense of human warmth with the chatbot.  

I felt a sense of human sensitivity with the chatbot. 

Gefen and 
Straub, 1997 

subjective 
transparency 

I can access a great deal of information that explains how the system works. 

I can see plenty of information about the system's inner logic. 

I felt that the amount of available information regarding the system's 
reasoning is large. 

Zhao, 
Benbasat, & 
Cavusoglu, 
2019 
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trust I felt the chatbot is honest and truthful. 

I felt the chatbot is capable of addressing my issues. 

I felt the chatbot's behavior and response can meet my expectations. I trust 
the answers provided by chatbots. 

Cheng et al., 
2022 

previous 
chatbot 
experience 

I am familiar with chatbot technologies. 

I use chatbots frequently. 

Gnewuch et 
al., 2022 

astronomy 
knowledge 

I have a lot to say regarding astronomy. 

I know a lot about astronomy. 

N/A 

AIT (affinity 
for technology 
interaction) 

I like to occupy myself in greater detail with technical systems. 

I like testing the functions of new technical systems. 

I predominantly deal with technical systems because I have to. 

When I have a new technical system in front of me, I try it out intensively. 

I enjoy spending time becoming acquainted with a new technical system. 

It is enough for me that a technical system works; I don’t care how or why. 

I try to understand how a technical system exactly works. 

It is enough for me to know the basic functions of a technical system.  

I try to make full use of the capabilities of a technical system. 

Franke, Attig, 
& Wessel, 
2019 

manipulation 
check 

I felt the response time for the chatbot to answer my question is… (1 = 
“very slow”; 7 = “very fast”) 

Galletta et al., 
2006 

Table 4. Items used in construct measurement. 

We assessed social presence using the items from Gefen and Straub in 1997, subjective transparency using the 
items from Zhao, Benbasat, & Cavusoglu in 2019, the trust towards chatbot using the items from Cheng et al., in 
2022, on seven-point Likert scales (1 = “strongly disagree”; 7 = “strongly agree”). To check the manipulation 
of the chatbots’ response time, each participant rated the response time using a seven-point Likert scale (1 = 
“very slow”; 7 = “very fast”) (Galletta et al., 2006). In addition, we collected demographic information from 
participants (i.e., age, gender, education, residence) and assessed their experience of the chatbot (Gnewuch et al., 
2022), knowledge level of astronomy, and affinity for technology interaction (Franke, Attig, & Wessel, 2019) on 
seven-point Likert scales (1 = “strongly disagree”; 7 = “strongly agree”) as relevant control variables. 

RESULTS 

Reliability test 

The Cronbach’s α for different scales used in assessing different constructs all indicated high reliability (see 
Table 5.). This means that the scales in our survey are doing a good job of measuring all different factors. 

Construct Cronbach’s α 

social presence .952 
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subjective transparency .920 

trust .881 

chatbot experience .720 

astronomy knowledge .920 

ATI .890 

Table 5. Cronbach’s α for each construct. 

Normality Test 

The normality of distribution was assessed for various measures using the Shapiro-Wilk test across two main 
conditions: delay type (instant or dynamic) and explanation type (with or without). 

From the result of the normality test, there was some normality of distribution reported regarding chatbot 
experience and the AIT scale. Regarding the chatbot experience, in groups of instant delay without explanation 
(Shapiro-Wilk, p = .082), dynamic delay without explanation (Shapiro-Wilk, p = .058), and dynamic delay with 
explanation (Shapiro-Wilk, p = .074), normality distributions were reported. Regarding the AIT scale result, in 
groups of instant delay without explanation (Shapiro-Wilk, p = .102), dynamic delay without explanation 
(Shapiro-Wilk, p = .348), and dynamic delay with explanation (Shapiro-Wilk, p = .507), normality distributions 
were reported. For the data regarding perceived delay, social presence, subjective transparency, trust, astronomy 
knowledge, and demographic (etc., age and education), in all four conditions, the normality test result all have a 
significance value (Sig.) less than 0.05 for the Shapiro-Wilk test, which means the majority of our data does not 
follow a normal distribution. This suggested that parametric tests, which assume normally distributed data, would 
not be appropriate for our data analysis. Hence, instead, we run non-parametric tests for further data analysis. 

Manipulation Check 

To investigate whether the manipulation of the chatbot's response time was effective, a Mann-Whitney U test was 
conducted on the item "I felt the response time for the chatbot to answer my question is (very slow → very fast)". 
Participants in the no-delay condition (M = 6.44, SD = 1.13) felt the chatbot was significantly faster in response 
compared to those in the delay condition (M = 5.66, SD = 1.24; U = 2820.000, Z = -5.486 p < .001). Hence, our 
manipulation was effective in shaping participants' perception of the chatbot's response time as either instant or 
delayed. Figure 6. shows the Boxplot of perceived delay by delay types.  
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Figure 6. Boxplot: Perceived delay level in different delay conditions. 

To determine if there were statistically significant differences in the distributions of various variables across the 
categories of the condition, we conducted Independent-Samples Kruskal-Wallis Tests. For Chatbot Experience, 
the Kruskal-Wallis test revealed no significant difference in the distribution of 'Chatbot Experience' scores across 
the categories of the condition, χ^2(3) = .069, p > .05. For Astronomy Knowledge, the distribution of 'Astronomy 
Knowledge' scores was not significantly different across the categories of the condition, χ^2(3) = .509, p > .05. 
For ATI, the test indicated no significant difference in their distribution across the categories of the condition, χ
^2(3) = .793, p > .05. For Age, The age distribution did not significantly differ across the categories of the 
condition, χ^2(3) = .862, p > .05. For test duration time, the distribution of 'duration' was also found to be not 
significantly different across the categories of the condition, χ^2(3) = .240, p > .05. 

To determine if there were statistically significant differences in four conditions regarding gender and education, 
we run the Chi-square tests. The Chi-square test indicated no significant association between gender and 
conditions (χ^2(12) = 6.326, p = .899), and also revealed no significant association between education and 
conditions (χ^2(18) = 18.365, p = .432). 

Hypotheses Testing 

Social Presence (H1a & H3) 

A Mann-Whitney U test was used to test the association between response delay and social presence. The test 
indicated no statistically significant difference between the two groups, U = 4834.500, Z = -.039, p = .969. This 
suggests that the delay type, whether instant or dynamic, does not have a significant effect on subjective 
transparency. Hence, H1a was not supported. The two-way Bootstrap ANOVA conducted to investigate the 
potential moderating effect of the experimental type on the relationship between delay type and social presence 
showed no significant interaction (F (1, 193) = .234, p = .629). Hence, H3 was not supported. Furthermore, there 
were no significant main effects of delay type (F (1, 193) = .040, p = .842) or explanation type (F(1, 193) = .273, 
p = .602) on social presence. Figure 7. shows the boxplot of social presence by delay type by explanation type. 

 

Figure 7. Boxplot: Social presence level in different delay types and explanation types. 
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Subjective transparency (H2a) 

A Mann-Whitney U test was conducted to examine the differences in subjective transparency between the two 
explanation types. Participants in the group without an explanation had a median rank of 90.47 (Sum of Ranks = 
8685.00, N = 96), while those with an explanation had a median rank of 107.11 (Sum of Ranks = 10818.00, N = 
101). The test revealed a statistically significant difference between the two groups (U = 4029.000, Z = -2.054, p 
= .040). This suggests that the explanation type has a significant effect on subjective transparency, with the group 
receiving an explanation tending to rank higher in terms of transparency compared to the group without an 
explanation. Hence, H2a was supported. Figure 8 shows the boxplot of subjective transparency by explanation 
type. 

 

Figure 8. Boxplot: Subjective transparency level in different explanation types. 

Trust towards chatbot (H1b, H2b) 

A Mann-Whitney U test was conducted to evaluate the differences in trust between the two delay types (instant 
or dynamic). Participants in the instant delay group had a mean rank of 98.96 (Sum of Ranks = 9895.50, N = 100). 
Conversely, those in the dynamic delay group had a mean rank of 99.05 (Sum of Ranks = 9607.50, N = 97). The 
test revealed no statistically significant difference between the two groups (U = 4845.500, Z = -.011, p = .991). 
This indicates that the delay type, whether instant or dynamic, does not significantly influence trust levels among 
participants.  

A Mann-Whitney U test was conducted to assess the differences in trust between the two explanation types. 
Participants in the group without an explanation had a mean rank of 92.38 (Sum of Ranks = 8868.00, N = 96). In 
contrast, those in the group with an explanation had a mean rank of 105.30 (Sum of Ranks = 10635.00, N = 101). 
The test indicated no statistically significant difference between the two groups (U = 4212.000, Z = -1.602, p 
= .109). This suggests that the presence or absence of an explanation does not have a significant effect on trust 
levels among participants. 

A two-way Bootstrap ANOVA was performed to investigate the potential interaction effect between delay type 
and explanation type on trust. The result showed that there was a marginally significant interaction effect between 
delay type and explanation type, F (1, 193) = 3.106, p = .080. But the main effects of delay type, F (1, 193) = .210, 
p = .647, and explanation type, F(1, 193) = 2.170, p = .142, were not significant. Figure 9 shows the boxplot of 
trust by delay type by explanation type. 
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Figure 9. Boxplot: Trust level in different delay and explanation conditions. 

To investigate this marginally significant interaction effect. We divided the data into four groups based on 
different delay types (instant or dynamic) and explanation types (with or without). Then conducted Mann-Whitney 
U tests for each combination of the delay type and explanation type. Under the instant delay condition, the Mann-
Whitney U test revealed a statistically significant difference between different explanation groups (U = 945.500, 
Z = -2.113, p = .035). This suggests that in the condition of instant delay, the explanation type significantly 
influences trust levels among participants, with those experiencing instant delay with an explanation tending to 
have higher trust levels compared to those experiencing instant delay without an explanation. While for the rest 
condition group, no significant difference was revealed. 

Upon closer inspection of the mean value of different variable combinations, Table 6 shows the mean table of 
trust in different conditions, the mean value also reveals the same effect: Providing an explanation in the instant 
delay condition increased trust compared to not providing an explanation. This is evident from the higher mean 
trust score when an explanation was provided (M = 5.995, SD = .992) compared to when it wasn't (M = 5.536, 
SD = 1.128). 

Condition Mean N Std. Deviation 

instant delay, no explanation 5.536 49 1.128 

instant delay, with explanation 5.995 51 .992 

dynamic delay, no explanation 5.851 47 .810 

dynamic delay, with explanation 5.810 50 1.020 

Total 5.800 197 1.002 

Table 6. Condition mean table: Trust (delay type * explanation type). 

To test H1b and H2b, Spearman's rho nonparametric correlation analysis was performed to determine the 
relationship between social presence and trust, as well as trust and subjective transparency. For the relationship 
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between social presence and trust, a significant positive correlation was found (Spearman's rho (197) = .165, p 
= .021). This suggests that higher levels of social presence are associated with higher levels of trust in chatbot 
interactions. For the relationship between trust and subjective transparency and trust, a significant positive 
correlation was identified (Spearman's rho (197) = .247, p < .001). This indicates that when trust levels increase, 
there is a corresponding increase in subjective transparency. This relationship is stronger than that found between 
social presence and trust. In both analyses, p-values were less than .05, indicating the correlations are statistically 
significant. Hence, H1b and H2b were both supported. 

DISCUSSION 
In the study, we aimed to explore how the dynamic or instant response delay of a chatbot and the presence or 
absence of an explanation affected users' perceptions of social presence, subjective transparency, and trust. The 
results suggest a mixed outcome that indicates the importance of considering both delay type and the provision of 
explanations in designing chatbot interactions. 

Theoretical Implications 

Explanation type on subjective transparency and trust 

This study found that the selected explanation can improve the user’s perception of the system transparency level 
in both instant response and dynamic delayed response conditions. The result also reveals that the explanation can 
work in different delay conditions and different levels of chatbot experience. Additionally, subjective transparency 
positively affected user trust, with participants expressing higher trust when the chatbot explained its responses. 
But not as we expected, in this study the explanation did not boost user trust towards the chatbot through increasing 
the subjective transparency. During this study, the explanation was focused on the response delay which is one 
narrow aspect of the chatbot system. 

Response delay type on social presence and trust 

In this study users who perceive faster response times from the chatbot are more likely to trust it. This is contrary 
to my expectation and previous studies conducted in the customer services context found that dynamic response 
delay can significantly increase user trust in the chatbot compared with the instant response chatbot (Karma 
Choedak, 2020). This suggests that the timing of the response may not be a crucial element in creating a social 
presence feeling in the knowledge chatbot domain. 

The analysis also replicated a significant positive correlation between social presence and trust in chatbots (Zierau 
et al., 2021; Konya-Baumbach, Biller & von Janda, 2023), indicating that users who perceived a greater sense of 
human contact and sociability with the chatbot tended to trust it more. 

Interaction between response delays and explanations 

The marginal interaction effect between delay type and explanation on trust suggests a nuanced relationship. 
Specifically, trust can be enhanced when an instant delay is paired with an explanation, but there is no difference 
revealed in dynamic delay situations with or without an explanation. 

Practical Implications 

The result of this study can be used to guide more trustworthy knowledge chatbots. 

Effect of delay 

Since the delay in response did not significantly affect the social presence or trust, designers, and developers can 
focus more on ensuring the accuracy and relevance of responses. Considerations of server load and other 
performance issues could thus be balanced with user experience needs. But the correlation between perceived 
response delay and user trust revealed that users tend to have more trust in the chatbot that was perceived to 
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respond fast. For chatbot developers, this could mean that to build a trustworthy knowledge chatbot they can focus 
on improving the response speed. Compared with the generating-based strategy, the retrieving-based strategy has 
a relatively faster speed in providing the answer. Hence the retrieving-based chatbot can be a better choice. For 
designers, they need to focus on improving the user perception of the response delay. For example, filler interfaces 
that introduce web design components such as images, text, progress bar, background color, or multimedia can 
influence online users' perceived waiting time (PWT) (Lee, Chen, & Ilie, 2012). 

Effect of Explanation 

This study replicated the positive correlation between subjective transparency and user trust in the knowledge 
chatbot domain. This emphasizes the importance of making the underlying process accessible to boost user trust. 
The result also suggested that providing explanations about how the chatbot is functioning can enhance the 
perception of transparency. This finding reinforces the importance of clear and appropriate communication in 
human-chatbot interactions. For designers, giving users insight into how the chatbot functions can build a sense 
of transparency and likely lead to more trust in the chatbot. 

Effect of Social Presence 

This study replicated the positive correlation between social presence and user trust in the knowledge chatbot 
domain. This indicates that designers can also try to enhance the sense of social presence in chatbot interactions. 
For example, previous studies suggest that introducing an avatar can enhance the social presence feeling (Wang, 
2016). 

Interaction effect 

This study revealed a marginally significant effect between explanation and response delay type on trust. This 
interaction effect indicates that, compared with no explanation, implementing an explanation in an instant-delay 
knowledge chatbot enhances user trust regarding the honesty and the answers’ trustworthiness of the chatbot. But 
there is no difference in user trust revealed in a dynamic delay might between with or without an explanation. For 
designers, this could mean that when designing for different types of knowledge chatbots (retrieving- or 
generating-based), they should implement different explanation strategies for a trustworthy chatbot. 

Limitations and Future Work 

This study is limited in the following aspects. First, this main test was conducted in a controlled setting using a 
specific topic (astronomy) for the chatbot. This context might not reflect the diversity of real-world chatbot 
applications and user needs. Future research should investigate these effects across various domains and more 
complex interactions. Additionally, the experiment's artificial setup may have influenced participant responses, 
so real-world testing might yield different results. 

Second, in this study, the response delay setting successfully manipulated the perceived delay, but in both delay 
conditions (instant and dynamic), the response time was perceived to be quite fast (instant delay: M = 6.44, SD = 
1.13; dynamic delay: M = 5.66, SD = 1.24). This can be the reason why the result of the main test did not reveal 
a positive effect between dynamic delay and social presence, which is different from my expectation and previous 
studies regarding delay type and social presence (Gnewuch, 2018; Gnewuch, 2022). For future research, the scope 
of response delay setting can be magnified to study the potential influence between delay and social presence. 
Also, different ways of showing the response delay can also be interesting to look at, for example, the way that 
ChatGPT and NewBing show the delay is different. ChatGPT outputs the response word by word, while NewBing 
outputs several words first followed by a long paragraph. One notable thing is that the dynamic response delay 
calculation was adapted from the formula proposed by Gnewuch in 2018, based on the pretest feedback, to 
make the interaction feel natural and comfortable. This formula might need different adaptations to fit with 
other contexts. 

Third, the impact that explanation has on the social presence in the pre-test seems not aligned with the result in 
the main test. In the pre-test, participants were exposed to various chatbots and could compare different 
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combinations of delay and explanation. This comparative experience might have influenced their perceptions and 
preferences and led them to appreciate the first-person description explanation. Conversely, in the main test, 
participants experienced only one combination of delay and explanation. Without a basis for comparison, their 
reactions to the explanation might have been different. The singular experience might not have allowed for the 
same level of social presence feeling to emerge. 

CONCLUSION 
This study has explored the impact of response delay type and the presence of explanations on social presence, 
subjective transparency, and user trust in chatbots. First, the findings revealed that while response delay did not 
significantly influence trust or social presence, clear explanations, especially in the context of instant delays, 
positively impacted subjective transparency and trust. Second, the study reinforced the positive correlation 
between social presence and trust, subjective transparency, and trust.  

The explanation did not have an overall effect on user trust in the chatbot, but it can positively improve subjective 
transparency, which is proven to have a positive correlation with trust. The explanation was only focused on the 
response delay of the chatbot. Still, it was found that explanation can significantly improve trust in the instant 
delay condition. Future researchers can implement explanations in a wider scope of chatbot systems.  

This study only revealed a marginally significant interaction effect between response delay and explanation on 
trust. This effect might be limited by the experiment method, as in this research the interaction was shown via 
video to minimize the influence of unpredictable interaction between participants and chatbot. Future researchers 
can investigate this to identify this potential effect.  
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APPENDIX 1: CONVERSATION SCRIPT OF THE MAIN TEST. 

Script for dynamic/instant delay, no explanation: 

User: "Hello." 

Chatbot: "Welcome. Knowledge chatbot for astronomy here. Is any assistance needed?" 

 

User: "Provide some information about astronomy and the different types of stars." 

Chatbot: "Astronomy is the scientific study of celestial objects, such as stars, planets, galaxies, and 

comets. It involves studying phenomena outside Earth's atmosphere and understanding the universe 

beyond our planet. Stars are typically classified based on temperature, size, and luminosity into seven 

types: O, B, A, F, G, K, and M. Each type represents a different star temperature and color." 

 

User: "Tell me more about O-type stars." 

Chatbot: "O-type stars are some of the most fascinating objects in the universe. They are hot, blue stars 

with surface temperatures often exceeding 30,000 Kelvin, which is much hotter than our own Sun. These 

stars are also very massive, often containing dozens of times more mass than the Sun. Due to their high 

temperatures, they emit light that is mostly in the ultraviolet part of the spectrum. They are known for 

their high luminosity and are some of the brightest stars in the universe. However, because of their 

massiveness, they burn through their nuclear fuel much faster than smaller stars. This means that their 

lifetimes are quite short in astronomical terms, often only a few million years. After this, they end their 

lives in spectacular explosions known as supernovae, often leaving behind neutron stars or black holes." 

 

User: "What is a supernova?" 

Chatbot: "A supernova is a large explosion that takes place at the end of a star's life cycle. It occurs 

when there's a change in the core, or center, of a star. This change can happen in two different ways, with 

both resulting in a supernova. It's the largest explosion that takes place in space and can shine as brightly 

as an entire galaxy of billions of normal stars." 

 

User: "That's all for now." 

Chatbot: "Assistance is available whenever required." 
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Script for instant delay, with explanation: 

User: "Hello." 

Chatbot: "Welcome. Knowledge chatbot for astronomy here. Is any assistance needed?" 

 

User: "Provide some information about astronomy and the different types of stars." 

Chatbot: “I am searching in my knowledge base for the answer that matches your question intent most.” 

Chatbot: "Astronomy is the scientific study of celestial objects, such as stars, planets, galaxies, and 

comets. It involves studying phenomena outside Earth's atmosphere and understanding the universe 

beyond our planet. Stars are typically classified based on temperature, size, and luminosity into seven 

types: O, B, A, F, G, K, and M. Each type represents a different star temperature and color." 

 

User: "Tell me more about O-type stars." 

Chatbot: “I am searching in my knowledge base for the answer that matches your question intent most.” 

Chatbot: "O-type stars are some of the most fascinating objects in the universe. They are hot, blue stars 

with surface temperatures often exceeding 30,000 Kelvin, which is much hotter than our own Sun. These 

stars are also very massive, often containing dozens of times more mass than the Sun. Due to their high 

temperatures, they emit light that is mostly in the ultraviolet part of the spectrum. They are known for 

their high luminosity and are some of the brightest stars in the universe. However, because of their 

massiveness, they burn through their nuclear fuel much faster than smaller stars. This means that their 

lifetimes are quite short in astronomical terms, often only a few million years. After this, they end their 

lives in spectacular explosions known as supernovae, often leaving behind neutron stars or black holes." 

 

User: "What is a supernova?" 

Chatbot: “I am searching in my knowledge base for the answer that matches your question intent most.” 

Chatbot: "A supernova is a large explosion that takes place at the end of a star's life cycle. It occurs 

when there's a change in the core, or center, of a star. This change can happen in two different ways, with 

both resulting in a supernova. It's the largest explosion that takes place in space and can shine as brightly 

as an entire galaxy of billions of normal stars." 

 

User: "That's all for now." 

Chatbot: "Assistance is available whenever required." 
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Script for dynamic delay, with explanation: 

User: "Hello." 

Chatbot: "Welcome. Knowledge chatbot for astronomy here. Is any assistance needed?" 

 

User: "Provide some information about astronomy and the different types of stars." 

Chatbot: “I am using your question as a prompt to generate the answer from my latest AI model.” 

Chatbot: "Astronomy is the scientific study of celestial objects, such as stars, planets, galaxies, and 

comets. It involves studying phenomena outside Earth's atmosphere and understanding the universe 

beyond our planet. Stars are typically classified based on temperature, size, and luminosity into seven 

types: O, B, A, F, G, K, and M. Each type represents a different star temperature and color." 

 

User: "Tell me more about O-type stars." 

Chatbot: “I am using your question as a prompt to generate the answer from my latest AI model.” 

Chatbot: "O-type stars are some of the most fascinating objects in the universe. They are hot, blue stars 

with surface temperatures often exceeding 30,000 Kelvin, which is much hotter than our own Sun. These 

stars are also very massive, often containing dozens of times more mass than the Sun. Due to their high 

temperatures, they emit light that is mostly in the ultraviolet part of the spectrum. They are known for 

their high luminosity and are some of the brightest stars in the universe. However, because of their 

massiveness, they burn through their nuclear fuel much faster than smaller stars. This means that their 

lifetimes are quite short in astronomical terms, often only a few million years. After this, they end their 

lives in spectacular explosions known as supernovae, often leaving behind neutron stars or black holes." 

 

User: "What is a supernova?" 

Chatbot: “I am using your question as a prompt to generate the answer from my latest AI model.” 

Chatbot: "A supernova is a large explosion that takes place at the end of a star's life cycle. It occurs 

when there's a change in the core, or center, of a star. This change can happen in two different ways, with 

both resulting in a supernova. It's the largest explosion that takes place in space and can shine as brightly 

as an entire galaxy of billions of normal stars." 
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User: "That's all for now." 

Chatbot: "Assistance is available whenever required." 
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APPENDIX 2: TRYING OUT FOR EXPLANATION LAYOUT 

 

 



 

37 

 

 

 



 

38 

 

 

 

  



 

39 

 

APPENDIX 3: MAIN TEST CHATBOT PROTOTYPE 
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APPENDIX 4: PROJECT BRIEF 
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