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1
Introduction

1.1. Background
Dangerous, remote or unreachable environments such as nuclear facilities and space stations still require
dexterous tasks like maintenance to be performed on site. In these situations direct manipulation is not pos-
sible and teleoperation can be a solution for this. Telemanipulation allows humans to perform dexterous
tasks in such environments, while maintaining their judgement, skill, attention and ability to resolve unex-
pected situations [1].
Currently, Heemskerk Innovative Technology (HIT) is working on a project in collaboration with Tata steel
to come up with a solution for top dross removal from a zinc bath of a high speed galvanizing line. Dross is
a contamination that forms due to iron reacting with the liquid zinc in the galvanizing bath [2]. This dross
will have to be removed to maintain the quality of the coating on the steel strips. This dross floats on the
surface of the zinc bath and conventionally removed by a worker in protective clothing manually skimming
it of the surface using shovel-like tools [3]. Removing dross is an intensive job with poor work conditions,
potential safety hazards and difficulty in controlling operating costs and quality [3]. For these reasons, this
task could instead be performed using teleoperation, in order to remove the worker from the environment.
In teleoperation a human operator interacts with a remote environment using a master manipulator, a slave
manipulator and an interactive communication medium between this master and slave manipulator [4]. In
these systems the human operator uses the master manipulator to provide position or velocity inputs to the
slave manipulator. Using camera systems or simulation software the operator receives visual feedback. The
downside of this solution is that teleoperation is much more difficult than direct manipulation due to delays
and limited sensory feedback of the task [5][6].

One might argue to opt for full automation. If the automation would be guaranteed to operate flaw-
lessly, it would no longer require any human input and thus reduce workload, prevent human errors and
improve efficiency. Even still, Wiener argues that the question is not whether a function can be automated,
but whether is should be [7]. Despite great advances in automation, problems existing decades ago still exist
[8]. Introducing automation is shown to rarely provide the promised benefits and often fails to bring about
the promised safety benefits [9]. A reason for this is that designers often don’t take into consideration how
people adapt to the introduction of automation, which leads to a decrease in satisfaction, performance and
safety [10]. In the discussed application of dross removal, a failure in the automation system would result
in a shutdown of the entire production line, and thus, major losses would occur. If these problems were to
occur, the human operator will have decreased situational awareness [11] and therefore might not be able to
correctly intervene. This could result in problematic situations, especially considering that full automation
will also result in a loss of skill in the manual execution of the operation [12]. Furthermore, if full automation
is implemented, operators might not be able to react accordingly to sudden changes as they are less familiar
with the system due to being out of the loop [12]. Dross removal is an example of where these type of changes
can easily occur. Causes of such a change can be, for example, due to the change of steel type, sheet width,
sheet thickness, bath composition, temperature fluctuations and constantly varying zinc liquid level. Con-
stant quality assurance is necessary for this dross removal process and therefore automation might not be
suitable for automation.
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1.2. Problem Statement 1. Introduction

As mentioned before, providing the operator with sufficient sensory feedback is one of the challenges in
teleoperation. One way to provide additional feedback to the operator is through haptic technology, which
is a fast growing and dynamic area of research in the world of computer interfaces with a wide variety of
applications [13][14]. Haptic feedback allows for a sensation of touch when interacting with a remote or
virtual object. Haptic information is fed to the operator with the main goal of supplementing visual informa-
tion without taxing the visual system [15]. Additionally, presenting information haptically typically leads to
a faster response, as it enables the operator to react to the forces through fast reflexes [16][17]. Often haptic
feedback is used to supplement/offload other modalities. This multimodal interface design approach can
lead to many benefits [18]. Specifically introducing haptics into control systems has been shown to lead to
improvements in for example learning efficiency [19][20][21], motor learning and rehabilitation [22][23][24],
decreasing workload [25][26], task completion-time [27][25], situational awareness [28] and an increased feel-
ing of realism and presence [29][30]. Furthermore, when haptic feedback is incorporated with vision data, it
results in a faster response time when compared to vision only stimulus [31][32].

A promising, relatively new, compromise between manual operation and full automation is haptic shared
control (HSC) [33][26]. HSC in teleoperation essentially adds guidance forces to a haptic interface with the
goal of intuitively combining human intelligence and creativity with the benefits of automation systems [34].
HSC has been proposed as a way to bring benefits similar to those in automation, while avoiding the previ-
ously mentioned pitfalls of automation [33]. One implementation of HSC in teleoperation is through virtual
fixtures [35][36]. Virtual fixtures can be either pushing the operator away from designated areas (passive as-
sistance) or guiding the operator along some desired path (active assistance) [35]. Shared control is especially
useful in environments where changing conditions require human intervention [37], as could be the case for
applications like dross removal (dross forming, sheet movement, bath dynamics etc.). It should be noted that
there are other types of shared control, a framework for which is described in [37]. In this topology a more
general definition of shared control is given. They state that "in shared control human(s) and robot(s) interact
congruently in an action-perception cycle to perform a dynamic task that either the human or the robot could
execute autonomously under ideal circumstances". The implementation of the target application (teleoper-
ated dross removal) allows us to specify a specific method of shared control. The target application is a task
which requires guidance in skill-based behavior, as it is concerning a position based task requiring fine ma-
nipulations. Because of this, a haptic interface is a good choice here [15]. Using the (previously mentioned)
framework this leads to the decision to investigate HSC, specifically.

1.2. Problem Statement
Currently, HSC brings some of the short-term benefits of automation such as reducing cognitive workload
and improving performance in terms of time and accuracy. However, it does not address the long term issues
of human automation interaction, such as trust, over-reliance, dependency on the system, and retention of
skills [38]. Furthermore, conflicts between the human and automation still occur, which are generally not
desired [39]. These conflict can result in a deteriorated situational awareness and reliance [40][41], which is
critical for producing effectual robot behavior [42]. It is argued that these issues can be summarized to arise
from two separate problems. Either the human does not understand the automation, or the automation does
not understand the human [33]. Making the automation understand the human can be done through dif-
ferent methods. One approach is optimizing the control model itself by improving the understanding of the
operator behavior [43]. A possible method to do this is to adapt the guidance path trial-by-trial to better fit
the humans intention [44]. Another method is to make the system control parameters adapt to the human
operator during operation [45][46][47]. For this report, however, the subject will be helping the human un-
derstand the automation.

Increasing the level of automation is not necessarily good or bad in itself, however, it is often argued that
the problem arises from lies in the lack of information sharing between human and machine. This manifests
in a lack of information provided to the human, as the level of automation increases. The idea behind this
arises from Ecological Interface Design (EID), in which one of the objectives is ensuring that the human oper-
ator remains capable of processing the information required to operate the new technology [48]. However, it
is also argued that with increased automation, it is critical that the operator has access to information about
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what the automated agents are doing and what they will be doing next [49]. They argued that in order to co-
operate with smart technologies, more information is needed, rather than less. Furthermore, providing less
information in automation-rich domains may cause operators to experience difficulty in getting the automa-
tion do to what they and have a poor understanding of how the automation works.
Even with correctly matched automation, the way the information is presented to the operator is important
and incorrect design of feedback plays a role in many of the problems with automation [50]. When feed-
back is poorly presented or the human operator is overloaded with information, this can increase operator
workload and diminish the benefits of automation [51]. Because of this, a critical design challenge is to pro-
vide the operator with sufficient feedback without overwhelming them. Furthermore, this feedback needs to
be presented with proper context, abstraction and integration, or the information regarding the behavior of
complex automation might not be understandable [9]. In this report, it will be investigated how this can be
achieved for HSC, using only visual feedback.

The deliberate choice has been made here to specifically investigate visual feedback. Other feedback
modalities such as audio, (vibro)tactile, haptic and even olfactory feedback are also available and have pos-
sible advantages [15]. These modalities are used largely to supplement and/or offload the visual channel,
while visual feedback is (almost) always already integrated in teleoperation systems and is often essential to
teleoperation interfaces [15][9]. Furthermore, visual feedback has been more thoroughly studied and plays a
major role in sensory perception [52]. Even still, a complete overview of the influence of visual feedback on
HSC does not yet seem to exist.

Besides the discussed issue of conflicts in HSC there are other important factors in which improving the
visual feedback could prove useful. One of these is trust in the automated system. Our trust in the automa-
tion plays an important role in the degree to which we are willing to rely on information or actions provided
by the automated system [41]. Inappropriate reliance in the automation can cause problems such as misuse
and disuse of the automation [53][54][55]. Moreover, supplying the user with information about the reliabil-
ity of the automation and its performance helps to form the appropriate user reliability, which in turn helps
to improve the interaction between the user and automation [56][9][55]. The trust we have in the automa-
tion can be properly calibrated by giving appropriate feedback about how the automation works and what its
limitations are [53][9][57][58]. Trust tends to increase when the presented information is detailed, consistent
and clearly organised [9].
Furthermore, research has shown that in some cases haptic interfaces lead to lower user acceptance, as the
operators don’t always understand the system’s intentions [59][60]. Visual feedback is a way of providing this
understanding and with that may increase this user acceptance in HSC.

Cue weighting is also an important aspect when considering multi-modal feedback systems. Our expe-
rience of the world inherently involves the simultaneous processing of information from multiple sensory
modalities [61]. The different senses interact with each other so that what is perceived by one sense, is af-
fected by what is perceived by another [62]. Humans integrate sensory information across different modali-
ties by weighing different cues based on their perceived uncertainty (both within and in-between trial errors)
[63][64][65]. It has been shown that this cue weighting mechanism extends to augmented haptics, as used in
HSC [65]. Using this mechanism users are able to find their target with an improved or equal performance by
utilizing two different cues across different modalities, as opposed to only one [65][66]. Additionally, having
knowledge about the performance of the automation speeds up the adjustment for this cue weighting mech-
anism [66], which is in line with the previously made points regarding trust.
Even if all cues are accurate, supplying information through different modalities simultaneously (informa-
tion redundancy) can result in an increase in performance [67][68][69]. Important to note here however is
that this can lead to an increased task execution time (potentially due to an increased workload) if the infor-
mation is not displayed in an ergonomic way, as was the case with reference [67]. Furthermore, this model
seems to break down when the inputs do not appear to originate from the same physical source location
[69]. In these type of sensory conflicts vision is weighted greater when geometric properties are being judged
[70].The geometric properties are especially of interest in teleoperation tasks such as the target application,
which is another reason that the vision has been chosen as the target modality for this report.
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1.3. Research Question
In conclusion the chosen solution for the problem of dross removal is to employ a visuo-haptic teleopera-
tion interface that is augmented using HSC. Though HSC has a lot of potential, it can still be improved. One
approach to improving HSC is by improving the visual feedback to help the human understand the automa-
tion better. This could help by for example reducing conflicts, appropriately calibrating trust and supplying
complementary (redundant) feedback to improve performance. Visual cues have been used in HSC in many
different ways. However, a complete overview of these, and how they affect the performance does not yet
exist. This literature report aims to fill this gap with the following research question:

What visual cues are used in shared control teleoperation interfaces?

The following sub-questions will be addressed, in order to extend this main question:

A: How does each visual cue influence the performance?
B: Can these cues effectively be applied to support haptic shared control teleoperation?

1.4. Method
To get a set of literature to review an initial search was done in the digital library of Web of Science. The search
terms that were used are shown in table 1.1.

Table 1.1: The search terms used for the literature search. The horizontal terms were combined using the AND operator, while the vertical
terms were combined using the OR operator. Additionally, the right column contains the terms that were used to filter out papers using
NOT.

← AND → NOT
Visual Feedback Shared Control Unwanted
vision* feedback "shared control* cutaneous
visual* cue* "shared auto*" kinesthetic

↑ support* "shared tele*" vibrotactile
OR guid* "virtual guid*" "vis* based"
↓ augment* "virtual fixture*" "visual servo*"

imag*
present*
aid*

These search terms gave a total 176 search results. These were then further filtered on the basis of the
following criterion:

• The visual cue must at least be shown graphically or be explained in some form for the paper so that
the cue can be explained and categorized in this report.

• The discussed visual cue is or has been used in a shared control teleoperation setup.

The initial screening resulted in a total of 27 papers, which were more thoroughly investigated. Besides
the papers resulting from the database search some papers gathered from references and the more general
initial search were also included. These papers were fully analyzed and included in this report.

It is worth noting is that some of the cues that are discussed are not specific to shared control systems. For
example, a system that visually presents a virtual fixture is not necessarily a shared control system, as defined
in [37], as the (robot) controller is not necessarily participating in the perception-action cycle. Nonethe-
less, these cues are used in shared control systems and thus contribute to answering the research question.
Because of this, papers discussing such cues are still represented in this report, regardless of if the specific
system they have been implemented in is a shared control system.
Another important thing to note is that this report is not about the type of screen or its properties on which
these cues or information is displayed. Some will be said about the importance of these parameters, however,
the design of the display itself falls outside the scope of this literature study.
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1.5. Report structure
In order to structure the report in a logical way, a categorization has been done based on the information
about the type of signal that the visual cue represents. A shared control setup can be represented by the
relatively simple control scheme, shown in Figure 1.1. The control scheme consists of the human and the
controller acting simultaneously on a system (e.g. a vehicle), which interacts with the environment. The ref-
erence signal represents the outside environment in which the operator is going to work, for example a road,
which may or may not be augmented by additional guidance information (for example an optimal path). This
environment can often be shown directly or through a camera feed, however, this is not always the case. Fur-
thermore, it can be useful to visually show this additional guidance information visually. The visualization
methods for the reference signal that have been found in the literature search are discussed first, in Chapter
2. The state (Chapter 6) and the reference signal are combined into a guidance signal which guides the user
and the controller in performing some desired task. One method of presenting this information to the oper-
ator is by displaying it visually. The visual cues in which this is done are discussed in chapter 3. The signal
coming from the human is the human output, which comprises of the direct movements performed by the
human. Since this is information is directly perceived by the (human) operator, additional cues to represent
this information are not required. The output of the controller, in contrast to the human output, is not di-
rectly perceived by the operator. The controller output comprises of the state of the controller, but also its
dynamic properties, like its limits and intentions. The visual cues found in the literature search in which this
is done, are the subject of Chapter 4. The subsequent block is the system, which has the system output as
an the output signal. This system output comprises of the intended goal and movements as a result of the
(weighed) inputs by the human and controller, before interacting with the environment. Therefore, in a way
this signal is a prediction of the future state of the system. Showing this information visually to the operator
can be useful in some cases. The visualization of this system output is the subject of Chapter 5. The final sig-
nal is the state of the system, after interacting with the environment. A large part of this information is often
directly observed through for example a camera stream, though this isn’t always sufficient. A solution can be
to implement additional visual cues to display information about the system state to the operator. These type
of cues are the subject of Chapter 6.

It is worth mentioning that this control scheme serves as a way to give a general idea of the type of sig-
nals in a shared control system and to give a general structure to this literature report. In order to keep this
structuring clear, it has helped to keep this control scheme as simple as possible. Therefore, it is not a fully
comprehensive framework for any shared control cue or implementation (for this the reader is referred to
[37]). One example of where this signal is not completely accurate is when the augmented reference sig-
nals (Chapter 2) are generated interactively or in real time, based on the environment (e.g. [71], [72], [73],
[74]). This particular type of implementation would change the control scheme so that the augmented refer-
ence signals are influenced by the feedback loop. However, the focus of this report is not the different control
schemes for visual cues in shared control but rather the cues themselves, for which the control scheme shown
in figure 1.1 will be sufficient.

The rest of the report is structured as follows. Chapter 7 will discuss these previous five chapters contain-
ing all the visual cues, by giving a more complete overview and relating this to the research question (section
1.3. Furthermore, it will draw some conclusions and relate the discussion to the intended use case of dross
removal. Finally, in Chapter 8 the future work and recommendations will be discussed.
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Controller

System Environment
Ch 6Ch 5

Human
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Reference
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Ch 2

Controller
Output
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Human
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Figure 1.1: A simple control scheme showing the types of signals around which the separate chapters are based. The human and con-
troller are acting simultaneously onto system, which reacts with the environment. The reference signal (Ch 2) and the current system
state (Ch 6) are combined to form a guidance signal (Ch 3). This guidance signal is used by the human and controller (Chapter 4), from
which they both generate an output signal. These output signals are sent to the system which plans a certain system output (Chapter 5).
The system then interacts with the environment resulting in the system state (Chapter 6).



2
Reference Signal Cues

This chapter discusses the visualization of the reference signal, as shown in Figure 1.1. This chapter is split
up into two sections. The first one discusses the visualization of the environment, and the system inside of
it. Often this part of the signal can just be shown to the operator directly or through a camera feed. However,
this is not always possible and might not be the best solution. For this reason, in some cases environments,
and the system inside it get represented virtually, through a method called virtualization. This virtualization
is the subject of Section 2.1. The other part of this signal are the augmentations that are overlaid onto this
outside environment. An example of this can be some optimal path on a road. Such a signal is not actually
in the environment but is added to it as a reference signal that gives the human operator and the controller
additional information to guide them in operation. The visual cues designed to represent this information
are discussed in Section 2.2.

2.1. Virtualization
As mentioned, showing the environment, and the system inside it simply through a camera feed is not always
the best solution. It should be noted that the virtualization of the controlled system is not strictly part of the
reference signal, but could be better represented in Chapter 6, discussing the system state. However, the vir-
tualization of the environment, and the system inside it are closely related to each other, and are often done
using the same method. Because of this, discussing them separately doesn’t make much sense, which is why
both parts of this cue have been included in this section.

One reason that simply showing a camera stream to the operator is not feasible can be that there is not
enough bandwidth to allow for quality communication in two directions, for example in space teleoperation.
In [75] a system that is proposed which uses Virtual Reality (VR) and Augmented Reality (AR) techniques
to deal with this problem in a pick and place task. Using a model and the End-Effector (EE) pose a virtual
robot model can be visualized. This reduces the required bandwidth, and can also enable predictive control
strategies to deal with time delays (explained further in section 5.1). The advantage of VR is that it can give
real-time feedback, even though there are large delays in the system. The disadvantage is that it doesn’t allow
the operator to see what is actually going on in the environment. This becomes important when the goal is
to manipulate this environment in some way (for example in a pick and place task), as the operator needs to
see if his actions have the desired results. To overcome this issue an additional screen shows the AR scene,
used for the placement part of the task. A disadvantage of this interface is that is requires the operator to
shift his attention between the two screens. In [76] the same problem of large delays and limited bandwidth
is solved by combining VR and AR into Augmented Virtuality (AV). In this AV visualization the virtual model
is augmented by the projection of real images taken from the robot EE (shown in figure 2.1). This eliminates
the second screen and prevents the operator from having to constantly shift his/her attention.

There are additional benefits to this virtualization of the robot and its environment, besides the already
mentioned reduction in required bandwidth. The first one is the possibility of using multiple viewing angles.
The angle at which these virtual models are viewed can be chosen at will, whereas in the case of a camera
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Figure 2.1: Augmented Virtuality (AV) for a space teleoperation system, adopted from [76].

feed the camera itself will have to be moved. This moving of the camera would take time and comes with
some system requirements that would enable this movement in the first place. The changing of viewing an-
gles allows for a better situational awareness, depth perception and enables the operator to reliably perform
otherwise infeasible teleoperation tasks in camera blind spots [77][78][76]. Another advantage is that it allows
the implementation of virtual guides, further explained in Section 2.2. Something that won’t be thoroughly
investigated in this report, but is worth mentioning, is that this viewing of multiple angles can become easier
and more intuitive when using a head-mounted display (HMD). Using this hardware, the operator can phys-
ically move his/her head around to investigate the situation, just as if he/she would when standing next to it.
This is something that is really only useful if the scene is virtualized in some way, as it requires depth infor-
mation. The use of such a HMD also improves depth perception, as they posses stereo vision. Furthermore,
they have been shown to improve telemanipulation performance, as they allow for faster and more precise
movements [79].

Figure 2.2: Screenshot of the interface for a tele-micromanipulation system in which the real microscope image (top right) is virtually
reconstructed (left side), adopted from [80].

Another situation in which showing the operator a camera feed is not feasible is when this view is difficult
to interpret. An example of this is discussed in [78], which describes a tele-micromanipulation system. In the
paper a virtualization of the scene is suggested, as the alternative is a 2D microscope view which is hard to
observe in 3D (a comparison can be seen in the interface screenshot in Figure 2.2).
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It could also be that the view of the region of interest is obstructed, and a camera feed is simply not possible.
This is the case in Minimally Invasive Surgery (MIS), like in the system described in [81]. MIS has the advan-
tage of minimizing incisions in the patient’s body, but have the drawback of restricted vision. Because of this,
imaging techniques can be applied to get a sort of X-Ray vision into the body. These imaging methods can
be used to make a 3D model of the patients body and its internal organs. This model can then be used by
the surgeon to navigate and potentially benefit from the the advantages mentioned in this section (with the
exception of the reduction of required bandwidth). Unfortunately, neither of these papers have evaluated the
effects of this specific visual cue.
Finally, in [82] different feedback modes are investigated for an assembly task. One of the things investigated
is the virtualization of task environment. It was found that a virtual presentation outperforms a realistic cam-
era view in completion time and applied contact forces. It is stated that this is because the virtual image limits
the presentation to the most relevant elements for the task, which is another advantage of this visual cue.

This shows how when this visual cue is combined with HSC it can help in improving the performance, as
well as decreasing workload

Figure 2.3: A voxel-based 3D map based on RGB-D data, adopted from [83].

The methods with which these virtualization have been generated have not been elaborated on until now.
These methods will be discussed now, as they influence the properties and effects of the virtualization. In the
first few papers mentioned in this section ([75],[76],[77]) the virtual scenes were built using sensor informa-
tion about the joint positions and a model of the system. This has the advantage that is takes up less band-
width (as mentioned before), but has the drawback that it is not always accurate as small errors in the sensor
data and model information can cause errors. Another option is to generate the virtual scene in based on
vision of the real system. This does not allow the reduction of data transfer to cope with limited bandwidth,
but does prevent errors based on incorrect sensor data and doesn’t require sensors on every joint. This is
the technique applied the tele-micromanipulation system, described in [78]. This technique is also similar to
that applied in [81], but is different in that the virtual model is not generated in real-time but is predefined in
a separate interface, based on medical imaging techniques (such as MRI or CT). There are several drawbacks
to this method: it is computationally more expensive, and it requires some assumptions or predefined mod-
els to be made, as the depth information is not available in this case. This last drawback can be prevented
if a depth sensor is implemented in this system, as is done in [83] describing a tele-manipulation task. In
this system a special camera is used that captures depth data, along with RGB data, called an RGB-D camera.
The combination of this data allows for the rendering of voxel-based 3D maps resulting in a 3D image of the
scene, as shown in Figure 2.3. This method allows the preservation of previously observed, now occluded ge-
ometries. Combining this with the free changing of viewing angles allows an improved depth perception and
the possibility of viewing areas that would otherwise be occluded. The use of this 3D visualization resulted in



2.2. Augmentation 2. Reference Signal Cues

fewer collisions and improved path smoothness. Furthermore, it decreased workload but did not affect situa-
tional awareness. A reason for this decrease in workload, as stated before, is that the rendering can be limited
to only the parts that are relevant for the task. In [84] a similar approach has been taken, but applied to a navi-
gation task. It was shown that for this task in most situations the 3D visualization of the environment resulted
in a less collisions, reduced completion times, decreased workload, higher situational awareness, and higher
accuracy of mental models of the remote environment. A possible drawback of this method is that errors in
the distance sensor can deteriorate the quality of the feedback, resulting in confusion for the operator. These
errors can for example be related to the resolution of the camera, the recorded material (for example trans-
parent material can be harder to detect), and measurement distance. Something else that should be noted
is that these methods that virtualize the scene based on visual feedback are not practical when dealing with
large delays. This is because they can’t directly be used for predictive controllers, as is the case with the first
method discussed.

The main advantages and disadvantages, along with the situations in which these methods can be useful
have been summarized for each method in Table 2.1. The situations in which all three methods can be useful,
when compared to a camera stream, have not been included in the table. Instead, these situations are listed
below:

• Improving depth perception

• Potentially improving performance parameters (completion time, collision avoidance, movement smooth-
ness, accuracy, workload, situational awareness), depending on the specific environment and task con-
ditions

• Enabling viewing from multiple angles

• Enabling the use of HMDs

• Limiting the presentation to the elements relevant to the task

Something else that is worth noting is that in some of these papers (e.g. [83]) HSC has also been applied,
showing that this technique can be and is combined with HSC. However, the comparison between haptic
feedback with the virtualization compared to haptic feedback alone was not done in any of these papers.
This shows a gap present for many visual cues discussed in this report. Another reason why this combination
could be useful is that having the scene virtually, allows for the easy implementation of VFs (as discussed in
Section 2.2).

Table 2.1: Table summarizing the advantages and disadvantages of the virtualization methods and in which situations they are useful.

Method Main advantages Main disadvantages Useful when Papers
Joint sensor
and model

Requires less bandwidth
Errors (sensor noise, modeling)
Requires models/assumptions

Dealing with large delays
or limited bandwidth

[77][78]
[76]

Vision
and model

Less prone to error,
Requires less sensors

Computationally expensive
Requires models/assumptions

Unclear vision
Higher accuracy required

[78][81]

Vision and
distance sensor

Doesn’t require
models/assumptions

Computationally expensive
Errors (distance sensor)

No sensors/models available [83][84]

2.2. Augmentation
The environment around the controlled system can be augmented by perceptual overlays guiding the oper-
ator in performing a task. An example of this is displaying a guidance path, which guides the operator over
some optimal path. The name that is often used in literature to describe these overlaid guidance signals is Vir-
tual Fixtures (VFs). Out of all the visual cues found in the literature search, the visualization of VFs is the most
common one. In his seminal work, Rosenberg [35] defined VFs as “abstract sensory information overlaid on
top of reflected sensory feedback from a remote environment". VFs are often compared to rulers in the sense
that they help to perform a certain task (such as drawling a line) by overlaying sensory information. Using a
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ruler reduces the mental workload required to draw a line, as well as speeding up the operation and allow-
ing the operator to draw a significantly better line compared to if no ruler would be used. They have been
developed and implemented to provide assistance across a wide variety of applications, which range from
the microscopic (biological) operations [80][85] to the macroscopic industrial operations [86]. VFs have been
found to be an effective method of improving operator performance by enhancing speed, precision and/or
the reduction of mental workload [87][88][89].

A distinction is often made between forbidden region virtual fixtures (FRVFs, discussed in subsection
2.2.1) and guidance virtual fixtures (GVFs, discussed in subsection 2.2.2). FRVFs indicate a region that the
operator is not supposed to move into, as the name suggests. GVFs supply guidance to help the operator
stay on a desired path or surface. Virtual fixtures can consist of "haptic, visual, auditory, and tactile sensa-
tions, used alone or in cross-modal combinations" [87]. However, VFs are most frequently implemented with
haptic feedback. A reason for this could be that the majority of the work done on VFs has been applied to
telemanipulation [36]. In telemanipulation one of the main problems is the lack of transparency as there is a
decrease in sensory information (when compared to direct manipulation) [6] and haptic feedback has been
shown to effectively fill this gap [90][5]. Even still, VFs are found with different feedback modalities in litera-
ture, of which the visual implementations will be discussed in this chapter.

2.2.1. Forbidden Region Virtual Fixtures (FRVFs)
FRVFs are a type of augmented guidance which indicate a region that the operator shouldn’t (soft FRVFs) or
can’t (hard FRVFs) move into. These can be implemented in a shared control interface for example to prevent
collisions. As mentioned, these are often only displayed haptically, though they do exist in different (combi-
nations of) modalities one of which is vision. Unfortunately, in the literature search there were no papers that
specifically investigated the effects of the individual implementation of a visual FRVF. Instead, the research
that applies this visual cue focuses on the comparison of modalities for showing this cue. One issue with this
is that the information that is displayed haptically slightly differs to the information that is shown visually.
The haptic version of this cue is the application of a force to the control device used by the operator in the
direction away from the forbidden region. This force directly informs the operator of an action or correction
recommended by the controller, while the visual cue informs the operator of the region the operator is being
steered away from. This is not always the case, as in some cases these corrective actions are displayed to the
operator in some way, which is the subject of Chapter 3. These points should be kept in mind for the remain-
der of this section, as they slightly limit the discussion about the effect of this visual cue.

In [71] two FRVFs are used with a slight offset between them so that a tool can slide between and cut an
isolation sheet in a space teleoperation system. These fixtures were displayed both haptically and visually,
though not separately. This resulted in a more accurate and faster task operation, especially when large de-
lays are present. The reason for this is that this cue has been combined with a predictive control strategy
(described in Chapter 6). Unfortunately, not much can be said about the contribution of the visual cue to
these performance improvements, as this was not investigated.
In [80] the same virtualized micromanipulation teleoperation system as described in [78] in Section 2.1 is
extended with a form of FRVF. An important part of this task is that the micro object are avoided in the ma-
nipulation task, to prevent interference due to adhesive microforces. To achieve this, repulsive potential fields
(acting as FRVFs) are implemented around these objects using visual and/or haptic feedback. The visualized
potential fields are shown in Figure 2.4. The haptic potential field is combined with the visual cue and com-
pared to only the visual cue. When the haptic field is also implemented the control effort and the completion
time are reduced, and the safety is improved.

In [91] a more advanced system is shown, in which a more complex FRVF is manually generated inside
an artery. The process through which this is done is illustrated in figure 2.5, showing the finished visualized
FRVF in image (c). Besides the visualization of the FRVF, an additional visual cue was implemented which
is the highlighting of the currently active FRVF, indicating the position of the tool. The visual feedback was
compared to haptic feedback and to both. The haptic feedback resulted in a better accuracy resulting in fewer
collisions. The visual feedback contributed most to a lower task completion time. Furthermore, the users
preferred the test conditions in which the visual cues were visible, along with the haptic guidance. Though
this shows the potential importance of visual cues in general, it must be noted that this does not necessarily
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Figure 2.4: Potential fields in tele-micromanipulation task, from [80]

show the usefulness of the visualization of FRVFs. This is because the cue was simultaneously implemented
with the highlighting cue, though this can be seen as an extension onto the visualization of FRVFs. Other cues
related to this are further discussed in Chapter 4.

(a) (b) (c) (d)

Figure 2.5: The interactive design of a FRVF inside an artery for MIS, adopted from [91]. The design process is illustrated here,
where: (a) shows the original model, (b) shows midpoints added to the model and (c) shows the VF elements generated from these
midpoints. Finally, (d) shows the additional visual cue of highlighting the currently active FRVF segment.

In [92] a no fly zone is implemented for a remotely piloted vehicle (RPV) acting as a kind of FRVF. This
no-fly zone is implemented for a region in which the RPV is not allowed to go outside of, and also for other
aerial vehicles flying in that area, like shown in figure 2.6. Besides simple visualizing these visualized FRVFs,
the shape, curvature and color of the fence change depending on the current vehicle state. These cues will
be further discussed in Chapter 3, though it should be noted that the possibility of showing these cues can be
seen as an important reason for visualizing FRVFs in the first place. The implementation of all the cues have
been shown to improve the situational awareness and safety of operation of the system. This idea was later
implemented in combination with haptic feedback in [93], where it was shown that the visual-haptic display
outperformed the visual only display in helping the pilot keep a safe distance from the indicated no-fly zoned
and other vehicles.

In [94] a similar cue was implemented. The paper described the design and evaluation of a safety aug-
mentation system to prevent an aircraft from entering a no-fly zone. The focus of the study is to investigate
what combination of modalities is the most beneficial. One of the visual cues introduced is the visualization
of this no-fly zone, acting as a kind of FRVF. Once again, there were other visual cues implemented simul-
taneously. Similarly to [91] the visualized FRVF changes color when it is activates due to the aircraft being
sufficiently close by. Furthermore, there is a predicted flight trajectory shown visually, which changes color
based on predicted risk (further explained in Section 5.1). The results reveal that the combined implemen-
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tation of the additional visualized information leads to increased safety, secondary-task performance (lower
workload) and risk awareness. The visual interface was well-received, which was not the case for the haptic
cues. Furthermore, it was concluded that visual feedback made the haptic cues easier to understand, caus-
ing 70% of the pilots to state that they understand the cues, instead of 40%. The results found in the paper
show the potential of the communication of additional information through the visual channel. Though,
once again it is not clear to what degree this can be attributed to the visualization of the FRVF, as this was not
explicitly tested in the research.

Figure 2.6: FRVFs for an RPV indicating no-fly zones, adopted from [92].

In conclusion, the visualization of FRVFs can be useful in improving the performance, though this was
never explicitly tested. One clear advantage is that the cue can be extended with other visual cues for ex-
ample for guidance signals (Chapter 3) or controller state signals (Chapter 4). Furthermore, it seems this
visual cue is mostly used in situations where the actual forbidden region is not directly clear from the camera
feed. Haptic feedback used in combination with the visual cue almost always outperforms the visual cue in
performance. The visual information seems to contribute most to the acceptance/understanding ([94]) of
the haptic cues and increasing the situational awareness and safety of operation ([92][94]). The reason for
this could be that the visual information allows the operator to look ahead and react earlier to when only
haptic information would be available. The comparison between haptic feedback and haptic combined with
only visual feedback was not done in any of these papers. This comparison could be useful in determining
if the additional visual cues can have a supportive effect on the haptic feedback. Furthermore, the effect of
individual implementation was not evaluated so these conclusions are speculative and remain to be verified.

2.2.2. Guidance Virtual Fixtures (GVFs)
As opposed to FRVFs, GVFs guide the operator to a predefined position and/or orientation, or along a certain
path. As previously mentioned, this guidance is often offered haptically but is sometimes (also) shown visu-
ally. Often a comparison is made between (combinations of) these modalities. These comparisons will be
discussed in this section and summarized in a table in its conclusion.
In [95] one of the earliest works is shown in which visualization is implemented. The described task is the un-
hooking of an object from a stand using a robotic manipulator, shown in figure 2.7. In the interface the GVF is
visually overlaid only if the controlled EE is sufficiently close, which is a visual cue in itself, further explained
in Chapter 4. Additionally, a model of the controlled system is superimposed onto the camera stream (further
described in Section 2.1). Interestingly, simply showing the GVF increased the completion time, though not
much is said about this in the paper. One reason this could be the case is that the visual cue causes too much
cluttering of the screen making it harder to navigate.

In [89] a pick and place task is described in which GVFs are applied and visualized. In this work, the effect
of the visual GVF was not explicitly investigated, as it was combined with haptic guidance. Two separate GVFs
are described. The first is that of a position to which the operator is guided. Once this position is reached, the
used GVF switches to an approach GVF which guides to operator to along a path suitable for grasping the to
be picked object. This switching of visual cues is a visual cue in itself, as it informs the operator of a change
in the controller. Other cues like this are described in Chapter 4, though they are mentioned here briefly, as
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Figure 2.7: Visualized GVF for unhooking an object from a stand, adopted from [95]

these are a direct extension of the visualization of GVFs. The multimodal implementation of the GVF was
shown to improve the completion time and reduce the operator workload, when compared to manual con-
trol.
A similar system is applied to a peg-in-hole task, described in [96]. There are a wide range of cues that are
applied in the auditory, haptic and visual modalities. Relevant to this section are the visual GVF cues, though
once again, the cues aren’t separately evaluated. After the robot picked up the peg, a visual cue guides the
robotic end-effector to the goal position in front of hole in which it is to be inserted, as shown in figure 2.8a.
A haptic cue is also activated once the peg is sufficiently close to the goal position. The next cue helps the
operator align the peg in the correct orientation before it can be inserted, using haptic and visual feedback.
The visual cue for this part of the operation this consists of two planes that are to be aligned, as shown in
figure 2.8b. Not much can be said about the effect of these specific cues as they are not individually evalu-
ated. However, this paper does show another way in which this cue can be implemented and combined in
teleoperation interfaces.

(a) (b)

Figure 2.8: Visual cues for GVFs to aid in peg in hole task, from [96]

From these early studies we can identify two distinct types of guidance fixtures. The first is the alignment
to a certain position or orientation, and the second is the following of a certain path. Like done in [89], these
two cues are often combined as a position or an orientation fixture can be used to guide the operator to the
beginning of a path fixture. The rest of the visualized GVFs that have been found are path GVFs. One of these
is described in [97], which specifically investigates multimodal path GVFs. In it a comparison is made of all
the combinations of haptic and visual feedback (including the baseline case with no guidance at all). The
results indicate that in terms of completion time the combination of haptic and visual feedback outperform
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all other cases, where haptic outperforms visual feedback, and visual feedback outperforms no feedback at
all. The path deviation was reduced significantly by the combination of haptic and visual feedback, though
either one separately did not have the same effect. Interestingly, the haptic feedback increased the number
of collisions, whereas when just visual feedback was present this was not the case. Haptic instabilities have
been stated as a possible reason for this.
In [98] several haptic and visual cues were evaluated for the guided control of a nonholonomic vehicle. In
one of the test conditions an optimal path was shown visually, along with a predicted vehicle trajectory (ex-
plained in Chapter 6). This can be compared to the case where only the predicted vehicle trajectory was
shown in order to investigate the effect of the visualized guidance path. The visualized GVF did improve the
performance time slightly. There were no significant differences in workload, control effort, collisions and
preference. Unfortunately, a combination of haptic and visual feedback was not investigated. It is suggested
that in real applications the benefits of haptic cues might be larger (compared to visual), as in that case the
visual workload is higher (compared to the relatively simple experiment environment). Because of this, it is
important to consider the workload when deciding which cues to give to the operator.

In [99] the teleoperation of a robotic arm in the presence of time delays is desribed. A GVF is applied in
different modalities for the following of a circular trajectory. It was found that the haptic feedback greatly
reduces the position error and completion time when compared to visual feedback. The addition of visual
feedback to this haptic feedback does further decrease the completion time, though the position error also
increases. This could be because the visual feedback encourages the operator to move the EE at a higher
speed, and thus less accurately.
Another paper which has already been discussed in Section 2.1 is [83]. The focus of this previous mention
is 3D voxel based virtualization of the scene. An advantage which arises from this virtualization is that the
operator can draw on a GVF in this 3D space. This GVF is used to aid the operator in opening a valve. This
path is displayed haptically and visually. It was found that this combined implementation improved collision
avoidance, though it did not have a significant effect on the performance, workload, situational awareness,
and path length or smoothness. In [72] a similar method is described, which allows the drawing of a path
GVF, which is then displayed haptically and visually. It was shown that the execution time and accuracy of the
movements were improved by the implementation of the fixture.

In [100] a dynamic GVF is described for telesurgery on a beating heart. Up until this point the GVFs that
have been described in this section have been static GVFs. Dynamic GVFs differ from static ones in that they
change shape, size or position depending on the state of the system or the environment. Since a beating heart
is constantly moving, so should the GVF. A cycle of the visualized GVF changing shape is shown in Figure 2.9.
The three test cases have either no feedback, only visual feedback or visual feedback combined with haptic
feedback. It was found that the completion time was not reduced by the GVFs. However, the average error
was reduced by visual feedback, and was further reduced when both feedback modalities were used.
In [74] a unique system in shown in which the GVF is automatically generated by the use of a deep learning
algorithm. A specific reason to visualize this GVF in this system is that this automatic generation is likely not
always fully accurate, and a visual implementation of the GVF can help the operator identify this. Unfortu-
nately, the effect of this GVF has not been evaluated.

Figure 2.9: Heart beat cycle showing the dynamic changing of a GVF for telesurgery, adopted from [100].

There is some more work in which these path GVFs have been visualized, namely: [71][76][74][101][102].
However, they don’t explicitly evaluate the effect of this cue and the methodology of the visualization doesn’t
differ from the other papers described in this section. For this reason, the choice has been made to only men-
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tion them here to give a more complete overview of the literature, but refrain from introducing information
not relevant to answering the research questions.

All the results discussed in this section (10 papers total) have been summarized in Table 2.2. In the ta-
ble modalities and effects are compared for the visualization of GVFs. This cue is the only cue for which a
substantial amount of research exists that compares the effects between display modalities. For this reason
this table has been created to make an attempt to use this cue to make some conclusions (and speculations)
about the potential of visual feedback in shared control interfaces. It is important to note that for [95] and
[89] there is an additional visual cue present indicating the active GVF by the appearing/disappearing of the
visualization (Chapter 4). However, for simplicity, and completeness, the decision has been made to leave
these papers in the overview. Furthermore, only combinations and comparisons containing visual feedback
have been included, as this is the focus of this report. The criteria that the cue has been evaluated on are:

• T: Completion Time, positive effect means decreased completion time.

• A: Accuracy, positive effect means increased accuracy.

• P: User Preference, positive effect means the users preferred this modality.

• W: Workload, positive effect means a decreased workload.

• E: Control Effort, positive effect means a decreased control effort.

From this table we can see that when visual feedback is compared to no feedback, the results differ quite
a lot between papers. A reason for this can be that the design of the visual cue varies a lot between imple-
mentations, as can been seen from the few images showing these cues in this section. This design is very
important as a bad design can have a negative impact on workload and potentially clutter the workspace
[95]. Furthermore, like stated in [98] it is important to consider workload when deciding which cues to dis-
play to the operator, since haptic cues can result in a lower visual workload, whereas visual cues can improve
the performance and reduce the control effort. This reduction for control effort was not shown for the dis-
playing of the GVFs, but has been shown for the other additional visual cues presented in the paper (further
discussed in Chapter 5).
Nonetheless, most papers that implemented visualized GVFs indicate a positive effect on the performance
criteria. Furthermore, it has not been shown that visual feedback can outperform haptic feedback, rather,
two papers have shown the opposite. When vision is combined with haptic feedback, all criteria are either
positively affected or no difference is found, when compared to no feedback (none), or only vision.
Unfortunately, only one paper ([99]) makes the comparison between haptic and the combination of vision
and haptic. This shows a gap in literature that is resurfaces in most cues discussed in this report. Making
this comparison can give an answer to the question of can vision be useful in supplementing haptic feedback
in HSC, as is suggested in the introduction of this report. The paper that has done this comparison found a
positive effect on the completion time, but at the cost of accuracy. This suggests that operators will tend to
increase their speed when they can look ahead due to additional information, but this decreases the accuracy
of the operation. This speculation is similar to that made in [98], which has also found this improved comple-
tion time at the cost of a decrease in safety/accuracy due to the addition of a visualized path GVF (although
no haptic feedback was present in this task). It is stated that operators get more stubborn in creating their
own optimal path, taking more risks, by deviating from the optimal path but get manage to get a better com-
pletion time because of this. This is in line with [103], which investigates Ecological Interface Design (EID)
in an air traffic control task. It is stated that in EID all feasible control actions within the work domain are
revealed, which causes that chance that people disagree with this automation to increase.
There is very little research on the last three criteria: preference, workload and control effort. However, the
results that do exist indicate that there is no significant effect on these criteria. Generally, the addition of vi-
sion positively influences completion time and accuracy, however, haptics seem to have a larger contribution
in both these criteria. This can be seen from the table as haptic feedback almost always outperform visual
feedback, and there were no results found that show the opposite.

One important advantage that is a direct result of the implementation of this cue is that it can be ex-
tended with other cues, like the ones discussed in Chapter 4. This advantage can’t be captured in this table,
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Table 2.2: Table showing a comparison of different criteria for displaying of GVF in different modalities for the papers discussed in this
section. The criteria are: Completion Time, Accuracy, User Preference, Workload, and Control Effort.

None Haptic Vision
Effect T A P W E T A P W E T A P W E

Vision compared to: Positive [98][75] [95][100]
Negative [95] [98] [99][75] [99]
Neutral [100] [75] [98] [98] [98] [75]

Vision+Haptic compared to: Positive [89][72][75] [72][100][83][75] [89] [99] [99] [99][100]
Negative [99]
Neutral [100][83] [83] [83] [100]

but should be kept in mind nonetheless. Similarly, the visualization of the cue can be useful in properly cal-
ibrating the operator trust in the system, which might be especially useful when the fixtures are dynamic
and/or generated in real-time (e.g. [100][74]). However, this is something that remains to be verified.



3
Guidance Signal Cues

In this chapter the visualization of the guidance signal is discussed. This guidance signal in a shared con-
trol setup provides additional information about a corrective action to both the controller and the human
operator that helps to execute a certain task. An important distinction is made between the reference sig-
nal that is used to form this guidance signal, which is discussed in chapter 2, and the guidance signal itself
(discussed here). This guidance signal directly informs the operator about the input that results in some op-
timal/recommended position, orientation and/or path. This could for example be the showing the distance
to a certain point optimal for grasping an object, instead of just visualizing the point itself.
Something that is worth noting is that these cues are not acting on the system directly, as can be seen from
Figure 1.1. This can be different when dealing with haptic interfaces. An example of this is described in [34],
which discusses the implementation of the haptic steering wheel. In the described system the controller ap-
plies a force to the input device (steering wheel) which directly influences the system input. If these guidance
forces would be visually displayed to the operator, this would theoretically part of Chapter 4, as this visual cue
directly represents the controller output. This is different when this information is only displayed visually, as
this information does not necessarily need to be represent a change of system input, but can be used merely
as a recommendation to the operator. However, since the visual implementation of both signals can serve
both applications, the decision has been made to group these signals in this chapter in order to prevent the
repetition of information.

These guidance cues can be divided into two categories based on what type of augmentation, or virtual
fixture, the cue is guiding to. This division is the same as that made in Section 2.2. The first category contains
the guidance cues for FRVFs, and is discussed in Section 3.1. The second category contains the guidance cues
for GVFs, and is discussed in Section 3.2.

3.1. Guidance cues for FRVFs
In this section the guidance cues are discussed for the use with a FRVFs (discussed in Section 2.2.1). Visual
guidance cues for FRVFs give some kind of warning to the operator about incorrect or unsafe positioning.
When a FRVF is visually displayed, this guidance cue can be given by changing the color of this FRVF, like
done in [92]. The paper has already been mentioned in Section 2.2.1, and the FRVF is a virtual fence indicat-
ing a no-fly zone, as shown in Figure 2.6. When the remotely piloted vehicle is expected to violate the no-fly
zone, based on a predicted future position, this virtual fence’s color changes from yellow to green. As the
distance to the fence decreases, and the plane is less able to manoeuvre away from the zone the color of the
fence changes smoothly from green to orange and finally to red. The cue isn’t explicitly evaluated, though the
complete set of cues was said to be easy to detect, interpret and exploit. It should be noted that this visual
cue is an extension of the visualization of the FRVF. This shows how cues can be extended so that they contain
more information in a single cue.

A similar cue is implemented in [94], which also deals with a no-fly zone. Besides this no-fly zone, a path-
prediction line is also visualized (further discussed in Section 5.2). In this implementation, the color of the
path-predictor line smoothly shifts from white to red, as the risk of entering this no-fly zone increases. The
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results indicate a positive effect on performance, though the changing of color cue was not explicitly evalu-
ated.
This approach is extended and applied to automotive control in [104]. In this thesis, EID inspired visual
feedback is designed to complement automotive HSC. This visual feedback comprises of several trajectory
curves (discussed in Section 5.2), which all have a certain (non-visualized) look-ahead point. If this look-
ahead point falls outside the road boundaries, the color of its trajectory curve changes to red, like shown in
Figure 3.1. Once again, the effects of this changing of color are not explicitly investigated. The effects of the
implementation of the complete set of visual cues significantly affected the performance. It was stated that
the color changing cue resulted in larger road margins, even in time-critical tasks (improved safety). Since
they are more appropriate there, the rest of the results of the implementation the sets of cues for these two
papers ([94][104]) will be discussed in Section 5.2. Something that is worth noting here is that in both these
papers overshoot behavior is reduced by the addition of the visual cues to the haptic feedback. This effect is
most likely the result of this FRVF guidance cue, as it shows the operator when it is safe to move back around
the obstacle. Using this visual information, operators can plan ahead further than when just relying on the
haptic cues only.

Figure 3.1: Guidance cue in which a trajectory line changes red when it leads outside the road boundaries, adopted from [104].

In the guidance cues in the previous three papers it is possible to see when a risk is present, though it is
not directly visible where this risk is coming from. With haptic feedback this information is inherently avail-
able, as operators are pushed in some optimal direction. However, this information can also be given visually
instead, like done in [105]. The paper describes a microsurgery task for deep and narrow spaces. To avoid col-
lisions a FRVF has been implemented. The feedback for this FRVF is compared between different feedback
modalities. The haptic feedback consists of force feedback, but only to avoid collisions that are out of view,
at the very edges of the area of operation. They state that this is done because these forces may disturb the
surgeon. The visual feedback provides feedback in the whole workspace using a specialized visual cue. This
visual cue comprises of a semicircle positioned on the edge of the screen in the direction that the upper part
of the tool is closest to the FRVF, as shown in Figure 3.2. The color of the semicircle changes from yellow to
red depending on the proximity to the FRVF. Finally, a motion scaling feedback is implemented which scales
down the motion the closer the tool gets to the FRVF.
All combinations of feedback methods (including no feedback) were evaluated in an tracing task. It was
shown that the methods that included visual feedback had the best results in terms of safety, in which the
combination of force and visual feedback showed the best results. The force feedback and motion scaling
feedback were said to be more difficult to understand and interfere with the manipulations, when compared
to the visual feedback method. The combination of force and visual feedback received the highest (subjec-
tive) evaluation score by the operators. There were no significant differences found for the completion time
of the operation apart from the motion scaling feedback, which increased the completion time.
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Figure 3.2: Guidance cue showing the proximity to a FRVF for collision avoidance in a microsurgery task in deep and narrow spaces,
adopted from [105].

In [106] a haptic support system for an Unmanned Aerial Vehicle (UAV) was implemented. The system
was shown to reduce the number of collisions, but resulted in lower user acceptance as the operators had
difficulty in understanding the haptic cues. In order combat this complementary visual feedback is imple-
mented which visualized this haptic guidance. Two designs are tested and are shown in Figure 3.3. The first
design is called the Parametric Risk Field-Contour Risk Field (PRF-CRF), and is shown in Figure 3.3a. It shows
the PRF in a red oval which signifies the area which is scanned for obstacles. When an object falls within this
region, forces are generated to guide the operator away from the object. The points from which these forces
originate are visualized and color coded based on the risk they represent (white is low risk, yellow is medium
risk, and red is high risk). Furthermore, the resulting avoidance vector is also visualized which shows the
resulting direction and magnitude of the repelling force. The second design is called the Static Circular Risk
Field (SCRF), and is shown in Figure 3.3b. It comprises of lines representing the risk in a certain direction,
color coded in the same way as the PRF-CRF design. Neither of the visual cues resulted in a significant dif-
ference in performance, safety or workload. However, the user preference did show significant differences in
which the PRF-CRF design was preferred over the SCRF design, which was preferred over no visualization at
all. Furthermore, the visualizations led to an (small but significant) increase in user acceptance. The users
stated that they could better anticipate the haptic feedback and time their actions.
It is also worth noting that the cue was most useful in the subtasks with more space to maneuver, and the
visual overlays were appreciated most in these situations. In the subtask with narrow spaces the visual over-
lay caused more collisions, as the haptic forces cancelled out causing the visual display to become cluttered.
This highlights a challenge in the designing of visual cues, which is that they are often specialized to a certain
situation and might not work in others.

(a) (b)

Figure 3.3: Visualized haptic guidance designs for an Unmanned Aerial Vehicle (UAV). (a) shows the Parametric Risk Field (PRF)
Countour Risk Field (CRF) visualization. (b) shows the Static Circular Risk Field (SCRF) visualization. Adopted from [106].
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Guidance cues for FRVFs seem to be used in situations where the situational awareness is relatively low
and safety is relatively important, like in UAV control, telesurgery or driving. They are useful in improving the
safety of the operation by reducing the risk of collisions, even in time-critical situations as shown in [104].
Furthermore, these cues can be used when accuracy is critical and haptic feedback would cause too much
of a disturbance [105]. Another important use of this cue is to make haptic cues easier to understand, and
with that potentially improve acceptance and performance [106][105], showing that it can be used to support
HSC. The cue is often implemented by changing the color of another cue (for example a visualized FRVF
or a predicted trajectory). A reason for this can be that the operators can observe the information of several
signals simultaneously, without having to switch their visual attention between them. Additionally, it is worth
noting that special care should be taken to consider the workload that comes with these cues and to design
the visual cue so that it does not clutter the screen. This is seen in [106], where in one of the subtasks the
visual cue would take up a lot of space on the screen causing a significant decrease in performance with the
implementation of that visual guidance cue.

3.2. Guidance cues for GVFs
This section discusses the guidance cues that guide the operator for the correct alignment with a GVF (dis-
cussed in Section 2.2.2). Instead of warning the operator about some unsafe positioning, like in the previous
section, these cues do the opposite by guiding the operator to a certain position or orientation, or notifying
them when they have reached it. One implementation of this is through a simple, binary, change of color,
for example when the correct position has been reached, like done in [107]. The paper describes a virtual
peg in hole task in which the peg is brought to the target position (as shown in Figure 3.4), after which it can
be released when it is within an acceptable region near the goal (acceptability zone). This reaching of the
acceptability zone is what triggers the guidance cue, indicating that the peg can be released. This guidance
cue is displayed in different modalities and a comparison is made between them. The visual cue for this is the
changing of the peg color, which is shown in Figure 3.4. The other cues to which this is being compared are a
vibration (haptic cue) and a sound (auditory cue). Furthermore, the task difficulty varies based on the varying
size of the acceptability zone. It was found that the vibration feedback results in the smallest improvements
in performance, as the vibration interfered with the positioning of the task (especially with the most difficult
tasks, with the smallest acceptability zone). For the easier tasks the visual (color) cue resulted in the best
completion time, whereas for the more difficult tasks this was the sound cue. A reason for this could be that
with a more difficult task the visual workload required to execute the task increases, so that the visual cue
is less effective. There was no significant difference in accuracy between the sound and color cue, although
both improved because of the cue. On average the users preferred the (visual) color cue.

Figure 3.4: Peg in hole task with visual indicator to see when the correct position is reached, adopted from [107].

A similar cue was investigated in [108], which described a teleoperated grasping task. One of the cues
that is evaluated is a guidance cue which notifies the operator when he/she is in a position from which an
object can be grasped. There are two different designs that are implemented and evaluated, the binary cue
and the regions cue. In Figure 3.5a the binary cue is shown, in which the object turns green if a force closure
grasp is possible. In Figure 3.5b the regions cue is shown, in which the regions in which object will be grasped
are visualized, indicating the robustness of the grasp and the potential contact locations. The completion
time, grasping quality, and workload were all found to improve with the implementation of the guidance
cues (when compared to no feedback). Especially the fact that workload decreases is interesting here as
even though extra information is given, the feedback is well designed and simple to interpret so that the
operator requires less workload to execute the task. There was no significant difference in these results found
between the two cues. The operators were more confident of a good grasping quality (before grasping) with
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the guidance cues present. Here the regions cue resulted in a higher confidence than the binary cue, and the
operators stated that they did not know how to move the hand to obtain an optimal grasp. This shows that a
more advanced cue might be helpful in calibrating the operators trust in the automation.

(a) (b)

Figure 3.5: Guidance signal cues that visually display to an operator when he/she is in position to grasp an object. (a) shows the
binary cue. (b) shows the regions cue. The Figures are adopted from [108].

Another GVF guidance signal cue is the showing of the shortest distance to some goal position, like done
in [96]. This shows the operator the change in position that results in the optimal position, in this case for the
grasping of a peg for a peg-in-hole task. In [81] this guidance cue is combined with the previous cue, in that
this shortest distance line also changes color when the controlled tool is aligned with this shortest distance
line. Unfortunately, neither of these cues are explicitly evaluated, as they are only used as part of a larger set
of cues that are implemented simultaneously.
This idea is further extended in [102], which discusses the implementation of a special visual cue that guides
the operator over a predetermined path through tissue using flexible needle, shown in Figure 3.6. This cue
is a little different in that it doesn’t directly show when the alignment is correct, like the previous cue ([81]).
Instead, a special cue is designed that shows the difference in alignment between the tool-tip and the guid-
ance path. Furthermore, it shows the distance to the next node along this guidance path. This is done by
displaying two lines, one of which is current orientation, of the tool-tip, and the other one is the orientation
that results in following an optimal path GVF. The size of the lines represents the distance until the next land-
mark node along this path. At this point it is worth considering whether this cue is indeed a guidance signal
cue, or perhaps a combination of other cue types. At first glance it could seem that the showing of the target
orientation is a special way of displaying a GVF, and would be more suited for Section 2.2.2. However, this
wouldn’t be completely accurate as the orientation and distance are relative to the current state of the tool-
tip. This means that the cue is dependent on the current state of the tool-tip and therefore can’t be a reference
signal. Furthermore, the cue is specifically designed to show the difference in alignment, and directly shows
the operator the change in orientation and position that results in the following of some optimal path. This
agrees with the definition of the guidance signal cues stated in the introduction of this chapter, which is why
it has been included in this chapter. The visual cue did not improve the completion time significantly though
users did indicate that they preferred the test case with the visual cues present. However, the accuracy did
improve because of the visual cue.
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Figure 3.6: Alignment guidance cue for flexible needle steering in MIS, adopted from [102].

One final guidance cue is that discussed in [109] which discusses a bolting task for maintenance work at
ITER. It employs a specialized visual cue to aid in the placement of the bolt runner, mainly because of the
limited depth perception. The cue comprises of a a shortest-distance line, along with an error bar. The op-
erator needs to minimize this error and move the bolt-runner (EE-tool) along the shortest distance line to
end up on the bolt-head. It was shown that this cue did not result in a significant difference in performance.
Furthermore, the operators commented that the cue obstructed the view of the bolt-head. Therefore, this cue
is likely not useful as it only takes up workload, without offering any performance improvements in return.

In conclusion, guidance cues can be useful in showing the operator when a goal position has been reached.
These cues can result in better completion times, accuracy, workload and trust in the automation. Supplying
additional information can help to further improve this trust, as shown in [108]. Though special care should
be taken that the cues don’t obstruct the view in any way. Like with guidance cues for FRVFs, visual cues for
GVFs seem to be preferable when high accuracy is required, as shown in [107]. The reason for this is that a
haptic feedback cue can interfere with the positioning, which could be a problem when very high accuracy
is required. However, it should be noted that this was only shown in one paper which is relatively old (2005),
and newer hardware might not show such a problem.
Also similar to guidance cues for FRVFs is that this visual cue is often combined with other visual cues. In this
way more information can be obtained without needing to shift visual attention between cues. The visual
cue does not always improve performance, however, the visual cue is preferred in all cases (where it was eval-
uated). With the exception of the cue described in [109], which was said to obstruct the view of the situation.
Unfortunately, none of the papers investigated if this visual cue can be used to support haptic feedback. Fur-
thermore, it is worth noting that this visual cue is not applied very often, compared to FRVF guidance cues
(discussed in the previous section). A reason for this could be that haptic feedback effectively fills this gap so
that there is not enough need for visual guidance cues. This could enforced by the fact that the design and
implementation of these cues could take a lot of effort since they are very specialized towards the application
in which they are applied. This is evident from the large variation in design between each visual cue discussed
in this section. Nonetheless, it could be worth to investigate how this visual cue can be used to improve HSC.
One aspect in which they can especially be useful is in improving the acceptance or understanding of HSC,
as is seen for FRVF guidance cues in the previous section.
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Controller Output Cues

This chapter discusses the various visual cues informing the operator about the state of the controller. The
direct output of the controller, such as the visual representation of a haptic guidance force, could also be part
of this chapter. However, like explained in Chapter 3, these exact same cues can be used to represent the
guidance signal itself. Because of this, the decision has been made to include all these cues Chapter 3, to
prevent the repetition of information.

One part of the controller state that is shown using visual cues is whether the automation is currently
active or not. This can be very simple, for example by turning on a LED to notify the operator when the
automation is active, like done in [110]. The paper describes a pick and place task in which the goal is to min-
imize the contact forces of the gripper and the picked object. To achieve this multiple feedback modes were
investigated, in combination with automated agents. One of these is that when the contact force reached
a certain threshold, the controller will actively maintain this force so that it will not surpass this threshold
value. When the controller activates, LEDs on the robot are illuminated. It was shown that when the LEDs are
implemented the average contact forces were lower than when this was not the case.

When an interface contains VFs, it might be useful to show the operator which VF is currently active. This
was been done in [89], which visualized the currently active GVF. When the controlled EE is in the proximity
of the GVF, it will be visually displayed. The first GVF guides the operator towards a starting position from
which the path can be followed. Once this position has been reached, a guidance path GVF is activated and
visualized. This shows the operator what the automation is doing, as well as that the starting position has
been reached. Both of the visualized GVFs are displayed in Figure 4.1. Additionally, this potentially limits
the workload by only showing the visual cues that are relevant to the task at that point in time. However this
wasn’t explicitly investigated.
This cue is also applied in [96], where four different visual cues are used. The paper described a peg in hole
task in which the peg has to be picked up first. For each part of the task the operator is guided in a different
way. When the next part of the task has been reached, the automation switches modes, which is visualized by
the displaying of a visual guidance cue guiding the operator though the next part.
In [91] this idea is applied to FRVFs for an artery surgery task. To avoid collision with the artery walls, a seg-
mented tube FRVF is implemented. When the surgical tool EE is within a certain segment of the tube it colors
red, to show the operator that this is the currently active segment, as shown in Figure 2.5d. It was noted that
this showing of the active segment caused a significant improvement in completion time. They note that this
is because the cue makes it easier to find the location of the tool EE. It should be noted that the effect of this
highlighting was not explicitly investigated in any of these papers.
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Figure 4.1: Two different GVFs which get visualized when activated at a different point during the operation. This informs the operator
of the current state of the automation. Adopted from [89].

Besides showing the state of the automation, visual cues exist to show the uncertainty of automation. Un-
fortunately this cue has not been found to be used in any shared control interface. Nonetheless, it has been
shown that showing uncertainty can help in calibrating trust in automation, which can help to prevent mis-
use and disuse [111]. In attempt to investigate the potential of these cues for shared control interfaces, these
cues will be briefly discussed here even though they don’t strictly belong in this report. An example of an ap-
plication in which uncertainty is displayed is for Adaptive Cruise Control (ACC) systems. For example in [112],
when the automation is uncertain, a special icon is displayed like seen in Figure 4.2. When the uncertainty
display was enabled the Time To Collision (TTC) was significantly larger compared to the control group. It
was also found that the situational awareness increased with the implementation of the uncertainty display.
Furthermore, the participants in the group with the uncertainty display enabled noted that they would keep
the automation significantly more often than the participants in the control group would.
In [113], this cue is extended and it also shows the limits of the automation through EID inspired cues. The
display promoted faster and more consistent braking responses when the system was outside the indicated
automation limits, resulting in safer following distances and no collisions. From this, we can see that pro-
viding the driver with continuous information about the state of the automation is a promising alternative to
simply providing warnings when the automation fails.

Figure 4.2: Icon shown in the middle to indicate when the ACC is uncertain, adopted from [112].

In conclusion, showing the state of the automation seems to be useful in improving performance, for ex-
ample in decreasing the max force applied. One of the reasons for this can be in many cases a lot of other
information can be extracted from these cues, as when something changes in the state of the automation,
this is most likely a result of a change in the state of the system. For example the position can be determined
very quickly when a certain VF lights up, showing that it is active, as seen in [91]. Another example is when
a LED lights up to show that the automation activated, as this informs the operator the threshold force has
been applied. Nonetheless, not many cues showing information about the controller properties or state have



4. Controller Output Cues

been implemented in shared control interfaces. Furthermore, workload wasn’t investigated for these cues.
This is important to consider when a cue brings marginal advantages it might not be worth to implement this
cue if it comes at the cost of an increase in workload.
To explore some of the possible cues relating to the controller output a brief look has been taken at visual cues
used in ACC systems, which visualize the uncertainty and the limits of the automation. These cues are proven
to be useful in calibrating trust, and in improving situational awareness and user preference in different types
of automation. However, they have not found to be explored for shared control. Perhaps a reason for this is
that the development of shared control has not been developed far enough to be in the position to integrate
these cues. Another likely reason is that with a shared control interface the operator will not have to take over
from the automation, as he/she is always in the loop already. Because of this the operator is more aware of
what the automation is doing and can already react more quickly and appropriately when the automation
fails. This is a reason that HSC has been suggested as an alternative to ACC, e.g. in [114]. Even still, it might
be worth exploring the effects of these type of cues in shared control interfaces to see if similar effects can be
found.
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System Output Cues

This chapter contains the cues representing the system output. The system output is the result of the com-
bined inputs by the human and the controller, after being processed by the system, and before reacting with
the environment (see figure 1.1). This means that this signal is in fact a prediction of the actual state. There
is a clear distinction in the designs of this cue based on whether or not the controlled system is holonomic
or not, though the reasons behind this will be further elaborated in the separate sections. For holonomic
systems the commanded position is directly visualized, often referred to as ghosting, which is the subject
of Section 5.1. In nonholonomic system a predicted trajectory is visualized, which is based on the current
heading direction and velocity. This visual cue is discussed in Section 5.2

5.1. Ghosting
This section discusses the "ghosting" visual cue. The systems in which this cue was found are all industrial
robots. This cue is very different from that described in the next section, which is mostly due to the fact that
these systems are holonomic (as opposed to nonholonomic, in the next section). In holonomic systems the
final state of the system does not depend on the path taken to achieve it. Because of this property an operator
can choose a goal position, and simply have the robot move straight towards this point, generally without
having to worry about how this will be achieved (as long as the path is unobstructed). This is not really useful
in (close to) real-time control, as the commanded position will be closely followed by the actual robot po-
sition so showing them separately won’t provide any additional information (it might even cause confusion
as it could clutter the screen). However, if there are time delays in the system this cue can become quite useful.

The advantage of this cue when dealing with large time delays is that an operator can see the commanded
position, without having to wait for the real system to move there, which is called a predictive display [115].
This makes control more time efficient and can prevent instabilities caused by these delays. This visualization
is often done by displaying a virtual representation of the system (a "ghost") in the commanded position that
is overlaid on top of the display of the real system (either a virtualized version or a camera feed), like shown
in Figure 5.1. This cue has been shown to save time during the operation by reducing the influence of large
time delays [75].

In [76] and [71] this cue is also applied, though the real robot is not displayed. The described task is to
cut a layer of isolation while dealing with large time delays. To aid in this a virtualization method is applied
(as explained in Section 2.1). In [76] a camera stream from the EE is projected onto the virtual model. If the
operator wants an update of the actual state of the task, the operator should wait for the stream to catch up
and update. The effects of this predictive display were not explicitly investigated.
In [71] VFs are implemented to achieve real-time feedback for the virtual model. This is an important ad-
vantage of combining these two cues (VFs and predictive displays), which is that immediate feedback can
be given to the operator without requiring the real-life robot arm to move and interact with the environ-
ment. The overall system resulted in better accuracy and completion times, especially when large delays
were present. However, the effect of the predictive control itself was not explicitly investigated.
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Figure 5.1: Virtual representation of the controlled system showing the commanded system output, adopted from [99].

Something worth noting is that this cue is not only applied in systems with large time delays. Another
reason to implement this cue is to enable programming by demonstration, for example as done in [116]. A
model of a welding robot is controlled via a teleoperation interface to plan a path for applying a weld. In this
way a path can be planned using a virtual model of the robot and its environment, without having to move
the real robot. Furthermore, as the environment is also virtualized using a depth camera (like described
in Section 2.1), this method has the additional advantage of immediate haptic feedback. Because of these
properties, the described method has been found to be useful in assisting the programming of a welding
path.

In conclusion, this cue is useful for reducing completion time when used as predictive displays if large
time delays are present in the system. Without delays this cue would only clutter up the display without pro-
viding any additional information. Sometimes the state of the real robot is also displayed to the operator,
though this is not always the case. Showing the this information as well can be helpful as it allows the op-
erator the see the commanded position relative to the real position of the robot (though this difference was
not explicitly evaluated). This cue can be extended by combining it with virtual fixtures allowing immediate
feedback, even with large delays. Finally, this cue can be used for programming by demonstration interfaces,
in which it provides the advantage of not having to move the real robot during the planning phase. What is
missing in the design of these cues is a workload comparison. This could help in improving the design of the
overall cue and determine the associated (workload) cost of its implementation.

5.2. Predicted Trajectory
In this section visual cues are discussed that represent the current system output in the form of a predicted
trajectory curve. This type of cue is used only for nonholomic systems. These differ from holonomic systems
in that the final state of the system depends on the path taken to achieve it. For this reason, it is not practical
to select a goal state and have some controller figure out how to move here, as is done in the previous section.
This does not mean that the predicted position is not visualized, but the design is quite different and so is
they way in which it is used.

The visual cue that is used for these systems is the visual displaying of the predicted trajectory of the
system, based on its current state. This predicted trajectory is based on the current angle of the controlled
system and its velocity. A very simple implementation of this cue is discussed in [94]. The paper discusses
a safety augmentation system for aircrafts which, among other cues, implements a visualization of the pre-
dicted trajectory, as shown in Figure 5.2. This can be used to identify early on if the aircraft is at risk of entering
the visually indicated no-fly zones (discussed in Section 2.2.1). Additionally, this trajectory line shifts color,
depending on the risk, further described in Section 3.2. This points to another advantage of this cue which is
that other information can be shown in the same cue, so that the operator doesn’t have to shift attention be-
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tween cues. The effects of this cue weren’t explicitly investigated. However, the implementation of the full set
of cues resulted in higher operator acceptance, improved safety, decreased workload and higher risk aware-
ness. Additionally it is shown that the introduction of this cue reduced overshoot behavior, which is most
likely the result of the changing of the color of the predicted trajectory line, informing the operator when it is
safe to move back around the forbidden region.

Another way in which this cue can be extended is by visualizing the system limits. By showing the system
limits the operator can see the predicted trajectory in the context of the possible range of options and can
make a more informed decision about which direction will be optimal. This visual cue gives information
about the actual state of the system, which is discussed in Chapter 6. The rest of the papers found in which this
predicted trajectory has been visualized, have also visualized these system limits (simultaneously). Therefore,
the discussion of this cue will be continued in Section 6.1.
From this we can’t conclude much about the effects of this visual cue in itself, as it is always extended with
cues containing additional information. This shows that the cue in itself it perhaps not useful enough to
justify taking up the workload for the operator. However, by extending it with other cues the operator can
advantages, without having to shift his attention to other areas on the display. These advantages comprise of
improvements in performance and user experience, as shown in [94] and as explained in Section 6.1.

Figure 5.2: The flight display for a safety augmentation system for an aircraft. The right image shows the predicted trajectory, which
currently intersects with the visualized no-fly zone signified by the triangle. Adopted from [94].
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State Cues

In this chapter the visual cues are described that represent information about the actual state of the controlled
system, while interacting with the environment surrounding it. This information, and the cues relating to it,
can be divided into two categories: the actual state of the system in relation to the environment or reference
signal (e.g. spatial cues), and the interaction with the environment itself, for example the visualization of
interaction forces. The visual cues related to the system state are discussed in Section 6.1, and in Section 6.2
the visual cues representing information about the interactions with the environment are discussed.

6.1. System State
In this section the visual cues representing the system state are being discussed. This is the current system
state, while interacting with the environment, for example velocity, position, or the system limits. The actual
visualization of the interactions with the environment will be discussed in Section 6.2.

Often, a lot of information can be derived by observing the system itself through a camera stream, or
virtualized model. The viewing of the system as a virtualized model could be seen as part of this section.
However, the decision was made to include this in Section 2.1. This section discusses the virtualization of the
environment, as well as the system that exists in it together. The reason for this is that these two parts are too
closely related to explain them in separate sections. Therefore, for this specific state cue the reader is referred
to Section 7.1.
There are not many visual cues (used in shared control) that give additional information about the system
state. A logical reason for this is that, as stated already, most of this information can easily be derived by
simply observing the system in some way. One problem that could surface is that the pose of a (part of) the
system is difficult to observe. A solution that was used in [99] and [75] is to visually display the axes of the EE
that stand out from the rest of the image. This clearly shows the current pose of the EE, as seen in Figure 5.1.
However, this would only be useful if the pose is not obvious from the viewing of the system. In this example
this is the case because the EE is symmetric around one of its axes. Unfortunately, the effects of this visual
cue were not evaluated.

Something that is not as easy to observe from camera streams are the limits of a system. In Section 5.2
it was discussed that predicted trajectories for non-holonomic systems are often visualized in the context of
the system limits, so that the operator can make a more informed choice. One of the papers in which this was
done is [98], which is shown in Figure 6.1. A green dashed line shows the predicted position after translating
a certain distance, given the current orientation. The area in which this green line is placed represents the
possible steering angels, taking into account the maximum steering angle. It was shown that this cue resulted
in significant decrease in completion time and control effort, though no significant difference was found in
accuracy. Furthermore, the subjective measures show that users preferred the cue to be present, and they
experienced increased comfort and decreased effort.
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Figure 6.1: Visual display of the predicted trajectory along with the system limits, adopted from [98]. The dashed green line shows the
predicted trajectory, and the grey lines show the possible range of trajectories (system limits).

A similar cue was more extensively discussed for the design of a flight display, in [117]. In this thesis paper
the cue was further extended with some intermediate curve lines to facilitate heading estimation, as shown
in Figure 6.2. To do this the pilot can mentally interpolate between the curves and choose the optimal trajec-
tory. It was also explained that it is important to select the appropriate prediction time, as a too large window
would cause the envelope to curve in on itself resulting in a cluttering of the screen. Furthermore, it is worth
noting that showing this many intermediate lines is most likely only useful when dealing with asymmetric
limits, as is the case here. When this is not the case interpolating will be more trivial and showing this extra
information will probably only take up workload and clutter the screen without providing any additional ben-
efits. Possibly due to the limited sample size, the results that were found bear limited statistical significance.
However, the results indicate slight overall improvements resulting from this cue. The pilots were more con-
fident, operated safer and experienced a lower workload. Additionally, it was found that the pilot behavior
was more consistent. A reason for this can be that the pilots were more confident, which caused them to
opt for the most optimal trajectory, without hesitating and flying around the runway first. Furthermore, they
reported they preferred the cue to be present (rather than not having it) and stated that with the cue, they
experienced less frustration.

Figure 6.2: Another visual display of the predicted trajectory for an aircraft. The system limits and intermediate curves were included to
facilitate heading estimation, adopted from [117].

This cue was also evaluated in the driving domain, in [104]. In the thesis paper this visual cue was de-
signed to complement HSC for obstacle avoidance. It contains the the same cue of the predicted trajectory,
along with the current system limits with two intermediate lines, as shown in Figure 3.1. This cue was fur-
ther extended by showing the operator which trend vectors falls outside of the road boundaries at a certain
look-ahead time, further discussed in Chapter 3. The results show that the cue causes a reduction in obstacle
margins, indicating that with the visual information present drivers tend to approach the boundary of "safe"
behavior. However, previous research has shown that this will not necessarily imply a larger likelihood of
accidents [118]. Contrarily to the obstacle margins, the road margins were increased. It was noted that this
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could be caused by the guidance cue of the change of color of the trajectory lines. Furthermore, an increased
variability in road position was found. This could be explained by the fact that drivers have access to more
information which show options, instead of simply suggesting an optimal strategy. Moreover, the visual cue
caused a tendency for the drivers to disagree with the haptic feedback, though torque conflicts were reduced.
Once again, an explanation for this can be that drivers can see which options they have, instead of seeing one
optimal path. Finally, the drivers preferred the combination of the visual cue and the HSC over HSC only,
which was preferred over the visual cue only. Finally, the combination of the two feedback forms was shown
to be beneficial in reducing overshoot behavior. In critical situations drivers receiving only haptic feedback
tend to overshoot in avoiding an obstacle. Visual feedback reduced this effect. This was most likely because
of the changing of the color of the trajectory lines also, as this shows when the predicted trajectory falls out-
side of the road boundaries. This was also found in [94], which employs a similar FRVF guidance cue, though
it doesn’t show the system limits.

In conclusion, not many visual cues are used in shared control to indicate the actual state of the system.
As mentioned already, a reason for this can be that a lot of this information can be deduced by observing the
system through a camera stream, or virtualized model. Some cues to provide this information more clearly
do exist but are only really useful if the rest of the display is inadequate, in which case a better, more straight-
forward solution might be to simply improve this display, though this is not part of this report. One thing
that should be noted that the display of the controlled system in a virtual way (called virtualization) has been
included in Section 2.1, while it could be represented here instead since it technically represents the system
state. As mentioned before, the reason behind this is that the virtualization of the environment and the sys-
tem inside it are closely related. Therefore, discussing them separately does not make sense, and would make
the discussion of the cue less clear.
System limits, on the other hand, are harder to obtain just by observation of the system, and these have been
shown visually with specialized cues. This cue can be useful as it allows the operator to view the current sys-
tem output (Section 5.2) in the context of the system limits. However, special care should be taken that the
screen does not get too cluttered. This visual cue has been found to result in performance improvements
in terms of completion time and control effort. Furthermore, subjective improvements were found in a de-
creased perceived effort and workload, and improved confidence. Once again, another advantage of this cue
is that it can be extended with other cues, for example guidance cues as done in [104]. The cue causes op-
erators to disagree with haptic guidance more often, though interestingly this does not result in an increase
in control effort, rather a reduction of it. This disagreement can be explained by operators having access to
information about the options they have revealing valid options that might not always agree with what the
automation suggests. The reduction in control effort can be explained by the fact that operators can use the
visual information to make longer predictions and correct the steering input in time without having to make
as much adjustments later. Lastly, operators preferred the visual cue to be present in all cases, though they
did not prefer only the visual cue over the haptic one in [104].
Showing these system limits was shown to improve the consistency of pilot behavior in [117], however, in-
creased the variability of driver behavior in [104]. This disagreement could be explained by the fact that with
the driving task there are more valid options of which one is not necessarily better than the other, where the
chosen option is probably decided by operator preference. However, with the flight task, there is one option
that is obviously optimal (flying directly to the runway), though when operators are not confident enough,
they choose to fly away first. It seems that this visual cue improves confidence, so that operators more often
choose the path they feel most comfortable with.

6.2. Environment Interaction
In this section the visual cues are discussed that give information about the interactions with the environ-
ment. In teleoperation this type of information is hard perceive for the operator. To overcome this an op-
tion can be to implement haptic feedback, though this is not always possible (for example the harware is
not available or when high precision is required, as the force feedback could interact with the task accuracy
[105]). Furthermore, problems can arise when it is not clear where this force feedback comes from, for exam-
ple when dealing with guidance forces as well as contact forces. The visual cues that have been found that
could play a role in these situations are discussed here.

One way to show collisions is by highlighting (changing the color of) the controlled system when it col-
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lides with the environment. This cue is investigated in [90], which describes a virtual assembly task. Visual,
vibrotactile and haptic (force) feedback modes were evaluated and compared. The visual collision feedback
comprises of the displaying of a red copy of the controlled peg being displayed upon collision, as shown in
Figure 6.3. The direction and intensity of the collision are also indicated, by the distance between the ma-
nipulated object and its copy. Furthermore, the object and its copy are rendered transparently to improve
visibility. It was found that haptic feedback is the most helpful in decreasing the collision forces and operator
workload, followed by visual feedback. Vibrotactile feedback was said to be ambiguous, which was not the
case for haptic and visual feedback. Because of this vibrotactile feedback resulted in the highest collision
forces but the best completion times, as operators took a ’quick-and-dirty’ approach. The workload of the
visual feedback was significantly higher than that of the haptic feedback. This makes sense as the operators
have to constantly pay attention to the copy as well as the controlled object, whereas haptic (force) feedback
is an intuitive way of perceiving collisions and thus requires little additional workload. This relatively high
workload that comes with visualizing forces has been confirmed in earlier studies [82].

Figure 6.3: Visual cue to indicate collisions in virtual assembly task. Upon collision a virtual copy of the object gets visualized. Adopted
from [90].

In [81] collisions are indicated by changing the color of the shortest distance line to the target (Guidance
cue described in Chapter 3). The paper describes a MIS task in which a surgeon needs to move a needle-like
tool to a goal position. When the controlled tool intersects with another organ this guidance line changes
color as shown in figure 6.4. Unfortunately, this cue was not explicitly evaluated. However, it shows another
example of how other visual cues can be extended to provide additional information to the operator.

Figure 6.4: Shortest distance line changing color from blue (left) to red (right) when the tool collides with an organ. Adopted from
[81].

A more straightforward way to show collision forces is to represent this force using an arrow, indicating
the direction and magnitude of the force. This was applied in [96] as well as [74], though neither described
the cue in much depth or evaluated its effects explicitly. In [119] this force arrow cue was investigated more
in-depth and compared in between modalities for an insertion task. When the controlled object collides with
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the environment, a force arrow shows up that indicates the origin, direction and magnitude of the collision
force, as shown in Figure 6.6. It was found that the visual feedback actually increased the task completion
time. However, the response time to contact decreased (insignificantly) indicating that perhaps operators
were more aware of collisions and moved more slowly because of it. It is worth noting that this is a relatively
old study (don in 2002) which might play a role, as these setups have changed a lot in design and quality of
feedback.

Figure 6.5: Visual cue to indicate collisions in insertion task. Upon collision a force arrow is shown indicating the origin, direction and
magnitude of the collision force. Adopted from [119].

Grasp forces are another type of environment interaction. These are different from collisions as there no
need to indicate the direction of the forces. In [120] the grasp force is shown using the density of lines dis-
played at the border of the screen. The reason for this is that this cue can then be viewed using peripheral
vision, so that the central vision can be used for the executed task. It was shown that this visual feedback gives
less precise feeling of the remote side than realistic force feedback. However, after a learning period operators
were able to hold a predefined grasping force so that the grasped object was not crushed or dropped. The cue
is shown to be usable but once again, not as effective as haptic feedback.

Another task in which forces have been visualized is the task of suturing. In these visual cues the direction
of the force is also not displayed as it is not as important to since the surgeon can easily derive this infor-
mation by observing the system. However, in basic suturing skills such a knot tying applying an appropriate
amount of force is essential, as tissue can be damaged or the suture can end up being loose or broken. For
this reason it is important that the surgeon/operator to be able to perceive the magnitude of the applied force.
When this force is hard to perceive, for example due to a lack of experience or due to a loss of transparency
in teleoperation, one way to potentially improve this is through visual feedback. In [121] visual feedback was
used to show the applied force to novices in a knot tying task. The feedback comprises of a set of LEDs chang-
ing color from green to red, as the applied force increases. It was shown that the visual feedback significantly
reduces the reaction force, task time and improves the suture strength for novices.

Figure 6.6: LEDs shifting color from green to red depending on the applied force during a knot tying task. Adopted from [121].

The same task, but executed through a surgical robotic system is discussed in [122]. In surgical robotic sys-
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tems direct haptic feedback is negligible and robot assisted haptic feedback is controversial, therefore, visual
feedback is suggested as an alternative to aid in a knot tying task. A colored dot is visualized on the controlled
EEs, which shift color from green to red depending on the applied force. It was found that for novices the vi-
sual feedback resulted in reduced suture breakage, lower forces and decreased force inconsistencies. Though
no significant difference was found in completion time and knot quality. However, for surgeons experienced
with the system, the metrics remained unaffected. This shows that experienced surgeons are able to derive
this information from the camera stream alone and it is probably not worth it to show this cue to these sur-
geons, as it might increase the workload (though this was not investigated).

Finally, in [123] another suturing task is described that’s divided into the tissue puncturing and knot tight-
ening subtasks. It compares the different combinations of haptic and visual force feedback (including no
additional feedback). The visual cue consists of a bar for each manipulator which grows with an increasing
applied force. Furthermore, this bar is color coded in different sections for different (experimentally deter-
mined) magnitudes of force, as shown in Figure 6.7. The first part of the bar is green for low forces, the next
part is orange for higher forces and the third part is red for forces that are too high and cause a risk of tissue
damage or suture breakage. These forces were determined for the knot tightening task and bear less relevance
to the tissue puncturing, as for this task the required force depends on the penetration depth. It was found
that in this case, there was no significant difference found between the novices and the experts (contrary to
what was found in [122]). A reason for this can be that the system that the experts used here (Haptic Wands)
was not the same as the one they were used to (Da Vinci). Furthermore, it was found that the visual feedback
did not have any significant effects for the tissue puncturing subtask. A reason for this is that (as mentioned
already) the amount of force required to insert the needle varied depending on how deep the needle is being
inserted into the tissue. Another reason could be that the color coding in the bars in the visual cue were cali-
brated for the knot tightening task, and the force needed to penetrate the tissue was always within the green
region of the bars during the puncturing task. Therefore, no additional information was provided about the
correctness of the force. Conversely, for the knot tightening task it was found that the force applied was more
accurate and consistent, compared to haptic or no feedback.
It was found that haptic feedback is effective in reducing the number of collisions with the tissue and reduc-
ing the applied pressure as a result of collisions, and take a shorter period of time for completing the task
for both tasks, whereas the visual feedback did not result in significant differences for any of these metrics.
However, for the case of knot tightening the visual feedback resulted in a more accurate forces being applied,
which results in better knots. A reason for this is likely that the visual cue was specified towards this goal and
showed information (the required amount of force) that was not present in the haptic feedback alone.

Figure 6.7: Visual force feedback for a suturing task using a surgical robotic system. Adopted from [123].

In conclusion, showing visual force feedback has been found to decrease collision forces and completion
time when forces are hard to perceive and operators are not experienced. However, it was found that haptic
(force) feedback outperforms visual feedback in these criteria and it said to be more intuitive. Moreover, it
was found that this visual cue increases workload, though this was not evaluated for all papers. It could be
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especially interesting to make a workload comparison for a visual cue like the one described in [123]. Here,
colors are used to indicate the correctness of the force, which could make it easier to know if the correct
amount of force is applied, potentially lowering the workload. Visually indicating which objects are colliding
was only evaluated in one paper, in which it was compared to force and vibrotactile feedback. There were no
significant differences found in completion time. The visual feedback outperformed vibrotactile feedback,
but got outperformed by haptic feedback in terms of collision forces.
However, visual force feedback was found to be useful in controlling the amount of force that is applied both
in grasping and suturing tasks. A reason force this can be that these visual cues can be specialized towards
a certain task so that the operator knows exactly how much force is required, something which is more diffi-
cult to convey using haptic feedback. This is most apparent in [121] which has direct haptic feedback. Here,
providing additional visual feedback resulted in reduced completion times, reduced maximum applied force
and an improved quality of the suture. This shows how visual cues can be used to convey more information
than using only haptic feedback, which can help in improving performance. However, it should be noted that
a workload comparison was not done for these cues (as mentioned already).



7
Discussion and Conclusion

This literature studies visual cues used in shared control interfaces for the purpose of complementing HSC
teleoperation. The use case and reason behind this study is the implementation of teleoperated dross re-
moval from the galvanizing bath of a continuous galvanizing line. Although HSC brings many benefits over
regular or fully automated teleoperation, several problems can be identified, as outlined in Section 1.2. One
approach to mitigate some of these problems is to implement complementary visual cues. In shared con-
trol interfaces many different visual cues have been implemented, however, an overview of these and their
effects did not yet exist. This literature study aims to fill this gap by answering the main research question
of: What visual cues are used in shared control teleoperation interfaces?. This question is answered in the five
main chapters, Chapter 2 to 6, structured around a relatively simple control scheme shown in figure 1.1. The
control scheme contains five signals for which visual cues can be used to represent them, where each signal
is contained within its dedicated chapter.

The categorization of visual cues, although relatively simple, helps to bring some structure in the wide
range of visual cues that are used in shared control. This structure aids in describing the effects of a certain
type of cue and identifying gaps that are present. However, even within the same signal type the cues can
vary a lot in design, as they are often specialized towards that specific situation or task. Furthermore, in many
studies visual cues relating to different types of information are simultaneously implemented which means
that the effects of any one of these cues is difficult to identify. Despite these weaknesses in this method, it has
proven to provide a structured overview of what visual cues are used in shared control teleoperation inter-
faces. The combined results of this literature study are summarized in Table 7.1.

The first two columns list the cues for each chapter, and are based on the sections contained within that
chapter. Underneath each cue, the papers are listed that have implemented this cue, and are discussed in that
specific section. The effects of each cue along with the situations in which they are most useful are presented
in the two columns after this, and will be discussed in more depth in Section 7.1. The column after this shows
in which way the visual cue has been shown to support HSC, which is further elaborated on in Section 7.2.
The gaps in literature that limit the complete answering of the research question are highlighted in the final
column will be used as part of the discussion in both section where they are relevant. Finally, in Section 7.3
this table is applied to the use case of teleoperated dross removal to select a set of visual cues that could have
the most potential for this specific application.
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Table 7.1: Summary Table of the entire literature study. For each type of cue it tells in which situation it is most useful and what effects it has on the operation and operator experience. Effects printed in
italic are not found through explicit evaluation but usually for the implementation of a combination of cues. These are only stated as supplementary information if little or no other results are available. It
is also stated if the cue has been found to support HSC, and if so, in what way it influences the performance. Finally, the last column shows the gaps in literature that prevent the complete answering of the
research questions of this literature study.

Chapter Cue Useful in situation Effects Supporting HSC? Gaps?

2 Reference
Virtualization
[75][76][77][78][79][81]
[82][83][84]

• Large time delays
• Limited bandwidth
• occluded or unclear vision
• using HMDs

• Improved depth perception
• Improved situational awareness
• Reduced collisions
• Reduced task completion time
• Decreased workload

Done, but not explicitly evaluated • Support for HSC not evaluated

FRVFs
[71][80][91][92][93][94]

• Forbidden region not clear
• Extension to other cues

• Improved situational awareness
• Increased safety
• Reduced task completion time

Done, but not explicitly evaluated.
Was said to increase
understanding and acceptance.

• Support for HSC not investigated
• Cue never explicitly evaluated

GVFs
[95][89][96][97][98][99]
[83][72][100][74]

• Haptic feedback is not an option
• Uncertainty in GVFs
• Dynamic GVFs
• Extension to other cues

• Increasing accuracy
• Reduced task completion time

Yes, reduces completion time, but
decreased accuracy [99]

• Support for HSC needs more research
• Workload rarely evaluated

3 Guidance
FRVF Guidance
[92][94][104][105][106]

• Haptic feedback is not an option
• Situational awareness limited but important

• Improving safety
• Increases Accuracy

Yes (without influencing workload),
• improves safety [105]
• Improves user acceptance and
preference [106]
• Reduces overshoot [104][94]

GVF Guidance
[107][108][96][81][102]
[109]

• Haptic feedback is not an option
• Very high accuracy required

• Reduced task completion time
• Increased accuracy
• Decreased workload

Done, but not explicitly evaluated.
Was said to improve trust and
acceptance.

• Support for HSC not investigated
• Not all implementations evaluated
(though they vary a lot in design)

4 Controller
Controller Output
[110][89][91]

• When multiple VFs are used
• Reduced maximum applied force[110]
• Reduced task completion time

Used for showing active VF,
though not evaluated explicitly,
was said to help in positioning,
resulting in reduced task
completion time [91].

• Support for HSC not evaluated
• Uncertainty displays potentially interesting
but not yet implemented in shared control
• Workload not evaluated

5 System
Ghosting
[75][76][71][116]

Always used for controlling holonomic systems:
• in the presence of large time delays
• for programming by demonstration

• Reduced task completion time
• Increased accuracy

Yes, allows immediate haptic
feedback in presence of large time
delays [71]

• Workload not investigated

Predicted Trajectory
[94][98][117][104]

• Always used for controlling nonholonomic systems
• Extension to other cues

• Reduced task completion time
• Decreased control effort
(objective and subjective)
• Increased safety
• Increased confidence
• Decreased workload

Yes, though also combined with
FRVF guidance
• improved operator experience[94]
• Disagree with automation
more often[94][104]
• Increased variability in
control[104]
• Increased safety [94]

• Cue never explicitly evaluated

6 State
System state
[99][75][98][117][104]

• Showing system limits for nonholonomic systems

• Few cues available, mainly system
limits are shown, which are always displayed
together with the predicted trajectory
(though this cue is partially included in
Section 2.1)

Environment Interaction
[90][81][96][74][119][120]
[121][122][123]

• Haptic feedback is not an option
• Forces are hard to perceive
(e.g. lack of transparency or experience)

• Decreased peak reaction force
• Improved suture knot quality
• Less suture breakage
• Workload higher than for haptic feedback [90]
(though not evaluated in other papers)

Yes, when forces are hard to
perceive due to lack of
transparency and experience.
Especially useful when color
coded to indicate correctness of
force. Results in more accurate
applied force and higher user
acceptance[123].

• Workload rarely evaluated.
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7.1. Effects of Visual cues
This section discusses the third and fourth column of Table 7.1, containing the situations in which a specific
cue is useful, and what the effects of this cue are. With this, an answer is given to the first subquestion of: How
does each visual cue influence the performance?. Although this question has been largely answered through-
out the main chapters of the report already, it will be answered here in a broader sense.

In order to discuss the effects of the visual cues, it makes sense to first discuss the situations in which
these cues can and should be applied, shown in the third column of Table 7.1. An interface designer looking
to implement visual cues in a shared control system can use this list to find out if there are specific situations
that match the intended situation. For some of these cues their applicability is strictly tied to those situa-
tions, for example the predicted trajectory cue in Chapter 5 only makes sense to be used for nonholonomic
systems. However, most cues have certain situations in which they make the most sense and are used most
often, though they aren’t restricted to these situations.
One situation that is reoccurring is the situation in which haptic feedback is not an option. For many cues
haptic feedback has been found to outperform visual feedback as is most evident in Section 2.2.2, in which
a direct comparison is made between modalities. Reasons that haptic feedback is not an option can be due
to restrictions in hardware, but also because in some fields (for example the medical field) haptic feedback is
still quite controversial. Furthermore, in some instances haptic feedback was found to disturb the accuracy
of certain positioning tasks, like described in Chapter 3.
Another situation which is found multiple times in this list is the extension to other cues. It was found that
cues are often combined to give information about multiple types of signals simultaneously. An example of
this is found in [92], in which the visualization of a FRVF is shifted in color to indicate the safety of the pre-
dicted trajectory. Some cues are implemented with these extensions more often than not. A reason for this
can be that these cues on themselves don’t bring enough advantages to justify the effort of implementation
and workload it takes up. However, when they are combined with other cues they can bring information (for
example about the safety of a movement) in an intuitive way, and might be a lot more useful because of this,
without taking up a lot of additional workload. The other situations that are listed are quite specific to the
individual cues, and are better left to be discussed only in the chapters/sections they refer to.

Furthermore, a situation in which the implementation of a certain cue can be useful is to achieve the ef-
fects that it brings, listed in the fourth column of Table 7.1. Some of these effects are quite specific to a certain
application (like less suture breakage for environment interaction cues), but most are more general effects
(like a reduced task completion time). Furthermore, some effects have been printed in italic. These cues
have not been found explicitly, but rather due to the implementation of multiple cues simultaneously. These
results are only listed to supplement the effects if little to no other effects have been identified explicitly. In
one specific case, cues from two separate signal types are always used together (predicted trajectory and sys-
tem limits), which is why the cells about their effects have been combined as well. Investigating the overall list
reveals how visual cues influence the performance, answering the first sub-question of this literature search
in a broader, more general sense.

The most common effect is the reduction of the task completion time. A reason for this can be that oper-
ators are able to optimize their strategy, because they have access to more information. Perhaps, because of
this operators can plan ahead further and operate with more confidence, resulting in better task completion
times, as was found in [117]. Another reason completion times were reduced is a little more situation specific,
namely when dealing with large time delays, as described in 5.1. In these situations the effect of these time
delays can be mitigated using predicted control strategies.
Another common effect is an increase in safety/reduction of collisions. This means that operators operate in
a safer way, for example by staying further away from a forbidden region. The reason for this is likely that op-
erators simply are more aware of unsafe behavior due to visual cues warning them. Additionally, visual cues
contribute to increasing the situational awareness as found for some cues, which results in safer operation
[124]. Furthermore, the displaying of GVFs and the guidance for them results in an increase in accuracy. In
this situation the operator is likely more aware of when deviations from some optimal pose/position occur
(compared to without the visual cue), resulting in a higher accuracy.
It has also been found that visual cues make other parts of the automation easier to understand, accept, and
trust. This effect is found explicitly for the FRVF guidance cue, in which it was specifically investigated in
[106]. For several other cues these improvements were found to be a result of the implementation several vi-
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sual cues. This means not much can be said about one cue specifically, though it is clear that visual feedback
can contribute to these criteria.
Lastly, workload has been found to be reduced for some visual cues, or is unaffected (FRVF guidance) con-
trarily to what might be expected. A reason for this can be that visual cues can be used to make information
simpler to interpret, so that less attention is required to perform an operation. A good example of this is
found in [108] where a visual cue indicates if an object is ’graspable’, something which is more difficult to
determine by just observing the situation. Another reason can be that visual feedback can be manipulated
to only show the parts relevant to a certain task, like done in some virtualization methods, described in 2.1.
However, visually displaying environment interactions has been shown to increase workload in one case [90].
Furthermore, there were several papers ([109][106][95]) in which the visual cue could clutter the workspace,
potentially increasing workload and reducing performance in certain situations. Additionally, it should be
noted that the workload was not investigated for all the visual cues, as this could influence the overall out-
come of these conclusions.

The categorization of cues done in this report reveals more gaps that limit the complete answering of
the research questions. The system state has a relatively small number of visual cues that have been used in
shared control. However, this can be explained by the fact that a lot of the information about the system state
can be observed by simply looking at the system (for example position, velocity, etc.). Things like the system
limits are more difficult to directly observe, and they have been visualized but this is only done for the the
maximum steering angle. Additionally, it might be interesting to look at observing other types of limits, for
example the workrange of an industrial robot. Furthermore, the controller output has relatively little visual
cues. Part of this chapter is represented in Chapter 3, as explained there. However, there are other parts of
the controller output signal that might be worth visualizing. One example that has been investigated in the
chapter is the visualizing of the controller uncertainties. It has been found that in other types of automation
this helps to calibrate trust and prevent misuse and disuse. It could be interesting to see if this extends to
shared control systems as well.
The visually displaying of FRVFs is never explicitly investigated but always used together with other cues,
whereas with GVFs this is opposite, as the visual display of the GVF is researched quite a lot. An explanation
for this difference could be that perhaps just showing forbidden regions isn’t thought to be useful enough to
justify the occupied screen space and visual workload that could come with it. Instead they often come with
additional cues, like FRVF guidance cues or highlighting of the currently active fixture (discussed in Chapter
4), or are implemented in combination with haptic feedback. Visually displaying GVFs often takes up a lot
less space on the screen, which likely results in a smaller increase in visual workload. Additionally, they have
been shown to result in performance improvements in some cases, as shown in Table 2.2. Though, visualized
GVFs are mostly implemented in combination with haptic feedback as well.

7.2. Supporting HSC
In this section the fifth column of Table 7.1 will be discussed, which shows if the cue has been shown to sup-
port HSC and if so, in what way. In this way an answer will be given to the second sub-question of: Can these
cues effectively be applied to support haptic shared control teleoperation?. This question has been partially
answered in the separate chapters, however, a more general conclusion will be formed in this section.

Only a handful of papers make the comparison of only haptic feedback to visual- with haptic feedback
combined. This comparison is essential as it directly investigates this research question. The way in which
these cues have been found to support HSC mostly vary completely in between cues, however, this is not the
case for all effects.
The one effect that is almost unanimous between papers are improvements in user experience. In [94] 40%
of the operators said having the only the visual cues present just introduced clutter with redundant infor-
mation, and when only haptic feedback was present the cues were difficult to understand. When the two
were combined all operators preferred this feedback type and no such statements were made. Additionally
frustration and workload was found to be reduced because of this. Furthermore, in [105] it was found that
the understandability and operability of the system increased with the addition of visual cues to the haptic
feedback. In [106] it was found that the operator acceptance increased and operators preferred the cues to
be present. However, these improvements are only found if the visual cues are relevant to the task. In [123]
a suturing task is described in which it was stated that both visual cues and haptic cues were necessary for
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the (knot-tying) subtask to be executed by most operators, which was confirmed by improvements in perfor-
mance. The visual cue was color coded for that specific subtask. However, for a tissue puncturing subtask
the visual cue was said to be redundant and didn’t bring any performance improvements, as the color coding
wasn’t relevant to this subtask.
The strength of the visual feedback in these cues seems to be that it can show the operator the correctness, or
conversely, the danger of the current action. This is often done by changing the color of other visual cues, for
example of a force display in a suturing task [123] or a predicted trajectory for controlling an airplane [106].
This kind of information can not be given using haptic feedback only and thus additional visual information
provides context for the haptic feedback. These properties could be the reason that the improvements de-
scribed above are found.
Something else which is seen, is that overshoot behavior is reduced in [104] and [94], as well as an increase
in safety in [106] (insignificant), [94] and [104] (road margins increased, though obstacle margins decreased).
Additionally, it was found in [104] and [94] that operators followed the haptic feedback less often. One reason
for these effects could be that operators are more aware of the valid options they have. Because of this, they
are able to plan ahead further and optimize their own strategy, using the haptic feedback as support instead
of a guide. This could also play a role in the reduction of task completion time in [99], though this was at the
cost of accuracy.

In conclusion, there are some synergies found in literature in the use of visual cues to support HSC. How-
ever, there is not much research available yet. Out of the effects that have been found the improving of user
experience is the most common one. Operators seem to be able to understand the haptic information better
with the addition of (relevant) visual cues, which leads to various performance improvements. Additionally,
operators seem to be able to plan further ahead using visual cues, resulting in a potential increase in disagree-
ments with the automation, however, safety increases and overshoot behavior is reduced.
Most of the research is focused on FRVF guidance in controlling nonholonomic vehicles. In this situation the
effects on performance and operator experience are promising and are worth exploring further. Additionally,
it might be worth it to investigate these cues for GVFs as well, as somewhat similar results are found in [99].
The greatest strength of visual feedback seems to be that it is able to provide additional information, giving
context to the haptic feedback. This shows the operators the correctness of their actions, as well as allow
them to form their own strategy using the haptic feedback more as support instead of a guide. This seems
to lead to various performance improvements, though additional research is needed to have the research to
properly back this up. Furthermore, some of the visual cues have not been investigated as support for HSC
at all. A reason for this could be that the design of visual cues is quite difficult as they are often specialized
towards a certain situation and need to be designed well so that they provide the information in an intuitive
way, without introducing more workload than necessary. Nonetheless, seeing how the results of the existing
research give promising improvements, similar results might be found by investigating these visual cues.

7.3. Teleoperated Dross Removal
In this section the summary table will be applied to the use case of teleoperated dross removal. This use case
has briefly been discussed in the introduction, but will be reiterated here in a little more depth. This is done
to get a good grasp on what is important in the process that we seek to improve.

In high speed galvanizing lines a steel strip goes through a bath containing liquid metal (mostly zinc)
where it receives its galvanizing layer. In the this process the bath gets contaminated as the metals oxidize
and iron dissolves in the bath, forming dross. A part of this dross floats to the top of the bath, called top
dross, and its removal is the process of interest for this report. The removal of this dross is important and is
performed 24/7, because when dross gets in contact with the steel strip small defects will occur, deteriorating
the quality of the steel strip. The quality of this steel strip is of the utmost importance as a decrease in quality
can result in big financial losses. This fact is important to consider also in the removal of the dross, as when
this is done incorrectly the quality of the galvanizing layer can also deteriorate. One important consequence
of this is that when removing the dross, the bath surface should have as little fluctuations as possible. Addi-
tionally, the steel strip should never be touched by the tools as, besides the deterioration in quality, this can
result in damage in the tools and equipment.
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Conventionally this task is done by a worker that removes this dross manually with a shovel like tool. The
plan is to remove this worker from the environment, and perform the operation through the teleoperation of
an industrial robot with implemented HSC. To find visual cues that might be useful in improving this set-up,
first the important criteria are listed:

• Low Workload: Task will have to be executed 24/7. To prevent operators from getting burned out too
quickly, a low workload is required.

• High Safety: Touching the steel strip will result in big financial losses. Therefore, it is very important
that this will not happen.

• High Situational Awareness: It is important the operator knows where the dross is located, how the con-
trolled robot is positioned, and what is going on in the environment, for the operation to be executed
safely and efficiently.

• High Accuracy: The bath should experience minimal fluctuations, as this will deteriorate the quality of
the steel strip. For this a high (movement) accuracy is required so that the tool isn’t inserted deeper
than necessary and the task is executed with the minimal amount of movement.

• High Movement Smoothness: Similar to the high accuracy requirement, smooth movements are re-
quired to minimize the fluctuations in the bath surface (minimal overshoot, corrective behavior, reac-
tion forces etc.).

With these criteria the table can be used to select which cues have the most potential for improving the
interface. To do this, Table 7.1 has been copied and its entries have been color coded in Table 7.2 based on
the criteria above. First the properties that are not desired are color coded in red. For three cues this results
in their immediate elimination as the situation in which they are useful does not match the use case. There
are more red boxes, though these are unwanted effects, which might be worth considering if the advantages
outweigh these.

After this, green boxes are placed indicating effects that are sought after. The positive effects that are color
coded green are simply the criteria that have been listed above. The situations that have been color coded
green might require some explanation and insight. Dross might form in places that are slightly out of view
(behind the steel strip, behind tools and structures in the bath etc.) so being able to see these areas can be
useful. There are certain regions that are forbidden to work in as they are too close to the steel strip, these
might not be obvious for every operator so visually showing them could be helpful. Situational awareness can
be limited since the operator has a lot to take into account and as stated it is an important quality to have.
Furthermore, high accuracy is required to maintain the quality of the coating. Because of this using visual
GVF guidance cues instead of haptic ones (if any) can be beneficial as haptic cues have been shown to be
detrimental to positioning task in high accuracy tasks.
Additionally, some parts have been colored blue. These are the parts that are not necessarily sought after
but could be useful, so are seen as a bonus. Understanding, trust and acceptance of the system are useful
qualities as they improve the operator experience and prevents misuse and disuse, which is important as the
operation will have to be performed continuously. Depth perception is useful since the operations will have
to be performed in three dimensions and having a lack of depth perception could cause problems in opera-
tion. Furthermore, it might be interesting to look at using an HMD (head mounted display) to perform the
operation, as they have been found to be useful in improving performance in some situations.
Finally, yellow boxes are inserted, which indicate warnings that the designer should be aware of. These are all
things that have not yet been (sufficiently) investigated but might play a role in the performance in using the
visual cue.

From this it can be concluded that the following cues are worth investigating for the implementation in
this system:

• Virtualization: Interesting for improving performance, allowing viewing of occluded areas, and using
HMDs.

• FRVFs: Indicating which areas are forbidden, which might not always be clear.
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• FRVF guidance: Improves performance as well as (possibly) reducing overshoot, which could result in
smoother movements.

• GVF guidance: Found to be useful when very high accuracy is required, as haptic feedback can interfere
with positioning in this case. Also has other performance enhancements that are important.

• Controller output: Though there is not much research available on cues for this signal, a reduction in
maximum applied force and help in positioning can be beneficial for this application. So these cues
may be worth investigating.

• Environment interaction: The color coding of forces could be used to show the interactions with the
bath. This could reduce the peak reaction force, and with that reduce the fluctuations in the bath.
Though this might come with additional workload.

In conclusion, Table 7.1 can be used to identify which visual cues have the most potential for improving
performance in a chosen situation. This process is shown in this section, using the use case of teleoperated
dross removal as an example. This results in a selection of cues that are worth investigating, though the in-
terface designer should be wary of the gaps in literature that belong to these cues. Nonetheless, this selection
of visual cues (and the corresponding papers that use them) can provide guidance in the development of
the visual interface, given the vast range of visual cues used in shared control systems that was previously
unstructured.

Table 7.2: Summary table (previously shown in Table 7.1) color coded for the specific case of teleoperated undesired features, green
boxes indicate desired features, blue boxes indicate bonus features and yellow boxes indicate warnings for potential problems.

Chapter Cue Useful in situation Effects Supporting HSC? Gaps?

2 Reference
Virtualization
[75][76][77][78][79][81]
[82][83][84]

• Large time delays
• Limited bandwidth
• occluded or unclear vision
• using HMDs

• Improved depth perception
• Improved situational awareness
• Reduced collisions
• Reduced task completion time
• Decreased workload

Done, but not explicitly evaluated • Support for HSC not evaluated

FRVFs
[71][80][91][92][93][94]

• Forbidden region not clear
• Extension to other cues

• Improved situational awareness
• Increased safety
• Reduced task completion time

Done, but not explicitly evaluated.
Was said to increase
understanding and acceptance.

• Support for HSC not investigated
• Cue never explicitly evaluated

GVFs
[95][89][96][97][98][99]
[83][72][100][74]

• Haptic feedback is not an option
• Uncertainty in GVFs
• Dynamic GVFs
• Extension to other cues

• Increasing accuracy
• Reduced task completion time

Yes, reduces completion time, but
decreased accuracy [99]

• Support for HSC needs more research
• Workload rarely evaluated

3 Guidance
FRVF Guidance
[92][94][104][105][106]

• Haptic feedback is not an option
• Situational awareness limited but important

• Improving safety
• Increases Accuracy

Yes (without influencing workload),
• improves safety [105]
• Improves user acceptance and
preference [106]
• Reduces overshoot [104][94]

GVF Guidance
[107][108][96][81][102]
[109]

• Haptic feedback is not an option
• Very high accuracy required

• Reduced task completion time
• Increased accuracy
• Decreased workload

Done, but not explicitly evaluated.
Was said to improve trust and
acceptance.

• Support for HSC not investigated
• Not all implementations evaluated
(though they vary a lot in design)

4 Controller
Controller Output
[110][89][91]

• When multiple VFs are used
• Reduced maximum applied force[110]
• Reduced task completion time

Used for showing active VF,
though not evaluated explicitly,
was said to help in positioning,
resulting in reduced task
completion time [91].

• Support for HSC not evaluated
• Uncertainty displays potentially interesting
but not yet implemented in shared control
• Workload not evaluated

5 System
Ghosting
[75][76][71][116]

Always used for controlling holonomic systems:
• in the presence of large time delays
• for programming by demonstration

• Reduced task completion time
• Increased accuracy

Yes, allows immediate haptic
feedback in presence of large time
delays [71]

• Workload not investigated

Predicted Trajectory
[94][98][117][104]

• Always used for controlling nonholonomic systems
• Extension to other cues

• Reduced task completion time
• Decreased control effort
(objective and subjective)
• Increased safety
• Increased confidence
• Decreased workload

Yes, though also combined with
FRVF guidance
• improved operator experience[94]
• Disagree with automation
more often[94][104]
• Increased variability in
control[104]
• Increased safety [94]

• Cue never explicitly evaluated

6 State
System state
[99][75][98][117][104]

• Showing system limits for nonholonomic systems

• Few cues available, mainly system
limits are shown, which are always displayed
together with the predicted trajectory
(though this cue is partially included in
Section 2.1)

Environment Interaction
[90][81][96][74][119][120]
[121][122][123]

• Haptic feedback is not an option
• Forces are hard to perceive
(e.g. lack of transparency or experience)

• Decreased peak reaction force
• Improved suture knot quality
• Less suture breakage
• Workload higher than for haptic feedback [90]
(though not evaluated in other papers)

Yes, when forces are hard to
perceive due to lack of
transparency and experience.
Especially useful when color
coded to indicate correctness of
force. Results in more accurate
applied force and higher user
acceptance[123].

• Workload rarely evaluated.
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Future work

The result of this literature research is a summarizing table (Table 7.1), summarizing the information gath-
ered about visual cues used in shared control systems. In Section 7.3, this table was applied to the use case of
teleoperated dross removal. The result of this process is a selection of visual cues that have the most potential
in improving the performance of this set-up. From these cues the I have chosen to work on the virtualization
cue for my MSc thesis. Besides this, I will investigate the effects of the implementation of a HMD in combina-
tion with the virtualization cue. I made this choice because this cue is very versatile in how it can be applied,
and has been shown to improve the performance in the criteria relevant to this application. Additionally, it
can be extended with most of the visual cues found, and with the implementation of HMDs. Furthermore,
there has been no research yet that explicitly investigates the effects that virtualization brings when it is used
to support HSC. This combination has been found to be beneficial in several situations, as discussed in Sec-
tion 7.2. Therefore, it is interesting to see if these benefits can also be found for this specific visual cue.
This visual cue will be applied to the same use case of teleoperated dross removal, focusing on the same cri-
teria as described in Section 7.3. The reason for this is that this allows me to further develop this use case, as
well as re-apply additional knowledge that I’ve gathered in the making of this literature report.
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