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Executive Summary

In the field of aeroelasticity, research revolves around the study of the interaction of three forces: inertial,
aerodynamic and elastic forces. This interaction is often depicted in the aeroelastic triangle of forces, or
Collar’s triangle. In order to understand the interaction between these forces, it is quintessential to be able to
quantify them at each point in time during an aeroelastic encounter.

Studying these loads experimentally has until now required complex experimental set-ups, though efforts
were made to use numerical additions to form hybrid approaches. Such approaches combine the benefits
of numerical and experimental techniques to eliminate individual disadvantages and supplement the re-
trievable data with more accuracy or detail. With the recent development of an integrated particle-image
velocimetry and marker-tracking technique, capable of capturing large-scale information on both the flow
and the structural motion, an interest has grown in the exploitation of this data in a hybrid approach to char-
acterise Collar’s triangle in a span-wise sense on a flexible wing.

For this purpose, a hybrid approach was proposed which incorporates assumed prior knowledge regarding
the load distribution from lifting-line theory to predict a load distribution given a measurement of span-wise
deflection from the markers. The framework first attempts to optimise such a scaled distribution, after which
it will individually tune nodal forces to further match the deflection. With a linear separation of the deflection
caused by the aerodynamic and inertial loads, where the latter is calculated from the mass distribution and
the marker acceleration, it is then possible to extract the three components of Collar’s triangle from marker
measurements. The framework uses a finite-element method (FEM) model based on the composite lay-up
of the wing structure on which it imposes a force as a variable to achieve a measured deflection through the
optimisation process in an inverse FEM approach.

This novel framework was first studied in a numerical environment where artificial errors were imposed on
numerical data obtained from MSC.Nastran to assess its response to potential empirical flaws. The result
of this analysis showed the robustness of the application in a static case, where the dynamic case was dis-
regarded as the inertial forces are calculated directly from the marker measurements and have no influence
on the optimisation. Measurement errors and limited accuracy showed to have a random impact on the
framework, while an error in the FEM model introduced a linearly increasing systematic error on the results.

Considering the results of this sensitivity analysis, on the one hand a static test case was conducted in the
wind tunnel. Under a static aerodynamic load, the lift force was extracted locally near the tip region from
circulation measurements with particle image velocimetry for a flexible wing. The framework showed that it
managed to extract those local lift values accurately. Results from force balance measurements then showed
that the framework had higher net root force predictions, which are likely caused by an error in the FEM
model and the acquisition set-up. The resultant span-wise distribution showed promising matches with a
vortex-lattice method prediction for the same flow conditions.

On the other hand, results show that the framework also works in a dynamic environment, in this case a
harmonic gust. While the entire span-wise load distribution cannot be assessed at this point, there is no
indication that the predicted distribution differs from the actual load based on the bending moment mea-
surements. Considering the match of the inertial load between the numerical and the measurement-based
computations, one can conclude that the approach with the marker measurements allows for the calculation
of the inertial load, provided that the mass distribution is given. As for the aerodynamic loads, taking into
consideration a slight discrepancy in the present work which is assumed to be caused by modelling aspects,
itis concluded that the framework manages to predict the aerodynamic load distribution which matches the
deflection also in unsteady scenarios. Following these conclusions, it has been shown that the framework
allows for the separation of the three forces of Collar’s triangle in a dynamic aeroelastic environment.

Follow-up research is suggested to focus on taking into account more experimental data such as force balance
measurements in the optimisation as constraints, and to obtain more quantitative velocity data in order to
assess the dynamic load distributions. On the structural side, shape functions could be used to model the
marker measurements to reduce the measurement errors. Lastly, optimising the accuracy of the FEM model
with respect to the test model is also recommended for further applications of the framework.
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Introduction

As aviation experiences continuous development to reduce flight emissions in order to achieve more sustain-
ability in the industry, more light-weight and flexible materials such as composites are used which experience
more intricate fluid-structure interactions that occur between the air and the wind structure. The aerody-
namic loads generated by this interaction are compensated for by the elastic loads which are the result of
the subsequent deflection of the wing. Due to the relation of this deflection and the respective aerodynamic
load, it is important to be able to quantify such loads for the design of the wing structure. The study which
concerns itself with this topic is referred to as aeroelasticity [3].

The term is derived from the combination of the study of aerodynamics and mechanical elasticity, and
it deviates from classical mechanical elasticity in that the coupling of the fluid-structure interaction is what
gives rises to the aeroelastic phenomena [13]. In static and dynamic structural analysis approaches, the load
is often assumed to be a constant or time-dependent variable. In aeroelasticity, however, it is also closely
related to the local geometry at any given time since it directly affects the resulting aerodynamic load. In
addition to the elastic and aerodynamics loads, the inertial loads must also be considered. The inertial loads
come from the fact that structures have a mass, which when accelerated will exert a force on the structure.
A sudden change in flow conditions may create an imbalance in the aerodynamic and elastic forces, from
which an acceleration is generated, in turn generating inertial forces. Collar depicted the relation between
these three forces in the aeroelastic triangle of forces [6]. As he was the first to identify it in this context, it is
often referred to as Collar’s triangle. The connection of these three forces is shown in Figure 1.1, which also
shows the various phenomena which comprise the study of aeroelasticity.

To further introduce the topic of aeroelasticity, this chapter is divided into two sections. Firstly, section 1.1
will discuss the relevance of the characterisation of the gust encounter among the other phenomena in terms
of the aeroelastic forces for structural design. Secondly, the analyses which are performed to achieve this goal
are introduced in section 1.2.

1.1. Aeroelastic Phenomena

When all three forces are quantified, an aeroelastic phenomenon is considered to be fully characterised. As
mentioned before, cases in which the inertial force may be ignored are considered static and cases with signif-
icant influences from the inertial forces are dynamic. Moreover, when the variations in either one of the forces
increases drastically, the system may respond in non-linear manners. When certain models are used which
consider small-deflection assumptions, the analysis of a non-linear case may become invalid. Non-linear
cases, however, are often difficult to model due to their inherent instability and volatility [3]. Experimental
campaigns contribute to the study of highly non-linear phenomena by the fact that in a direct experimental
environment no modelling is used and as such all non-linear effects are inherently included. Having an in-
sight from such experiments allows for the improvement of non-linear modelling techniques and the overall
study of the three forces during an aeroelastic phenomenon.

Since recent years, aviation safety regulation instances such as the European Union Aviation Safety Agency
compiled a list of requirements for various types of aircraft, including certain requirements on how an aircraft
should be able to cope with various aeroelastic encounters such as flutter or gusts, for example the Certifica-
tion Specifications for Large Aeroplanes, or CS-25 in short [8]. Within aeroelasticity, instabilities are studied
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Figure 1.1: The aeroelastic triangle of forces or Collar’s triangle, as taken from [3].

which may have catastrophic consequences if not treated during the design of an aircraft. One such insta-
bility is static divergence, where the aerodynamic force grows stronger following from the deflection of the
respective force. In time, this instability will cause a structural failure due to the strain limits of the material
[49]. On the other hand, a dynamic instability which must be avoided in-flight is flutter. This aeroelastic phe-
nomenon follows from an imbalance between the three forces of Collar’s triangle which induce vibrations
into the structure. As a direct cause, the aircraft may suffer from loss of control or the vibrating surface may
eventually fail. The role of inertial forces in such dynamic events cannot be neglected, and as such every
phenomena inside the aeroelastic triangle of forces as per Figure 1.1 is dynamic, as they are connected to
the three individual forces. It is an aircraft engineer’s task to ensure that such aeroelastic phenomena do not
occur within the aircraft’s flight envelope. There are, however, other phenomena which are unavoidable for
the engineer. The structure should be adequately designed such that it can cope with the most load-intense
encounters.

One such encounter is that of a gust, as is widely studied in literature [17, 25, 35]. The gust encounter may
be the most load-intense encounter in the operational life of an aircraft, making it an essential encounter to
be studied in order to meet the CS-25 requirements. For this particular document, the gust encounter is for-
mulated in a 1-cosine shape [8]. It is noted that other shapes such as a sharp-edged or harmonic gust are also
considered in literature [3]. In the majority of such studies, the main purpose is to assess the maximal load
condition during gust, as this is often considered to be the driving load for the design of the structural rein-
forcements [49]. The evaluation of this maximal load condition during a gust encounter is therefore essential
for the structural validation in CS-25.

1.2. Gust Analysis

The analysis of a gust encounter is performed with both numerical or experimental campaigns in varying
stages of aircraft design to achieve the evaluation of the maximal structural load for CS-25 certification. In
numerical approaches, often simple analytic models are used which rely on direct relations between the re-
sponse of the structure and the aerodynamic load. More elaborate numerical modelling will contain increas-
ing levels of complexity. The most complex approach is a direct simulation of the flow and the finite-element
modelling of the entire wing. In this case, a coupling mechanism is required which projects the aerodynamic
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loads onto the finite-element model at the respective locations. The deflection is then transferred into the
aerodynamic model such that the local flow is corrected for the new boundary conditions. Experimentally,
the variety of available tools are often distinguished by what type of data they extract: structural or aerody-
namic data. From the structural perspective, measurements revolve around obtaining the motion, strain and
stresses of a structure [26, 33, 48]. The motion can be used to obtain the deflection and acceleration of a struc-
ture, where the latter plays a key role in dynamic events to compute the inertial loads. As for the aerodynamic
measurements, the most interesting quantities are surface pressure, flow velocity and overall flow visuali-
sation. The latter may be used to understand the behaviour of unsteady flows. From surface pressure, it is
possible to evaluate the various aerodynamic loads such as the lift, drag or pitching moment on the respective
surface. Various methods are applied by academia and industry in experimental campaigns to obtain both
aerodynamic and structural data, on which more later. These methods often use pre-existing techniques in
a new application to extract more information about the encounter. In recent years, researchers have begun
using hybrid approaches in which experimental data is used in a numerical environment or vice versa. Such
techniques allow for the elimination of disadvantages of one approach over the other.

Ultimately, the goal of experimental aeroelastic investigations is to characterise the fluid-structure inter-
action in terms of elastic, inertial and aerodynamics loads such that the entire phenomenon may be charac-
terised. Following from the balance of the three forces that make up Collar’s triangle, it is hypothesised that
by quantifying only two of the three forces, the third one may be determined in an indirect manner. One has
two paths to this approach: (1) the aerodynamic loads are measured to obtain the structural loads, or (2) the
structural loads are measured in order to arrive at the aerodynamic loads. It is noted that with the former
path, only the sum of the elastic and inertial loads may be determined unless another technique is used to
make the distinction between those two. As for the second option, most structural measurement techniques
allow for the separation between elastic and inertial forces [36]. Hence, it is of interest to measure these two
with one technique which implies that the experimental set-up is less costly and complex than when more
techniques are applied.

The purpose of this report is to assess this last pathway and whether it is possible to use the structural
measurements in combination with an inverse finite-element method tool to extract the aerodynamic loads
from making solely structural measurements. The challenge in this approach consists of two aspects. First,
the numerical finite-element representation of the experimental model must be sufficiently accurate such
that under the same load, the experimental and numerical models will deflect the same. Secondly, the mea-
surement tools used must allow for simultaneous tracking of span-wise points such that the load distribution
can be assessed across the wing. The work is an improvement over the initial efforts performed by [38], where
Roy et al. managed to do an order-of-magnitude assessment of the forces over a plate during flutter with an
inverse finite-element approach. This study applied analytic relations between the aerodynamics and the
structural deflection. The improvement over this approach will be based on a novel measurement technique
in combination with a more complex finite-element model representation. Thus, the goal of this report is
to demonstrate the feasibility of a novel indirect approach which may be used for the complete aeroelastic
characterisation during a gust.

The report will first explore the details of aeroelastic characterisation in chapter 2, where the aeroelastic as-
sessment techniques will be elaborated upon. The types of characterisation as discussed before will also be
further examined. This chapter will then also define the research statement of the present report. This re-
search builds upon an experimental campaign from a previous study which will be the topic of chapter 3.
Following this, chapter 4 will go over how the proposed framework was developed. The overall design con-
siderations and framework flowchart will be discussed. In a numerical campaign, chapter 5 will elaborate on
how the framework responds to certain imperfections which may be encountered in an experimental envi-
ronment. This sensitivity analysis will then be used to finally evaluate the results of the framework when used
on experimental data in chapter 6. Lastly, chapter 7 goes over the conclusions which were drawn during the
evaluation of the proposed framework and recommendations towards further research on the topic will be
touched upon.






Aeroelastic Characterisation

This chapter is devoted to provide a basic background of current aeroelastic characterisation methods which
creates the context of this document. The characterisation in an aeroelastic environment is relevant for the
design of aircraft as well as the research of aeroelastic phenomena. This chapter will further investigate how
this characterisation is performed and how it is being applied in research.

The first section, section 2.1, will go over some of the most common techniques to determine the loads
and the deflection during an aeroelastic encounter. Then, section 2.2 will discuss the ways in which those
techniques are applied to characterise such a problem. One approach in particular is elaborated, namely the
inverse finite-element method (iFEM) approach. Lastly, section 2.3 will define the research purpose of this
document based on the discussions held in this chapter.

2.1. Evaluation Techniques

For an aeroelastic phenomenon, it is important to be able to understand the response of the structure under
all conditions. This allows engineers to ensure that the structure will comply with aircraft safety regulations
as discussed previously. To fully understand the response of the structure, it is required to be able to model
the interaction between the three aeroelastic forces. In this section, the most common applications in the
research of these three loads will be elaborated upon. With quantitative insights, it is possible to make sure
that the structure will comply with the regulations.

Generally speaking, it is possible to divide the different tools by two categories. The first category bases
itself on what type of technique is used to obtain the insights. With this, one can consider either numerical
or experimental techniques. Secondly, the other category can be used to determine what type of load is
extracted from the system, namely the structural or aerodynamic load. For structural loads, this may be
either as a single component comprising the elastic and inertial loads, whereas some techniques additionally
allow for the distinction of these components. For the purpose of this document, the distinction will be made
as per the first category. Hence, subsection 2.1.1 will cover the numerical applications and subsection 2.1.2
will go over the experimental techniques.

2.1.1. Numerical Applications

The discussion of numerical applications will be held based on the two aspects of aeroelastic modelling that
are used. Both structural and aerodynamic modelling will be considered, starting with the simplest type of
modelling, namely analytically, and finishing with the more advanced types of each aspect. There is also the
option to directly analytically model the entire aeroelastic encounter, including both structural and aerody-
namic forces, which is discussed in the final part here.

Structural Modelling

The simplest approach to structural modelling is with analytic relations such as the Euler-Bernouilli relations
[13]. This approach can be used to model load-carrying beams and their resulting deflection. Analytic models
are usually simplifications of linear theories such that they can be readily applied for a first estimation. Since
they may include assumptions such as small deflections or small angles, they are not used for final design
methods.
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Figure 2.1: Various FEM modelling approaches for an aircraft wing, as taken from [9].

Structural modelling is most commonly performed with finite-element methods (FEMs). Essentially, any
structure can be modelled as a number of elements which each have their degree of freedom (DOF) and a cer-
tain stiffness. This stiffness matrix can be obtained with a simple model following from the Euler-Bernouilli
theorem or more elaborate models such as Timoshenko beams. In essence, the entire system of elements can
then be modelled as a series of springs which deflect following a certain load. For example, an entire aircraft
wing can be modelled with a 3D FEM shell model or a simpler beam or stick model, as seen in Figure 2.1.
FEM can thus be applied with different levels of accuracy to suit the required level of fidelity. Moreover, re-
lations from FEM can be used to derive methods which allow the modelling of the deflection under certain
loads, given the necessary boundary conditions, such as the moment-area method for deflection estimation
[32]. This method allows for the estimation of the deflection of a simple cantilever beam by using the relation
between the local bending moment, the element stiffness and the deflection [31].

A more elaborate FEM application is the addition of a shell element, which allows the creation of 3D ele-
ments [27]. Shell elements can be used to represent thin-walled components such as the wing skin, whereas
a beam will be used to model spars. With this combination, it is possible to model an entire aircraft. Such
box models are more desirable from an aeroelastic point of view as each control surface of a wing can be
modelled individually, which assists in the estimation of the flutter speed as it is closely related to the wing
geometry. Harmin applied box models to form a baseline reference case in the analysis of other FEM appli-
cations, demonstrating its effectiveness in academia [16]. Finally, it is possible to reduce the DOF of a system
by, for example, modelling the properties of a shell element onto a beam segment. This can be done for a
composite structure as per the work by Ferede and Abdalla in [11]. Essentially, this approach creates a Tim-
oshenko stiffness matrix in six DOF (force and moment in x, y and z) for each node based on the composite
material and lay-up. This also allows for the generation of the global stiffness matrix for the entire beam. This
matrix can then be used in a direct analytic relation to extract the deflection given the applied forces. It must
be noted that due to this exact relation, any mismatch in either the force or matrix may result in erroneous
computations of the deflection. In an iFEM approach, where deflections are imposed on the global stiffness
matrix to obtain forces, this effect is further emphasised when experimental measurements are used. The
experimental measurements include noise and other measurement-related errors which create large devi-
ations in the extracted forces. Due to a small change in the root force, the deflection at the tip can change
drastically depending on the structure’s stiffness, and vice versa. Hence, any error locally can have effects on
the entire result.

When a detailed insight into failure mechanisms or ultimate stresses is required, the entire wing must be
modelled which includes material, cross-sectional geometries and so on. This would then become a full FEM
analysis. As it is extremely costly, it is often used only in the validation phases of aircraft design or its appli-
cation is limited to smaller, critical components. In order to use it reliably, a coupling method is necessary
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Figure 2.2: The wing was modelled using a FEM shell model, from which the modes as given by the figure were used in the gust response
simulations, as taken from [33].

which couples aerodynamic loads onto the structural FEM, especially for dynamic analysis where the loads
are dependent on the local geometry. Neumann and Mai used an advanced 3D FEM shell model along with a
computational fluid dynamics solver to validate the performance of an experimental gust generator in a wind
tunnel [33]. The 3D FEM shell model is seen in Figure 2.2 and was used to assess the vibrational modes in
gust.

Aerodynamic Modelling

To model the aerodynamics during a gust encounter, usually only the resulting lift is considered. This load
is then imposed on the structural model such that the response can be obtained. While different methods
exist for the prediction of aerodynamic loads with increasing complexity, it is often possible to modify an
elementary method with additional theorems such that they become applicable in a wider range of problems.

One of the most elementary methods to predict the lift load generated by a wing is Prandtl’s lifting-line
theory (LLT). This model assumes an incompressible and inviscid flow, where the wing is then modelled as
a single bound vortex line at the quarter-chord position of the wing. The vortex extends across the entire
span and has two tip vortices which originate from the wing tips and extend aft the wing to form a so-called
horse-shoe vortex. This is visualised in Figure 2.3, where one such single vortex is shown. The span-wise
lift distribution then follows from the circulation across the span. The circulation along this line depends on
the downwash generated by the trailing vortices. With the application of a zero normal flow condition to the
vortex sheet, one can determine the circulation as it is affected by the shed trailing vortices. To make this a
more accurate model which allows for span-wise variations in geometry, LLT was extended to strip theory in
which the wing is modelled in strips along the span by extending the amount of horse-shoe vortices used.
Each strip is then comprised of a lifting line and two shed vortices, where the lifting line may vary in strength
according to local geometry. Further developments allowed this method to be improved by adding various
bound leading edge vortices at several locations chord-wise. This creates panels across the wing surface and
such methods are therefore called panel methods. Panel methods allow for the modelling of lifting surfaces
individually, which aids in the study of geometry-sensitive phenomena such as flutter.

A study by Kier compared a modified strip theory which accounted for unsteady effects and a panel
method, the vortex-lattice method (VLM) in a gust scenario to assess the computational cost and load predic-
tion performance of both in addition to LLT [19]. VLM is an extension of Prandtl’s lifting-line theory, it adheres
to the same assumptions, implying small angle approximations, thin-walled lifting surfaces and a potential
flow. Hence, the effect of thickness and viscosity is neglected. For the purpose required in this article, it serves
as an approximation for the forces which can be made by taking into account the geometry of the wing as well
as the desired flow conditions in terms of velocity and angle of attack (AOA). In practice, VLM is used in the
early design stage of an aircraft for the preliminary design of load-bearing components in lifting surfaces [49].
The method is applied by dividing the wing planform of arbitrary shape in quadrilateral elements as per Fig-
ure 2.4, with each a defined collocation point (P in the figure) [1] Horse-shoe vortices of different circulation
strengths I are placed on each element, where the leading edge of the elements represents a lifting line and
the chord-wise sides represent trailing edge vortices. By the superposition of horse-shoe vortices along the
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Figure 2.3: Modelling of a finite wing with bound vortices, as taken from [1].

Figure 2.4: Vortex-lattice system on a finite wing, as taken from [1].

chord-wise elements, a finite wing can be represented. At the collocation points, the normal velocity compo-
nents of all the horse-shoe vortices must add up to zero (flow-tangency condition). This is achievable from
the Biot-Savart law and adding each vortex filament component labelled as bc, ef, etc. in Figure 2.4. From
the flow-tangency condition, a matrix system can be set up to calculate the unknown strengths I' for each
horse-shoe vortex. From the circulation, one can then extract the normal and tangent forces of the system
induced by the circulation. Finally, with the AOA, the lift and induced drag forces may be extracted.

Kier found that LLT was providing more impulsive responses to a gust because as soon as the single bound
vortex is in the gust, the entire wing is considered to be in the gust [19]. In VLM, however, each panel will enter
the gust before the more aft ones, creating a more realistic response to the gust. They did conclude that for
pre-studies in design, the LLT will suffice in ultimate load prediction. At a later stage in this report, VLM will
be used for the prediction of aerodynamic loads in the numerical assessment.

The most direct approach in the numerical prediction of aerodynamic forces is by directly solving the
Navier-Stokes equations, which is referred to as direct numerical simulation. In practical design studies, this
type of simulation is too expensive and therefore simplified models such as Reynolds-Averaged Navier-Stokes
(RANS) or Large-Eddy Simulations (LES) are used. Both of these models have their advantages and thus also
their specific applications. RANS will model all turbulent effects, whereas LES will model only the smallest
turbulent motions — which are expensive to resolve —and compute the larger eddies in the flow. These models’
working principles are provided in [12]. CFD is used in gust analyses as it will also show insights into the flow
domain, rather than just the forces exerted on the structure [45, 46]. Finally, a CFD module was coupled to a
FEM analysis in the study by Neumann et al. to resolve the fluid-structure interaction caused by a gust in a
wind tunnel as a validation for the experimental study [33].
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Accelerometer

Figure 2.5: The wing with an accelerometer attached to the tip in the experimental campaign by Black et al. [4].

Direct Aeroelastic Analytic Models

Analytic models are the simplest type that can be used to model complete aeroelastic phenomena, including
approximations for both the aerodynamic and structural loads. As a consequence of their simplicity, they
are rarely used beyond the conceptual phase of aircraft design as they provide limited insights into the gust
encounter [20]. Such models rely on the principles of unsteady aerodynamics to take into account the delay in
lift caused by the motion of the wing. The analytic models are concerned solely with the overall dynamic loads
which the aircraft may experience. They provide no information of the local forces. As a deep understanding
of analytic models is considered beyond the scope of this research, the more interested reader is referred to a
broad coverage of analytic models provided in the work by Fung [13].

2.1.2. Experimental Techniques

Measurement techniques often used in experimental aeroelastic investigations will be discussed here. The
discussion will cover the two main categories of structural and aerodynamic data retrieval methods. Some
studies which are relevant for this report are elaborated upon.

Structural Data

Following from the elasticity of a structure, the elastic force will always seek to balance out an external force.
In the aeroelastic context, this will be the aerodynamic force. For dynamic cases, an imbalance between these
two is introduced by the inertial forces caused by the motion of the wing. This generates an interest in three
main structural quantities of interest: acceleration, deformation and load. Here, the most common tools
which may be used for the extraction of those quantities will be shown.

The most straightforward technique to measure acceleration is with the application of an accelerometer.
In short, a mass is attached to a suspension on which a piezo-resistor is placed. The latter will measure the
strain created in the suspension by the motion of the mass following an inertial load. The downside of an
accelerometer is that it is an intrusive method as the sensor itself modifies the mass distribution and thus the
inertial loads. Black et al. applied an accelerometer to the tip of a wing in an aeroelastic investigation, as seen
in Figure 2.5. In this experiment, it was compared to the values of a laser-Doppler vibrometer, or LDV.

An LDV points a laser to a surface of a test model and when the test model moves (e.g. due to a vibration),
the amplitude and frequency of the laser’s reflection will change. It is possible to measure these changes by
the shift in an analogue voltage as recorded in a photo detector. Knowing the properties of the laser, the
calculations can be performed to derive the movement of the test surface. In the aeroelastic campaign of
Black et al., the LDV showed to have a more accurate measurement on the natural frequency of the model as
the accelerometer affected this frequency due to its added mass. Moreover, the authors concluded that LDV
allows for a better insight as multiple measurements can be made at various locations [4].

As mentioned before, an accelerometer uses a piezo-resistor to measure strain in the suspension. This
resistor is called a strain gauge and essentially measures strain on a given surface. These must be manually
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Figure 2.6: The strain gauge configurations as used by Gherlone et al. to perform an iFEM technique to obtain the deflection [14].

attached to flat surfaces and are sensitive to misalignment or other production flaws such as bad adhesion.
In an interesting study by Gherlone et al., strain gauges were used to predict the deflection of a simple thin-
walled cylinder in both static and dynamic cases [14]. With the application of a numerical iFEM approach
and considering experimental measurements, it is a hybrid numerical-experimental approach. Gherlone et
al. attempted four different configurations in which the strain gauges were attached, following from the as-
sumption that it may affect the results. These configurations are shown in Figure 2.6. Also, in Figure 2.7, all
the static cases performed in the campaign are shown. In an aeroelastic environment, case (iv) is most rele-
vant as it includes a moment which could represent an aerodynamic moment. For each gauge configuration,
the results of case (iv) are shown in Figure 2.8. The results are displayed by the respective difference in deflec-
tion of the iFEM approach and measurements taken by a linear variable differential transformer. Moreover,
Figure 2.9 shows that with increasing FEM elements across the length of the cylinder, the results converge
to an error which is — according to Gherlone et al. — defined by the placement of the strain gauges, the FEM
geometry and other noise-related errors. For a dynamic case, a vibration with a frequency of 40 Hz and am-
plitude of F = 80 N was imposed on the tip of the cylinder. The time-resolved response of the cylinder from
the iFEM approach and the measurements are shown in Figure 2.10. Clearly, the iFEM approach manages
to predict the deflection fairly well, though an accurate way of measuring the strain and an accurate FEM
representation is required.

The final topic which will be discussed for the acquisition of structural data is called photogrammetry. It
is a governing term for techniques in which digital image processing is applied to determine the deflection,
motion and acceleration of a structure. A broader discussion of photogrammetry in an aerospace context is
provided in [24], whereas this document will focus on one such technique in particular: marker-tracking. By
tracking targets or markers placed on the surface of a structure, it is possible to derive its deflection in time
and as such also its motion and acceleration. This technique was demonstrated by Graves et al. where it was
demonstrated on a business jet model with targets on its surface [15]. In this article, the goal was to supply
motion data to aeroelastic solvers such that limit cycle oscillation testing becomes cheaper to perform with
more accurate data. It was concluded that this photogrammetric technique was: "a very useful complement
to accelerometer data," as stated by Graves et al., where the accelerometer may serve as a local validation
measurement. As it is a non-intrusive method which allows measurements to be taken at a wide variety of
points simultaneously, the benefits with respect to accelerometers and LDV are clear.

Aerodynamic Data

Similarly to the structural quantities that were defined before, aerodynamic data is often expressed in three
individual quantities: velocity, pressure and lift loads. Moreover, these quantities are closely related to each
other, as lift is generated by pressure differences. Also, from velocity data, more data such as vorticity can be
calculated in post-processing. Common techniques to measure the three aforementioned quantities will be
discussed here briefly from an aeroelastic point of view.
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Figure 2.7: Static test cases run by Gherlone et al. in [14]. In all cases, F is the weight of a 26.38 kg mass attached to the rod.
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Figure 2.8: The difference of iFEM predictions of the deflec-
tion along the longitudinal axis with respect to linear vari-
able differential transformers displacement measurements
for load case (iv), with one iFEM element for the different

strain gauge arrangements [14].
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Figure 2.9: The change in difference of iFEM predictions
of the deflection along the longitudinal axis with respect to
linear variable differential transformers deflection measure-
ments for load case (iv) with increasing number of iFEM ele-
ments [14] for the different strain gauge arrangements.
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Figure 2.10: Tip deflection of the rod in a dynamic case with f =40 Hz and an amplitude F = 80 N in the experiment by Gherlone et al.
[14]. Results are compared with the experimental measurements using a linear variable differential transformers to measure deflection.

(a) The manufactured version. One can note the tubes coming out of (b) The FEM model. The concentrated masses may be spotted (trian-
the root section for the pressure taps as well as the markers for stereo- gles) which represent the measurement devices (e.g. accelerometers)
pattern recognition. on the wing.

Figure 2.11: The wing models used by Timmermans et al. in [44] for the tests without a pylon-nacelle mounted.

Pressure taps are used widely in aerodynamic experiments to measure local surface static pressure. By
combining pressure measurements in a total and static sense, it is also possible to retrieve the free-stream
velocity, given the density of the flow. This is how a Pitot tube is able to measure the flow velocity ahead of
an aircraft. Moreover, by having pressure taps spread around the airfoil shape, it is possible to retrieve local
pressure data from which the pressure distribution may be calculated. This distribution in turn allows for the
computation of the airfoil lift. A pressure tap is essentially a pressure transducer at the bottom of a small hole
drilled into the test model. Hence, it is an intrusive method which will affect the flow locally. Furthermore, the
measurement itself may be affected by the flow which impedes on the transducer. A deeper understanding
of pressure taps as well as a series of applications may be found in [2]. A related study by Timmermans
et al. applied pressure taps to extract the lift locally [44]. The lift was calculated by integrating the pressure
measurements around the airfoil. With this lift, the deflection was then calculated by imposing the integrated
pressures on the FEM model. In the same study, VLM was used to generate a numerical reference in the
aeroelastic solver MSC.Nastran from which the deflection of the wing was also determined to validate the
deflections obtained from the pressure measurements. Also, the study compared the numerical deflection of
the wing with a photogrammetric technique which makes use of markers. The test model with markers and
the respective FEM model used is shown in Figure 2.11. The pressure taps are clearly visible in Figure 2.11a,
whereas Figure 2.11b shows a box model of the wing with lumped masses which represent measurement
devices mounted in the wing. The results of the VLM-based deflection compared to the marker-tracking
technique is shown in Figure 2.12, where it can be seen that the two methods match closely. The approach
shows promising matches, though it is not always possible to make extensive use of pressure taps due to
limitations in the model structure. Finally, the FEM-based deflections are found to match the stereo-pattern
recognition measurements which implies that the FEM approach allows for the reconstruction of deflection
data.
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Figure 2.12: A comparison of the FEM results and stereo-pattern recognition measurements for the span-wise wing deflection from the
campaign run by Timmermans et al. [44]. Close correlation can be seen between the two methods.

The last measurement technique to be discussed in an aerodynamic-centred context will be particle im-
age velocimetry (PIV). In essence, a laser illuminates a field of the flow in which tracer-particles are moving
along with the flow. A digital camera records images with known time intervals and by using tracking al-
gorithms, the velocity can be derived from the images. For a more technical explanation, the reader may
refer to [2]. With the application of one camera, velocity can be resolved in a plane with two components.
Developments allow for the computations of the third component when a second camera is used, which
is called stereoscopic PIV. The PIV technique where a robot guides four cameras around the test model for
large-scale measurements is called robotic tomographic PIV. Four cameras are able to resolve three velocity
components in a 3D volume. Traditional tomographic PIV, as described by Elsinga et al. in [10], works by the
reconstruction of projections from four cameras at two time instances ¢ and ¢+ At into one volume for each
time instance. By then applying cross-correlation of the two volumes it is possible to extract a vector field of
the velocity. This process is visualised in Figure 2.13. Jux et al. applied another PIV technique which makes
use of the coaxial volumetric velocimeter (CVV) probe as described by Schneiders et al. [41] to visualise the
flow around a full-scale cyclist at 14 m/s as shown in Figure 2.14. Here, it is demonstrated that the technique
works for large-scale test models while providing valuable insights into local flow behaviour. Jux et al. also
calculated vorticity based on the flow data extracted from the PIV measurements. The study emphasised the
practicality of the robotic tomographic PIV measurements, allowing for large flow volumes to be visualised at
an unprecedented scale.

Finally, the measurement practicality of robotic tomographic PIV was put to the test when it was used in
a study by Mitrotta et al. to attempt the simultaneous recovery of PIV and marker-tracking measurements on
a flat plate in a gust [29]. This would allow for the flow velocity and structural deflection to be measured with
a single, non-intrusive technique on a large scale. In this study, the flow-tracing particles’ reflection and the
marker reflection was separated by a low-pass filter under the assumption that the markers on the surface of
the test model will move much slower than the flow particles. This separation can be seen in Figure 2.15. The
result of this study showed that CVV is capable of providing both reliable PIV measurements as well as tracking
the motion of the markers in order to obtain structural quantities such as deflection, motion and acceleration.
The deflection of the structure is validated with LDV and is compared to the PIV measurements with and
without flow tracking particles (in this case helium-filled soap bubbles or HFSB), as seen in Figure 2.16.

2.2. Types of Characterisation Approaches

Following a brief discussion on some of the most common applied aeroelastic investigation techniques, it
will now be defined how these are used to characterise the forces of an aeroelastic phenomenon.

2.2.1. Direct Approach

First and foremost, the most straightforward way to characterise each force in Collar’s triangle is by directly
measuring them individually. Hence, this is defined as the direct approach. This can be performed by the
application of one or more measuring techniques as previously discussed to quantify the forces separately.
While feasible, this includes complex set-ups and post-processing techniques which may have an undesirable
effect on the measurements. The reader may resort to a variety of literature which applies this technique
in aeroelasticity, such as the discussed study by Timmermans et al. [26, 33, 37]. The direct approach, as
visualised by Figure 2.17a, is not discussed further in this report due to its inherent directness.
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Figure 2.13: Tomographic PIV working principle, as taken from [10]. As can be seen, a vector field for the velocity is created from the
projections at two time-steps with the application of cross-correlation.
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Figure 2.14: Mean velocity field at a free-stream velocity of 14 m/s displaying the stream-wise component in the centre plane along with
the surface streamlines, as taken from [18]. The green iso-surfaces are shown for the free-stream velocity U = Voo =7 m/s.
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Figure 2.15: The raw image (a) showing both the tracking particles as well as the marker reflections, (b) the marker reflections after the
filter and (c) the filtered flow-tracing particles image, as adapted from [29].
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Figure 2.16: Phase-averaged structural deflection during a gust with and without HESB, as taken from [29].
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Figure 2.17: Types of approaches to the characterisation of the three aeroelastic forces in Collar’s triangle.

2.2.2. Indirect Approach

The indirect approach relies on the relation of Collar’s triangle where knowing either the structural or aerody-
namic forces implies that also the other one may be known, since the structural forces must balance out the
aerodynamic forces. Within this approach, there is another distinction. On the one hand, when knowing the
aerodynamic force, it is possible to determine the structural forces. In order to distinguish between inertial
and elastic forces, however, additional tools are required. This would again increase the required effort for
the experimental method. On the other hand, if the structural forces are known, it is possible to determine
the aerodynamic load, while being able to make the distinction between elastic and inertial loads. This indi-
rect approach would require a coupling mechanism standing between the aerodynamic and structural forces,
which would be an iFEM approach as seen in Figure 2.17b.

Roy et al. generated an iFEM method based on analytic relations which allowed them to recover the
distributed force of a flat plate in flutter based on its mass distribution, the eigenfunctions and the normalised
force. This force is a temporal function which was extracted from the measurements of the forced vibration
[38]. The mass distribution and the eigenfunctions were found through the marker measurements from the
plate. In the analytic model, the effect of aerodynamic damping was excluded when calculating the natural
frequencies and damping modes. The study by Roy et al. was the first to investigate the distributed force
over a plate in flutter and the analysis was performed on 12-, 18- and 24-inch plates of which the latter is
shown in Figure 2.18. The marker pattern is the same on each plate. The results for each plate are shown in
Figure 2.19 in terms of maximum displacement and the aerodynamic load on the plate for their respective
flutter speeds. To visualise the load over an entire oscillation cycle, a time-history of deflection and respective
aerodynamic load is provided in Figure 2.20 with time-steps of 0.005 s. The limits of this approach concern its
analytic nature which relies on the assumption of a thin plate structure. Moreover, the authors emphasised
the influence of an accurate FEM representation in such methods. Since the experiment by Roy et al. includes
assumptions to set up the analytic relations, a more direct approach is desired which uses fewer modelling
assumptions. The downside of these assumptions is that many aspects of the actual scenario may be lost in
the process.

Similarly to the approach by Gherlone et al. where strain gauges were used in an iFEM approach to extract
the shape of a cylinder based on local strains [14], the aerodynamic forces may be imposed on a FEM model
to retrieve structural forces, or the structural forces are imposed on an iFEM model to retrieve aerodynamic
forces. This latter direction is not as straightforward as simply imposing the structural forces, as these are not
straightforward to measure locally across the span of the wing.

The issue lies in the relation between elastic forces and displacement, which is defined by the structural
stiffness. While in an ideal environment where it is possible to have an exact FEM representation of a test
wing and a test wing of which the deflection is measured exactly, this is not the case for an experiment. In an
experiment, in first instance the FEM model may have its flaws with respect to the experimental model. In
that case, even with exact experimental measurements, the iFEM approach which imposes the deflections on
amodel to retrieve the forces would result in erroneous force extraction. Secondly, supposing the FEM model
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Figure 2.18: The 24-inch flutter test plate as used by Roy et al. [38].
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Figure 2.19: The resulting maximal displacement values (in inch) and maximal distributed force (in 1bf) given for the three plates at their

respective flutter speeds, from the experiment by Roy et al. [38].



18 2. Aeroelastic Characterisation

Force on Region (Ibf)

]

-

Figure 2.20: Flutter animation of the 24-inch plate with the respective distributed force as per the colour bar. One flutter oscillation is

given by Roy et al. to demonstrate the extraction of aerodynamic loading from marker measurements [38]. Each frame is recorded 0.005 s
after the last.
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is a perfect match with the test model, due to measurement flaws and errors it is not possible to retrieve the
forces by using the erroneous measurements in an iFEM approach as this would give forces that ensure an
exact fit of deflection to the measured deflection — where the latter is not the exact deflection of the wing.
Thus, simply deploying the indirect approach by using iFEM on a set of measured deflections to obtain the
aerodynamic force is not readily possible and further research is required.

Using the novel measurement approach by Mitrotta et al. with the dual application of a PIV CVV probe
to extract simultaneous flow and structural data, de Rojas integrated a simple constant-load beam model in
a first attempt to extract the aerodynamic load in gust from marker-tracking data [7, 29]. The assumption in
this method was that since the inertial load is larger at the tip and that the aerodynamic load is smaller at the
tip, a constant load may be assumed. With the application of a tip mass in that experiment, the inertial tip
load was further amplified. This approach therefore lacks the argument for applications in broader research
where this assumption may not hold. Hence, a more elaborate iFEM approach is necessary to be able to
accurately characterise each aeroelastic force using marker-tracking data as it is assumed that measurement
errors from the markers will affect the reliability of a direct iFEM approach.

The purpose of such a new iFEM application is to be able to characterise the three aeroelastic loads from
marker-based measurements in the indirect approach. Until now, either pressure taps or extensive PIV mea-
surements were required to extract the aerodynamic force after which the inertial force could be quantified
through structural deflection monitoring. As it is not always possible to perform such extensive measure-
ments with PIV or because some test structures do not allow for intricate pressure tap set-ups, an iFEM
modelling aspect must be introduced to extract the elastic loads from the deflection in order to be able to
characterise Collar’s triangle. To achieve this in an experimental environment where the deflection can only
be measured with finite accuracy, a predictive optimisation may be considered to find a load distribution
which achieves the measured deflection within a margin. This application may eventually be used in the re-
search of aeroelastic encounters with specific interests in the evaluation of Collar’s triangle throughout the
occurrence, as well as in the structural design to achieve CS-25 certification.

2.3. Research Statement

The research in this thesis is proposed to find a solution to the issues on the topic of the indirect iFEM ap-
proach. In order to guide this research, a research objective is formulated in subsection 2.3.1. Research ques-
tions are then defined such that the objective can be fulfilled in a guided, step-wise manner. These questions
will be shown in subsection 2.3.2.

2.3.1. Research Objective
Following the suggested approach towards the full fluid-structure interaction characterisation in gust, a re-
search objective or research purpose is defined. The research objective for this thesis is stated as follows:

"To develop a method to apply a hybrid numerical-experimental approach to extract the three
components of Collar’s triangle on a flexible wing in gust by means of an iFEM framework which
returns the span-wise aerodynamic force distribution given marker-tracking measurements."

The research purpose was pursued in three main pillars, each of which has its own milestone topics:

1. Framework development phase:

¢ A basic understanding of various FEM approaches is to be obtained such that an appropriate
decision can be made for the FEM module of the framework.

¢ Literature on the lift distribution shape curve will be studied to incorporate a mechanism which
generates such a shape based on the wing’s geometry.

¢ The optimiser is to be set-up such that it manages to meet the deflection, while providing realistic
lift distributions.

2. Numerical behavioural analysis:

¢ Experimentally relevant test cases should be defined which allow for a realistic test case of the per-
formance of the framework. For these cases, the experimental model is to be modelled in a FEM
module and the lift force should be found from a reference aerodynamic model for validation.

¢ A method must be laid out such that each parameter such as measurement errors can be com-
pared to its reference case consistently.
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¢ The various parameters which may affect the output, for example the accuracy of the FEM model
with respect to the wing, of the framework must be assessed individually in order to understand
the behaviour of the framework given certain circumstances.

¢ Using the various parameters which are expected to influence the performance of the framework
in terms of experimental or numerical flaws, a test case can be generated based on numerical
data such that the experimental environment can be simulated to see how the framework works
in such non-ideal situations.

3. Experimental efforts:

¢ An experimental data set for a static and dynamic case must be prepared such that it can be used
in the framework for validation.

¢ The inertial forces must be extracted from a dynamic case based on the marker-tracking data and
included in the framework’s optimisation process.

¢ The results are to be discussed in order to evaluate the framework’s performance and to make
recommendations towards future experiments which may be designed in favour of the framework
in terms of the results of the numerical behavioural analysis.

2.3.2. Research Questions
The research purpose comes with a series of questions which must be answered such that the purpose can
be achieved. These questions, along with a brief reasoning for them, are provided here.

1. What is the best approach towards an iFEM framework which optimises a load distribution to match a
measured deflection?

(a) What prior knowledge about the aerodynamic load distribution can be used to feed into a frame-
work as an initial estimate of the load without performing additional measurements?

(b) Which structural numerical modelling tool is the most suitable for the FEM framework?

i. What are the requirements for the FEM module in the framework?

ii. To which extent does the error in the accuracy of the FEM model with respect to the experi-
mental model itself need to be taken into account for this decision?

The goal of this research question is to assist in the required understanding such that the framework
may be developed. The framework needs to perform well when taking into account certain physical
aspects concerning the lift load distribution. Furthermore, a decision must be made as to which FEM
solver will be used to extract the deflection following from the estimated lift loads, based on the level of
representation with respect to the experimental model.

2. What parameters in the experimental or numerical approach (e.g. measurement accuracy) may affect
the outcome of the iFEM application which must be considered during an assessment of an iFEM solver
to extract aerodynamic loads from marker-tracking measurements?

(a) What (set of) parameter(s) can be used to assess the similarity between a test model and a refer-
ence FEM?

(b) In which ways can mismatches with respect to a reference FEM be quantified in terms of those
parameters?

(c) What effects do the individual parameters have on the extracted loads?

i. To which extent can these effects be mitigated or reduced?

ii. What margin in the modelling mismatch can be considered to be acceptable during the ap-
plication of the suggested framework?

iii. For each of the effects, what is the physical cause of the induced error?

Here the goal is to evaluate the feasibility of this method as a tool to analyse the aeroelastic loads from
a marker-tracking-based experiment using the suggested approach with respect to mismatches in the
initial reference FEM model or flaws in the measurements. It essentially serves as both a validation ef-
fort and initial uncertainty quantification for the hybrid method. Furthermore, it will guide an analysis
of the consequences of the errors that could be present and specifically how they should be treated in
the discussion of the results once the loads are extracted in an experimental environment.
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3. How well do the forces in Collar’s triangle match with the application of the suggested framework?

(a) How well can the inertial forces be retrieved from marker-tracking measurements in addition to
the aerodynamic forces?

(b) Taking into account the errors in the FEM, what is the error in the relation of the forces in the
context of Collar’s triangle?

(c) What is the influence of non-linear and unsteady effects on the feasibility of the framework?

With this question an attempt is made at looking at how the iFEM framework works for both static and
dynamic phenomena. Both unsteady aerodynamics and inertial forces need to be taken into account
for a gust and this question will be the basis of a discussion on how the framework copes with the
dynamic events.






Experimental Approach

Prior to the development of the proposed framework, it is important to elaborate on how the marker data
was retrieved from a previously executed experimental campaign. This will aid in understanding the results
and especially unexpected discrepancies which show up in them. Being a hybrid numerical-experimental
approach, the experimental part plays a key role. As is the case with any experimental method, the mea-
surements are imperfect and should therefore be properly discussed prior to assessment. The experimental
campaign which will be considered for this document was performed by de Rojas as per [7]. This chapter will
provide an overview of the key aspects to the extraction of the marker data.

To start off, the wind tunnel facility in which the measurements were made will be briefly discussed in
section 3.1. Then, the wing test model used in the wind tunnel for the measurements is shown in section 3.2.
The measurement techniques will be the topic of section 3.3, providing an insight into how the measurements
were obtained. The measurements also required post-processing as it was found that there were errors in the
retrieved data, as will be elaborated upon in section 3.4.

3.1. Wind Tunnel Facility

The wind tunnel facility used for this experimental campaign will be explained here. The specific set-up
which allowed for the generation of a gust flow will also be covered.

Open Jet Facility

The experiments run for this research were performed in the Open Jet Facility (OJF) at Delft University of
Technology. This wind tunnel is characterised by its large and open test-section with a closed-loop circulation
system. The flow is driven by a 500 kW turbine which may generate velocities up to 35 m/s at the octagonal
outlet of dimension 2.85 x 2.85 m?. A schematic representation of this wind tunnel is shown in Figure 3.1. Its
13 m wide and 8 m high open test-section allows for large-scale testing, while maintaining sufficient vacant
room to place the equipment.

Moreover, the nominal turbulence intensity in the OJF was found to be in the order of 0.5% [23]. This
result, however, was achieved without the presence of the PIV seeding system as will be discussed later, nor
the gust generator mounted in the nozzle. In the study by Sciacchitano and Giaquinta, it was found that with
the presence of these two attributes the turbulence intensity is in the order of 0.8% [42].

Gust Generator

The gust generator used for the dynamic experiments in this campaign was specifically designed for the OJF
as elaborated upon in the work by Lancelot et al. [21, 22]. A schematic overview of the design and implemen-
tation of this gust generator is provided in Figure 3.2.

It is mounted in front of the inlet on an aluminium frame which provides stability. This frame was specifi-
cally designed not to resonate with the frequencies which the gust generator may exert. Two active gust vanes
are placed vertically within this frame, both are 2.88 m in length and are constructed with a combination of
aluminium spars and foam. The gust vanes have a N AC A 0014 airfoil with a chord length of 0.3 m and have a

IAs  taken  from: https://wuw.tudelft.nl/lr/organisatie/afdelingen/aerodynamics-wind-energy-flight-
performance-and-propulsion/facilities/low-speed-wind-tunnels/open-jet-facility/; accessed on 05/11/2020.
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Figure 3.1: Overview of the Open Jet Facility at Delft University of Technology'.
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Figure 3.2: Sketch of the overview of the design and implementation of the gust generator used in the OJE as taken from [21].
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(a) Inner structure of the wing prior to bonding the two halves. (b) Fully assembled wing as used in the experiments.

Figure 3.3: Wing structural manufacturing imagery, as taken from [29].

spacing of 0.7 m between them. The rotation of the gust vanes is controlled by a control system and actuators
which allow for the generation of deterministic gust profiles through the OJF’s LabView user interface. This
rotation induces a transverse velocity component with respect to the free-stream direction, creating a gust.
Both harmonic and 1-cosine gust profiles can be generated with frequencies varying between 0.5—-10 Hz and
gust vane angle of attacks of £10°, which defines the amplitude of the gust.

3.2. Test Model

The experimental test model which was used to obtain the measurements will be discussed here. An explana-
tion of the flexible wing will be provided along with the wing’s marker grid, Oive FEM model and mass matrix.
Any modifications to the structure will also be discussed.

Wing

The flexible wing for this campaign is 1.75 m long with a constant chord of 0.25 m and a NAC A 0010 airfoil. Its
thin airfoil supports any thin-walled aerodynamic modelling theories such as VLM. It was designed and built
by the Aerospace Structures & Materials group at the Faculty of Aerospace Engineering of Delft University of
Technology. The design was made according to an optimisation process to design a wing with maximal tip
displacement with minimal mass, while adhering to certain safety standards [29]. The wing’s inner and outer
structure can be seen in Figure 3.3. A total of 13 ribs are used across the span, with more ribs concentrated
towards the root where more support is required. Two constant cross-section spars are also placed across the
entire length of the wing. The composite wing is made out of a carbon-fiber reinforced epoxy, Hexcel 8552
IM?7. Tt is a unidirectional tailored laminate and it is used for the skin, but also for the spars and the ribs. The
wing is divided into three sections of equal length with individually constant stiffness properties, with the
most reinforced section at the root and the weakest at the tip.

A tip mass of 0.4 kg was added to the wing tip to reduce the natural frequency of the wing such that it is
within the achievable range of frequencies of the OJF’s gust generator. Moreover, in order to clamp the wing
an aluminium block was added to the bottom which increased the wing’s total length to 1.8 m, though it is
considered to be perfectly rigid and thus taken out of the measurements to correspond to its equivalent FEM
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Figure 3.4: Wing and marker grid dimensions visualised, as taken from [7].

model of 1.75 m, on which more later. Finally, a zig-zag trip strip is glued to both the pressure and suction side
at 5% and 65% chord, respectively, and with a thickness of 0.2 mm and 0.5 mm which ensures the transition
to a turbulent boundary layer. These strips are excluded from the analysis, which may induce discrepancies
with respect to numerical models such as VLM to calculate the aerodynamic forces as they do not consider
the transition.

Marker Grid

The measurements performed for the deflection data is based on marker-tracking in time and space, on
which more later in section 3.3. Here, the marker grid which is painted on the wing will be discussed. The
marker grid was spray-painted on both sides of the wing using a laser-cut 0.4 mm thick cardboard template.
The template of the marker grid was flexible such that it can follow the curve along with the airfoil profile of
the wing.

The diameter of the markers may not be too large as this may reduce the capability of the PIV system to
visualise flow-tracer particles. On the other hand, the diameter cannot be too small as this will reduce the
visibility. It was found in the work by Mitrotta et al. that a marker diameter of 1.5 mm works well for this
type of application [29]. One may note that the coordinate system for the wing as defined in the figure is used
in the report. Moreover, the marker spacing is 30 mm in a rectangular pattern as shown in Figure 3.4 along
with the wing’s overall dimensions. A spacing too large would not provide sufficient resolution of the wing’s
deflection, whereas too small would clutter the PIV view with markers. Finally, the marker grid commences
at a contour-based distance of 45.4 mm aft the leading edge.

Wing Numerical FEM Model

The wing model used for the numerical campaign and the framework simulates the one used for the ex-
periments such that its structural properties are represented accordingly. To calculate the equivalent beam
stiffness properties, a cross-sectional modelling tool is used for thin-walled composite beams. It was devel-
oped by Ferede and Abdalla as per [11] and it provides the Timoshenko stiffness properties for each section.
It takes into account the materials used, the geometry and the lay-up of the composites. Furthermore, it also
generates the global stiffness matrix for the wing, which is here modelled as a beam in 6 DOF per node (force
and moment in x, y and z). The wing is modelled with a total of 44 nodes in addition to the root: the first two
sections each have 15 nodes (with a separation of 38.9 mm) and for the third section 14 nodes are used (with
a separation of 41.7 mm). The deflection may be calculated for a given load, as will be further explained in
chapter 4.
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Figure 3.5: Total nodal masses which represent the mass distribution along the wing, taking into account the various contributions which
make up the total wing's weight.

Mass Matrix

The mass matrix Ky as used to calculate the inertial forces is generated by considering the construction
materials of the wing. It is not a mass matrix in its conventional sense. Here, Ky represents the distribution
of the mass across the span, or in other words each node is represented as a lumped mass to which the
nearby structural mass is projected. The volume of the used materials is based on the layer thickness of the
wing and how many layers are used per region. With the density of the composite known, it is possible to
arrive at the mass of the structure. For the ribs, it is known that the weight of one rib was 17.2 g and for
the two accelerometers at the tip, they have an individual weight of 5 g. The ribs, accelerometers and the
tip masses are taken into account as lumped masses. These were then projected with a linear weight to the
closest node couple. A visual representation of the wing mass distribution is shown in Figure 3.5. Each mass
is projected onto a lumped mass, but the continuous contributions such as the skin and spars are plotted
as a line with lumped masses to visualise this. The total mass excluding the 400 g wing tip mass which was
obtained through this approximation is 1.47 kg whereas the measured wing weight is 1.44 kg, also excluding
the tip mass. Hence, it is assumed that the numerical approximation of the wing mass distribution closely
represents the actual distribution.

3.3. Measurement Tools

For the experimental measurements required for the framework as input and validation, two measurement
systems are required: PIV for the input and the force balance which can provide an initial validation for the
applied forces. Due to the scope of this thesis, the measurement techniques used to validate the combined
approach of PIV and marker-tracking will only be briefly discussed based on dedicated research on that topic.

PIV System

The entire PIV system consists of three main components: the seeding system, the imagery and illumination
device, and finally the robot arm. Each component will be discussed in a concise manner. The entire PIV
set-up as explained below is shown in Figure 3.6.

PIV relies on the presence of flow-tracing particles to resolve the velocity field. To provide seeding on
larger parts of the airflow, a seeding rake specifically designed by the Aerodynamics department of the Faculty
of Aerospace Engineering at Delft University of Technology was deployed for this campaign. Ideally it may
cover an area of up to 1x0.5 m?, but research has shown that due to deterioration of the nozzles this cannot be
achieved [34]. For this campaign, a quarter of this area was considered usable. The seeding rake is positioned
in the settling chamber of the OJF as seen in Figure 3.7, where it introduces minimal turbulence intensity
into the flow. It is mounted on an aluminium frame such that it can be moved vertically to cover various
sections of the wing aft of the outlet. The seeding rake itself produces helium-filled soap bubbles (HFSB) and
their buoyancy and production density may be adjusted from the control room of the OJF by controlling the
supply of soap and helium to the seeding rake. This type of bubbles is used for their mechanical properties
which have a low response time and have favourable light-scattering properties in PIV campaigns.
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Figure 3.6: The PIV system as used in the experimental campaign with (1) the HFSB seeding rake, (2) the UR-5 robot arm, (3) the CVV
probe and (4) the truncated pyramid measurement volume, as adapted from [7].

Figure 3.7: The seeding rake as used in the experimental campaign in the OJF’s settling chamber, as taken from [28].
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Figure 3.8: The coaxial volumetric velocimetry or CVV probe as used in the experimental campaign, as taken from [34].

Camera 4

The optical capturing and illumination of the particles is done by using a CVV probe as previously dis-
cussed in subsection 2.1.2. The CVV probe as shown in Figure 3.8 is a Minishaker Aero by LaVision and it
features four complementary metal-oxide semiconductor cameras and the illumination source in an oval
housing to minimise flow interference. The cameras are mounted under a low tomographic angle around a
common axis. This common axis is also the axis of the source illumination, which comes from a Quantronix
Darwin Duo Nd:YLF laser with a wavelength of 527 nm, a frequency range of 0.2 - 10 kHz and a maximal
power of 25 mJ. The laser beam itself comes from the laser head at the bottom of the robot arm, where it is
safe from the measurement area. The beam travels through the optic fibre to the CVV probe where it is shat-
tered into a conical shape through a set of spherical lenses. This arrangement produces a truncated pyramid
measurement volume as seen in Figure 3.6. The laser and the cameras are connected to the acquisition com-
puter which allows for the triggering of the laser and the cameras at the right times to capture illuminated
particle imagery.

Finally, the CVV probe is attached to a UR-5 robot arm which guides the probe around the desired mea-
surement locations. This robot by Universal Robots has 6 DOFs with a maximal reach of 850 mm from its
base. The convenience of a robot-guided probe is that with appropriate software, large-scale measurements
may be conducted without the need of repeated calibrations at each location. The software used in this cam-
paign is RaboDK 3.2 which allows the test section to be modelled in a 3D environment. The robot can then
intuitively navigate this environment through the acquisition computer. Since the robot arm has its own
reference frame based on the location and rotation of its joints, the software comes with a function to au-
tomatically transform the coordinates to a global reference frame given the position of the robot arm with
respect to the measurement objects.

Force Balance

The test model is mounted on a force balance which allows for the measurement of the total applied load
in six components (force and moment in x, y and z) at the root of the wing. A splitter plate is also present
to separate the test model from the clamping system and the force balance. The wing is clamped on the
aforementioned aluminium block which also serves as the support of the entire model. The force balance
itself can be rotated as it is mounted on a rotation table in order to adjust the angle of attack of the wing. Lastly,
this entire system is put on a hydraulic table which may lift the model such that the system is aligned with
the jet from the wind tunnel outlet. It must be noted that the wing’s root chord is at a distance of 333.5 mm
above the reference axis of the force balance. In the measurements of the root moment, this distance needs
to be corrected for such that a comparison can be made.

Measurement Validation Equipment

In the thesis of de Rojas [7], the same set-up was used to assess the performance of the marker-tracking tech-
nique in combination with PIV for a dynamic gust case. In that study, the goal was to evaluate the feasibility
of using the integrated aerodynamic and structural measurement technique as a stand-alone approach for
the acquisition of said data. Hence, it needed to be validated with techniques which were known to provide
accurate results during measurement. A brief discussion is held to support the conclusion of de Rojas in [7],
claiming that the combined technique may be used as a stand-alone technique for an unsteady dynamic
case.
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Figure 3.9: Comparison of the strains from the marker-based wing reconstruction and the optic fibre in the wing at two free-stream
velocities and AOA = 5°, as taken from [7].

In first instance, the deflection from the marker measurements was compared to the strains obtained
from an optic strain fibre which was mounted on the wing. It can be spotted in Figure 3.3a, where at the
bottom-left a white cord extends from the wing. The wing was reconstructed based on the deflection mea-
sured from markers and an optimisation process which made use of a shape function with an initial constant
load assumption. The strain results from this reconstructed deflection were then compared to the strains
obtained from the optic fibre as shown in Figure 3.9. The results show that marker-tracking can be used as a
stand-alone approach for the deflection in combination with PIV [7]. Secondly, accelerometer data was used
from the accelerometer at the leading edge of the wing tip. The comparison between this data and the data
from the second derivative of the marker positional measurements is shown in Figure 3.10. Note, for this
figure the position in time was fitted with a polynomial of which the second derivative in time is used for the
acceleration.

3.4. Post-Processing

Given the focal point of this thesis being the proposed framework and its evaluation in practice, the post-
processing techniques used for this data will be covered only in a concise manner. The data used for this
evaluation comes from the experimental campaign as performed in [7]. The reader with a particular interest
in the post-processing techniques is referred to the cited document for an in-depth discussion.

Particle & Marker Separation and Tracking

The nature of the used measurement technique is to combine particle and marking tracing techniques into
one integrated system. This gives rise to the need to separate the two for the processing of the tracks of each,
such that both aerodynamic and structural data may be acquired in a similar manner as discussed previously
in the report by Mitrotta et al. [29].

Itis assumed that the time scale of the markers is much larger than that of the particles, as the velocity with
which the structure moves will be smaller than the flow velocity. With this in mind, it was possible to extract
the HFSB particles from the PIV images with a Butterworth high-pass filter [43]. This filter’s primary use is to
remove the unwanted reflections in the background of the PIV images by considering the pixel intensity in the
frequency domain. Davis 10 has a built-in function to apply this filter with settings such that the application
was optimal for the extraction of the HFSB particles.

Then, a symmetrical minimum time filter was used to also differentiate the marker tracers from the HFSB
tracers. In order to improve the positional information quality of the marker images, operations such as
smoothing and the reduction of reflection were performed. It was required to improve the image quality in
order to perform the PIV algorithm Shake-The-Box (STB). This allowed for the complete distinction between
the structural and aerodynamic markers for which a result is shown in Figure 3.11.

STB allows for the generation of the actual tracks of the traced particles and markers from PIV imagery.
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Figure 3.10: Comparison of the acceleration in y from the marker-based wing reconstruction and the accelerometer at two free-stream
velocities and AOA =5°, as adapted from [7].

e

Figure 3.11: The separation of the particles and the marker-tracking with an inverted grey-scale, as taken from [7]. The image on the left

shows the raw imagery from PIV, the middle image shows the marker grid on the wing and the right image shows the HFSB tracers.
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A more elaborate discussion on this topic may be found in the work by Schanz et al. [40]. In short, this
approach relies on the prediction of the position of particles which have been tracked and further refining this
position by image-matching schemes. One shakes all particles inside a box-volume until a fit is obtained. This
approach has limitations in terms of measurement velocities. As a specific box dimension must be defined,
if a particle travels through a box prior to being captured within the box multiple times, the particle will go
unnoticed by the algorithm. This limit depends on the acquisition frequency of the optical set-up. For the set-
up of this experiment, previous work by Jux et al. and Saredi et al. has shown a feasible velocity of Vo, < 15 m/s
[18, 39]. With this campaign being performed with wind-speeds of up to 14 m/s, local velocities may exceed
this limit around the airfoil. Hence, this increases the expected faulty or lacking tracks in the analysis. Since
larger deflections from larger lift forces provide more prominent aeroelastic insights, the wind-speed was
chosen not to be reduced [7]. Finally, STB provides the information of the motion of a particle in a Lagrangian
reference frame. In order to ease visualisation and handling of the obtained data from STB, it is transformed
into an Eulerian reference frame with the application of ensemble averaging.

PIV Processing

In terms of the post-processing of the HFSB tracers for this document, it is noted that with the application
of the Kutta-Joukowski theorem it was possible to obtain the circulation. Since the PIV measurements were
made on both sides of the wing for a small section along the span, a contour could be drawn around the re-
spective chord section in order to derive the circulation. Based on the calculation of the circulation with Equa-
tion 3.1, it was possible to then obtain the sectional lift in terms of lift per unit span by applying Equation 3.2
which follows from the Kutta-Joukowski theorem. In these equations, C is an arbitrary contour around the
section of interest, # is the velocity along a line segment T which is positive in the clockwise sense, T is the
circulation and L' is the lift per unit span.

r:f i-dl 3.1)
C

L'=—poo Vool (3.2)

Marker Processing

The resulting tracks from the STB algorithm for the markers had three flaws which needed adjustment. First,
there were outliers in the tracks which were caused by reflections and other imperfections in the imagery.
By looking at the length of such tracks, it was found that they were shorter than the length of actual marker
tracks. This knowledge was used to filter them out. Secondly, certain tracks had gaps in them due to an
instantaneous lack of measurement or loss of sight. A stitching algorithm was used to resolve this issue by
looking for a nearby track in a 3D volume around the last measured marker and ensuring this track is in the
future of the respective broken track. Finally, as seen in Figure 3.12, when plotting the marker grid for the
wind-off case in which one would expect a straight wing, it was noticed that the markers were bent from the
theoretical position. Later, it was found out that a faulty joint in the robot arm likely caused this error. Since
it was a systematic error in each measurement, the relative displacements during wind-on measurements
with respect to this error could still be measured following a reconstruction of the wing to fit the erroneous
wind-off measurements. These relative displacements are then considered to be the actual displacement of
the markers. This process is shown in Figure 3.13.
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Framework Development

With the research purpose defined in chapter 2 as:

"To develop a method to apply a hybrid numerical-experimental approach to extract the three
components of Collar’s triangle on a flexible wing in gust by means of an iFEM framework which
returns the span-wise aerodynamic force distribution given marker-tracking measurements."

This chapter will focus on the development of a framework to fulfil this purpose. In short, this framework
is to produce the aerodynamic lift distribution given a set of deflection measurements in addition to the
computation of the inertial forces from the marker-tracking measurements. Its generic approach will initially
be explained in section 4.1. The design considerations which were made prior to the actual development
will be discussed then in section 4.2. Next to this, the flowchart of the developed framework which will be
tested in its capability of fulfilling the research purpose will be presented in section 4.3. The overall reasoning
of the working principle will be the topic of this section and each global step will be explained. The goal of
this chapter is to provide the reader with the necessary insights such that the remainder of the report will be
understood in terms of the operation of this framework.

4.1. Framework Approach

To fulfil the research purpose as depicted above, the framework must meet certain requirements in its ap-
proach. The purpose is divided into three pillars: Collar’s triangle characterisation, marker-tracking and
iFEM modelling optimisation. A brief discussion is held on each pillar to introduce the overall approach
of the framework development to these requirements.

¢ Collar’s triangle characterisation: This pillar implies that the ultimate goal of the framework is to be
able to make the distinction between the elastic, aerodynamic and inertial forces with the application of
the framework. Hence, it is necessary to have an individual approach for two of these three forces such
that the third can be quantified following the relation of Collar’s triangle. The output of the framework
is thus the quantification of two of these three forces such that through Collar’s triangle the third may
be found.

¢ Marker-tracking: To achieve the characterisation of two forces, the framework must rely on marker-
tracking according to the research purpose. This input data is generated in a wind-tunnel experiment
with a flexible wing model which has its surface covered in markers, these are tracked by an optical
system as explained in chapter 3. Using this marker-data, it is possible to extract the local displacement,
velocity and acceleration of the wing at discrete markers. From the acceleration of these markers, one
may also calculate the inertial force when a mass distribution is known. This is how the inertial force
will be calculated using the framework. Secondly, using an iFEM approach, it is possible to also extract
the aerodynamic forces.

35
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Figure 4.1: Schematic overview of the proposed framework.

¢ iFEM modelling optimisation: This framework uses iFEM modelling to extract the applied load - the
aerodynamic load - given the deflection of the wing. Using the relation between the deflection, the stiff-
ness matrix and the applied load, this may be achieved. By implementing an optimisation which has
as variable the applied load and as objective function the difference between the resultant deflection
and the marker-deflection, the applied load is altered until the desired deflection is achieved. When a
close match is found between the resultant and measured deflection, the applied force is assumed to
be equal to the experienced load by the measured deflection.

Based on these three pillars, a general-purpose schematic overview of the proposed framework can be
made such that its requirements are met. This scheme is provided in Figure 4.1. Essentially, it is required that
marker-tracking data is processed in such a way that acceleration and deflection can be extracted. Then, the
acceleration may be used to calculate the inertial force. The deflection in turn is used to extract the elastic
loads in the structure. Following from these two forces and Collar’s triangle, the aerodynamic load may then
be extracted.

4.2, Preliminary Design Considerations

Prior to the development of the framework, a few design considerations were made which were later incor-
porated into the framework. In order to provide a better understanding of how the framework was set up, the
main points will be briefly touched upon here.

FEM Beam Modelling

In order to obtain the deflections from the optimised forces, a FEM module is required. In the work by Roy et
al. where the distributed force was calculated with an inverse method in flutter, a shell model was used based
on analytic relations [38]. Prior to using the proposed framework on a similar thin-plate shell model or on a
full-scale shell wing model, the framework is proven for a Timoshenko FEM beam model. One of the leading
arguments is that for this study, the lift distribution in a span-wise sense is of interest. While a full shell
model may improve the FEM accuracy, an accurate beam representation is assumed to provide a similarly
accurate representation of the span-wise lift distribution. Furthermore, with the availability of the model’s
global stiffness matrix, the forces can be imposed in a direct sense and no further modelling is required. As
such, the application of an auxiliary model such as the moment-area method or a FEM program such as
MSC.Nastran is superfluous. The beam model for the experimental wing for this study was generated using
the PROTEUS framework as described by [11], which includes a cross-sectional modelling tool. It provides
the Timoshenko stiffness matrix in 6 DOF on which the forces are imposed for deflection analysis. The DOF
are defined by the force and moment in x, y and z.

For the wing model used in this report, as shown in section 3.2, it was found that the twist induced by
aerodynamic moments is negligible. As such, in the framework, the aerodynamic moment induced by the
airfoil is ignored. The airfoil is a NACA 0010 airfoil, which naturally has a low moment coefficient. The
torsional stiffness of the wing itself further reduces the influence of the small coefficient. Moreover, since
the wing has no taper ratio nor sweep angle, the aerodynamic moment exists solely of the contribution by
the moment coefficient. Next to this, the wing has an-isotropic composite lay-up, though the bend-twist
coupling of the wing itself was also found to be sufficiently small to be considered negligible. All this is shown
in Figure 4.2, where the wing tip displacement varies from 111.1968 mm without bend-twist coupling to
111.1973 mm with such coupling under a VLM-predicted load. This difference in the order of 0.001 mm
is not relevant as the framework is not expected to take such small deflections into account. In terms of
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Figure 4.2: Plots of the wing deflection for a case with VLM-predicted lift for 24 m/s and AOA = 7°, with and without twist from torsion
which would induce bend-twist deflection. A third plot shows the relative difference between the two in percentages.

relative difference between the two, a maximum of 0.02% is reached near the root, where it further flattens
out towards the tip. This proves that the effect of torsion and the bend-twist coupling may be ignored. Hence,
for other wing models, it should be noted that torsion may affect the measured deflections by twisting the
wing in a more significant manner especially in the presence of high-lift devices or sweep angles. To sum up
this discussion, the effect of twist will be ignored in this study.

Load Distribution Prediction

As will be covered later, the optimisation process makes use of a prior estimate on the lift distribution to make
afirst guess in order to avoid large deviations from it. In the process of development of this framework, a total
of three options were considered: no prior estimate, a constant load and finally a shape function. These will
be briefly elaborated upon.

In a straightforward manner, a case without a prior estimate is likely to have a load distribution with
an arbitrary shape with no physical interpretation which is closely dependent on how the optimiser varies
its input. With smaller tolerance levels, this will become increasingly arbitrary as it makes an attempt at
converging towards the provided deflection solution which with erroneous measurements is incorrect and
will thus generate forces that do not represent the actual load distribution. Hence, it is required to include a
prior estimate to guide the optimisation in the right process

For the case of a constant load as starting point for the optimisation process, the theoretical root lift force
was taken to be the ideal approximation for the entire wing. The reasoning being that in an ideal case, the
wing would indeed have a constant lift across the wing as there would be no 3D wing loss effects. Also, it was
hypothesised that with the constant load being the wing’s real local maximum force, the optimisation would
only have to adjust the forces towards the tip as these have more losses. Additionally, it was considered to
take the average of the sum of the lift force measured by the force balance, but for the sake of relying solely
on the marker measurements from an empirical standpoint, this was not opted for. This approach also has
a flaw in that the force will only be correct locally near the tip, where the force drastically drops. Hence, the
optimiser would have a larger region where it needs to reduce the force at a large scale, whereas the constant
root force assumption implies a fairly constant error until the tip region is approached.

The final option consists of using a shape function which represents the lift distribution in a theoretical
environment. Using a polynomial fit was also considered, but a theoretical framework which incorporates
certain aerodynamic principles was assumed to have better results across more cases. A fit function would be
a good option if the same wing was used in the same scenario, for which empirical data on the lift distribution
is already available. It would then be possible to fit to this data and use the fit in the optimisation process.
Considering the fact that without other measurements, only the geometry of the wing is available, it was
required to use a theory which takes into account the geometry of the wing. The most accessible option
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Figure 4.3: Plots depicting the resultant applied force as extracted from the framework with varying prior estimate considerations. The
actual applied force was taken from VLM for the FEM wing with AOA =7° and Vo =24 m/s.

with low computational requirements which provides a shape function based on the wing’s geometry is the
lifting-line theory. As explained before in subsection 2.1.1, a series of coefficients is used which describe the
lift distribution along the span of the wing. The exact approach of this implementation in the optimisation
will be shown later in subsection 4.3.1.

A plot with the framework’s output for each approach is shown in Figure 4.3, where the actual applied
force from VLM with AOA = 7° and V,, = 24 m/s is shown with the FEM wing model as discussed in sec-
tion 3.2. This reference case will be further explained later. The resulting output of the framework’s optimi-
sation process as will be explained in the following sections is plotted for each aforementioned case. Clearly,
the case with no prior estimate shows a general trend which matches the shape of the actual distribution, but
has large local deviations and is thus not a good solution. The case where the starting force distribution was a
constant load has a good match near the root and its accuracy deteriorates towards the tip region. It is noted
that the framework was run with the initial estimate being a constant load, which was then optimised to more
closely match the deflection. Overall, the LLT-based prior estimate shows great correspondence across the
entire wing. It is noted at this point that the tip load from VLM does not equal zero as the force across the
final wing element is projected onto the last node. The LLT curve does not take this into account, which is
why it shows zero lift at the tip. Considering that this is the case for experiments, the LLT approach shows a
good result considering that only the deflection and geometry of the wing was used. Another key take-away
is that it clearly shows that with increasing levels of fidelity for the prior estimate of the load distribution, the
solution approaches the actual values better.

Two Separate Optimisation Loops

The relation between the deflection of a structure and the resulting elastic loads imply that an optimiser with-
out a prior estimate would attempt to fit exactly towards the measured deflections which may have random
errors. These random errors would then create large local force variations to meet the deflections, as op-
posed to a smooth loading distribution as one would expect in an aerodynamic situation. Two approaches to
counter this issue were considered.

Initially, it was assumed that by dividing the optimisation into two loops one could avoid such extreme
behaviour. In the first loop, a prior estimate about the lift distribution from LLT is used to approximate the
overall deflection based on an ideal load distribution which corresponds to the wing’s geometry. This lift
distribution would be scaled by the first optimisation loop such that the deflections are optimised towards
the measured ones. In the second loop, the input would then be a scaled version of this ideal curve and this
loop will then individually tune each force in an attempt to match local deviations in deflection further.

The second consideration towards a solution for the issue regarding the relation of deflection and force
is to not use a small tolerance level for either optimiser. Several cut-off mechanisms exist which will cause



4.2. Preliminary Design Considerations 39

the optimiser to stop, but the driving ones are the tolerance of the objective function and the tolerance on
the smallest adjustment in the input value. It is suggested that finding a balance between these two values
will allow for a robust framework. A relation between the maximum deflection of the beam and the tolerance
on the objective function is hypothesised to exist which will allow for each case to run smoothly. Lastly, the
tolerance on the smallest variation in input is assumed to be related to the deflection and the stiffness of the
matrix. In later studies, however, these relations between the tolerances and the stiffness of the model to
achieve robustness may be defined when more cases are considered.

Including the Inertial Load

The nature of the marker measurements allows for the calculation of the marker’s acceleration as a function of
time, as it tracks the marker’s location in time, too. Hence, with the mass distribution Ky and the acceleration
of the markers, the inertial force Finy¢ may be computed with the relation of Equation 4.1 based on Newton’s
second law of motion F = mX. Here, d%d(z, t)/dt? is the acceleration of the markers with d(z, t) the span-wise
deflection in time. The acceleration will always be in the opposite sense of the deflection, implying that the
inertial force attempts to reduce the deflection. Assuming that the mass matrix represents the actual wing
model, the only error in this calculation for the inertial forces is the measurement uncertainty of the markers.
Here, statistical averaging such as phase-averaging or taking multiple measurements may reduce this random
error.

d*d(z, 1)
dr?

The framework takes the inertial force into account directly from the calculation as per Equation 4.1 and
is not adjusted in the optimisation for two reasons. Firstly, by optimising the combination of the aerodynamic
and inertial forces, it would no longer be possible to fulfil the research purpose as the distinction between the
aerodynamic and inertial force would be unclear. The characterisation of the three aeroelastic forces would
then be impossible. Secondly, by tuning the inertial forces to the deflection measurements, the error of the
measurements is used twice. Initially in the calculation of the inertial forces and a second time by optimising
the deflection - thus the force — to a measured deflection. In a nutshell, a strong argument holds to apply the
most straightforward approach to include the inertial forces by calculating them directly from the computed
marker accelerations and the mass matrix. Hence, the optimisation process has no effect on the inertial force.

The manner in which the inertial loads are taken out of the assessment for the aerodynamic load is as
follows. By using the relation between the applied force F, the stiffness matrix Kg and the resultant deflection
d given by Equation 4.2 in addition to the separation of this force F in inertial and aerodynamic forces given
as Finre and Fyp, a linear analysis can be performed to deduct a suitable method for the separation of the
inertial and aerodynamic loads [5].

Finrt = Km (4.1)

Ks-d=F 4.2)

First, from the principle of mX + kx = F,x;, with mi the inertial force, Equation 4.2 is rewritten as:

Ks-d =Fap — Finrt (4.3)

Taking then the inverse of the global stiffness matrix:

d=Ks ' -Fap —Ks " Finr (4.4)

Where the two terms on the right-hand side of the equation may be written as the deflection caused by
the aerodynamic and inertial loads, respectively dap and dinr¢. Then, after rearranging:

dap = d +dinrt (4.5)

This final equation may be interpreted as the following: the deflection caused by the aerodynamic load
equals the measured deflection plus the deflection following from the inertial load. The way this is used in
the framework is by first calculating the inertial force from the acceleration, then calculating the resultant
deflection under this load and finally adding this load to the measured deflections.

With this approach, the framework will look for the load which causes the aerodynamic deflection and
thus the aerodynamic load. This allows for a continuous separation between the aerodynamic and inertial
forces, where the latter are computed directly from empirical results. Hence, the three forces of Collar’s trian-
gle can still be distinguished and the error in the marker measurements is used once for the inertial loads.
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4.3. Framework Algorithm

The flowchart which visualises the workflow of the framework is shown in Figure 4.4. The in- and output
blocks are rounded to make clear that these are not operations. For each block in bold text, a specific section
will be devoted to its elaboration. First, the block [Optimisation Loop 1: Scaling] will be covered in subsec-
tion 4.3.1. Second, [Optimisation Loop 2: Tuning] will be covered in subsection 4.3.2. It is noted that the
section above on the inclusion of the inertial load separation describes the part prior to the start of the first
optimisation loop. This loop takes as input the aerodynamic deflection for which the load is then found after
the second loop. This approach allows for a transparent separation of aerodynamic and inertial loads for the
fluid-structure interaction characterisation in terms of the aeroelastic triangle of forces.

4.3.1. Optimisation Loop 1: Scaling

The goal of the first optimisation loop is to scale an aerodynamic lift distribution such that the objective
function given by Equation 4.6 is minimal. In this objective function, dap is the deflection of the wing as
taken from the sum of the marker measurements and the inertial deflection component as shown in the
flowchart. Furthermore, the variable dopy, 1 is a function of the LLT coefficients Ay, an LLT curve scaling factor
B, the node locations along the span n,, the global stiffness matrix Kg, the span of the wing b and the free-
stream velocity V.. Each term will be further explained in this subsection in the context of the computational
processes which are part of this block. The initial value for § in the optimiser is zero.

min () |dopt, 1 —dap|) (4.6)
dopt, 1 = f(An, B,n,Ks, b, Vo), with ( the optimisation variable. 4.7)

Find forces from LLT curve

In this process, an initial approximation of the aerodynamic lift distribution is generated based on LLT, which
was previously discussed in subsection 2.1.1. The reason why the LLT curve was opted for is because LLT
allows for the generation of the circulation distribution along the span by taking into account the geometry
of the wing. Since lift is generated by circulation, the two will follow the same distribution. The method as
proposed in Anderson is used to compute the coefficients for the wing which will be used in the remainder
of this report [1]. A total of fifteen coefficients is used in order to generate the shape function for the lift
distribution. By modelling the wing as a symmetric wing with span 2b, the even coefficients can be set to
zero in the optimisation. The LLT coefficients are generated outside of the optimiser and are thus considered
an input in Equation 4.7. The forces themselves are calculated by using the prescribed lift distribution at the
locations of each span-wise FEM node given by n,.

Adjust amplitude of LLT force curve
In Equation 4.7, the scaling factor § is included as the optimisation variable. The optimiser multiplies the
entire LLT curve as derived from the geometry with this scaling factor in order to find the most suitable am-
plitude which minimises the objective function for loop 1. For this calculation, the span, the wing’s aspect
ratio and the free-stream velocity are used. In reality, there may exist an error in the free-stream velocity or
angle of attack which will adjust the actual amplitude of the lift distribution. Hence, this step of the frame-
work will attempt to correct the prescribed lift distribution to more closely match the actual lift distribution
while maintaining its overall shape.

An example scaled LLT curve is shown in Figure 4.5a, for which VLM was used to generate a reference load
following the same flow conditions as Figure 4.2 which showed the bend-twist coupling; V. = 24 m/s and
AOA =7°. Amore detailed explanation of how the reference case is generated will be provided in section 5.1.

Find deflection
This final step takes the scaled aerodynamic lift distribution to compute the LLT-based aerodynamic deflec-
tion based on the FEM beam representation of the model. The actual aerodynamic deflection dap is then
used in the objective function Equation 4.6 to obtain an objective value. When this value is found to be below
the tolerance level and the smallest variation tolerance of the optimiser is met, too, the optimiser will quit. At
this point, the optimiser will have varied the LLT curve scaling factor § until its optimal value is reached. This
is the output of the first optimisation loop.

The deflection is calculated with the application of the global stiffness matrix Kg. By using the global
stiffness matrix as provided by the cross-sectional modeller which is elaborated upon in [11], it is possible
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Figure 4.5: The optimised LLT curve load and resulting deflections as per the reference VLM case with Voo =24 m/s and AOA = 7°, after
the first optimisation loop which scaled the LLT curve.

to obtain the force F given a deflection d as per Equation 4.2. Its inverse relation can also be used to obtain
the deflection, given a force. In this equation, it should be noted that the boundary conditions (BCs) must
be taken into account. For this research, the wing is assumed to be a cantilever beam with the root as a fixed
location with null rotation in either axis. Therefore the BCs are considered zero for each entry, implying that
they can be taken out of the equation. Each plot including the forces in this report will show a null root force,
for which this is the cause. Following this approach, the deflections for each loop can be extracted given
the aerodynamic forces from a scaled LLT curve and the inverse relation of Equation 4.2. This is shown in
Figure 4.5b for a static case.

4.3.2. Optimisation Loop 2: Tuning

In the second optimisation loop, the adjusted lift distribution is used as the initial optimisation vector to be
considered as the variable for the second loop. Again, the objective function is given by Equation 4.8. It is
essentially the same objective function, except that the results are weighted with the respective distance of
the local nodes from the tip. This was achieved in MATLAB with the f1ip command, as shown in the objective
function. This weighting was found to improve the results, as the root nodes require the largest force to be
imposed upon in order to obtain a certain deflection. The tip nodes are relatively easier to move as any force
on the tip will greatly increase the moment at the root, which corresponds to large deflections at the tip. The
optimisation deflection for the second loop dgpt, 2 is now a function of the force distribution and the global
stiffness matrix. The initial estimate for this force, xg, is shown in Equation 4.10 and is a function of the LLT
values with the optimised scaling factor § from the first optimisation loop.

min (3 [|dopt, 2 —dap |- f1ip(n,)]) 4.8)
dopt, 2 = f (Fopt, Ks), with Fop the optimisation variable. 4.9
XO =f(AIl)ﬁ)nZ7KS) br VOO) (4'10)

Moreover, the optimisation in this loop will optimise each force at each node individually. Hence, Fop¢ is
the variable of this optimisation process. The initial value for Fopt, or Xy, is calculated with the same module
which calculated the LLT forces from the adjusted curve in the first optimisation loop. To calculate this initial
force distribution, the LLT curve scaling factor from the first loop is used. Following this initial estimate, the
optimiser will attempt to improve the match in deflection by adjusting each force individually.

The output of the second loop is thus a force distribution which represents the load required to get to the
aerodynamic deflection dap. In other words, these loads may be considered as the applied loads and thus the
aerodynamic load.

In conclusion, the framework can be considered in three overall components. Firstly the inertial forces are
calculated separately from the optimisation processes, such that they can be identified as a separate known
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force. Secondly, an LLT lift distribution shape is scaled to match the measured deflections plus the inertial
deflection. This combination then represents the deflection caused by the aerodynamic load. The third and
final component will then try to improve the results of the second curve by individually tuning the applied
nodal forces. This approach allows the optimiser to start off with an appropriate guess of the applied load
distribution through LLT such that it may adjust for local experimental imperfections and in dynamic cases
also unsteady aerodynamic effects. With this knowledge, the framework will remain robust rather than in-
stantly trying to over-fit towards the measured deflections as was shown to occur in an example without a
prior estimate. In the following chapter, a sensitivity analysis shows the first results from the framework in
two numerical test cases to assess the behaviour of its response.






Numerical Assessment

In order to assess the performance of the developed framework as discussed in chapter 4, a numerical as-
sessment is executed. The goal of this effort is to provide insights into the characteristics of the framework,
such as its robustness and accuracy. This will support the application of this framework on an experimental
test model at a later stage with empirical data in terms of understanding the behaviour of the framework’s
response to experimental imperfections such as measurement errors.

To start off the assessment, two static reference cases are set up using the same test model as the one
used in the experiments which was discussed in chapter 3. These static cases will be discussed in section 5.1.
Then, a behavioural analysis is performed in terms of a series of parameters on the test model, framework and
measurement method. This will be the topic of section 5.2 and it will lay out the fundamental understanding
of the framework’s output, considering artificial variations in input. These artificial variations can then be
compared to the flaws in an experimental context to discuss the reasonableness of the empirical results.
Finally, a brief discussion is held on the key take-away points of this chapter in section 5.3.

5.1. Test Cases

The reference test cases are set up to represent a realistic scenario with respect to the experimental model
that will be used in chapter 6 for final validation. With the framework relying on the deflection to optimise
the forces, the forces which in first instance generate the deflection for the reference cases must be realistic in
terms of the aerodynamic load distribution of the wing. Moreover, the reference cases must represent a broad
range of situations which may occur for the wing with varying loads and resulting deflections. With these
reference cases, it will be possible to assess the influence of adjustments made to either the framework or the
input parameters as will be the topic of section 5.2, where the behavioural sensitivity analysis is performed.

For the purpose of this assessment, two test cases are set up with varying conditions to identify whether
the considerations made during the sensitivity analysis are random or consistent in their influences on the
output. Furthermore, more insights are obtained when considering a wider range of applications as the de-
veloped framework is novel. The test cases (TCs) vary both in angle of attack of the wing and the free-stream
velocity. For these cases, the aerodynamic lift is calculated with VLM and is referred to as the actual force
(Fact). The actual deflection d,¢¢ for each case is extracted from this with the method as described in sub-
section 4.3.1. Then, the framework is applied to extract the forces from the calculated deflections. These
extracted forces are referred to as the optimised forces or Fop. Next, the optimised forces are imposed on the
numerical wing model to obtain the optimised deflections dop¢ which serve solely as an indication of how well
the optimisation managed to meet the actual deflection. As a measure of how well the displacement matches,
the mean relative difference (MRD) of the optimised and actual deflections will be used according to Equa-
tion 5.1. Finally, the quality of the individual test cases is measured by the mean relative difference of the
optimised and actual forces, given by Equation 5.2. Both of these values are always expressed in percentages
whenever used throughout this report.

1— dopt

MRD, = mean(

. 100%) (6.1

act

45



46 5. Numerical Assessment

Table 5.1: Summary of the generic test cases that will be used in the sensitivity analysis.

Test Case | AOA [°] | Voo [ml/s] |
TC1 5 14
TC2 7 24

Table 5.2: Mean Relative Differences of the deflection and applied forces for the two reference cases.

Test Case | Loop | MRDy | MRDF

1 1 0.2353 | 1.7114
2 0.1855 | 1.6350
5 1 0.2375 | 1.7153
2 0.1839 | 1.6308

Fopt

MRDpg = mean( 1-

‘ . 100%) (5.2)
Fact

The two reference cases will each be analysed with the framework and the output will be provided in
a total of four figures: the deflection, the applied forces, and the ratio of both between the optimised and
actual values; including the results after the first optimisation where the LLT curve is scaled and after the
second optimisation which tunes the forces individually. The first test case is labelled as Test Case #1 and has
an angle of attack AOA = 5° with a free-stream velocity of 14 m/s. The second case, respectively Test Case #2
has 7° and 24 m/s. In both cases, the flow is steady so no inertial forces need to be considered in this analysis
as they may be assumed to be negligible. It is noted that the inertial forces do not need to be considered here
since they have no influence on the optimisation loops. A brief summary of the two test cases is shown in
Table 5.1.

Test Case #1: AOA=5°& Voo =14 m/s

The lift load for this case follows from VLM with the input data as per Table 5.1. These forces are then com-
bined with the global stiffness matrix in Equation 4.2 to extract the deflection of the wing under the lift load.
The lift and wing deflection for Test Case #1 is shown in Figure 5.1. Running the framework on this deflection
data set then gives the four figures which are shown in Figure 5.2. These graphs will serve as the first reference
for the sensitivity analysis. The results in terms of the MRD can be found in Table 5.2, assisting in the quan-
titative comparison of results. Opt 1 implies the result of the first optimisation loop and opt 2 the second in
the figures.

Both of the MRD values are improved slightly by tuning the forces in the second loop. While barely visible
in the deflection in Figure 5.2a, the deflection ratios show that the deflection near the root is closer to the
actual values, whereas the tip deflection tends to be smaller. This can be seen in Figure 5.2c, where it is
also noticeable how the root deflection is corrected more than the tip deflection deviates further. While the
differences are in the order of .5% at most, the forces at the tip which are noticed to deviate more towards
the tip as per Figure 5.11b have a larger effect on the overall deflection. Thus, the mean relative deflection
has an overall improvement in absolute terms from 0.2353% to 0.1855%. As for the forces, the deviation is
smaller and less visible in both the applied force and the relative applied force, as shown in Figure 5.2b and
5.2d. Also, Figure 5.2b shows a deviation in the forces near the tip. This is likely to be caused by the fact
that the VLM code used accounts for a tip force generated in the last half element, as the continuous force is
mapped to the nearby discrete points. The structural solver, on the other hand, uses discrete forces following
the LLT curve locally which has a zero lift force at the tip. Additionally, one may notice that in Figure 5.2d the
final node (located at z/b =1 or z = 1.75 m) is not shown. The reason for this is that following from how the
optimiser applies LLT, the tip force will always be zero and thus the local ratio will always be zero, too. This
would generate an undesirable effect on the plot itself, because the plot would have to display a wider range
of values, reducing the legibility of the curves further. It is therefore noted that the ratio will always be zero for
every applied force ratio at the tip node in the remainder of this document and not plotted in the respective
plots to improve legibility of the figures.
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Figure 5.1: Wing deflection [m] and VLM lift force [N] for the first reference case with an angle of attack of 5° and a constant wind speed
of 14 m/s on the FEM wing model. The tip displacement is 27.16 mm.
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Figure 5.2: The reference graphs of the wing in Test Case #1.
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Figure 5.3: Wing deflection [m] and VLM lift force [N] for the second reference case with an angle of attack of 7° and a constant wind
speed of 24 m/s on the FEM wing model. The tip displacement is 111.20 mm.

Test Case #2: AOA=7°& Vo, =24 m/s

In a similar sense as TC1, the second test case is set up. Using VLM, the lift load is combined with the global
stiffness matrix to extract the actual deflection for TC2. The framework is then used to optimise a load vector
in order to meet the actual deflection. Figure 5.4 contains the four figures on the deflection, applied forces
and the respective ratios of the optimised and actual values. The MRD of the second case can be found in
Table 5.2.

TC2 shows a similar behaviour as TC1, which can be noticed in the ratio of deflection plot in Figure 5.12a.
Since more nodes shift downwards towards the unity line than move under it, MRD, still improves from
0.2375% to 0.1839% after the second loop. On the other hand, the applied force now has a reduction from
1.7153% down to 1.6308%. Again, the forces near the root match closer than those at the tip, mainly caused
by the fact that VLM does not go to a zero tip force because it is projecting the final half-element’s force to the
tip node while the prescribed LLT curve is zero at the tip. Finally, as can be seen in the absolute deflection
and applied force graphs for TC1 and TC2, not much can be derived as the differences between the plots are
minimal and the graphs do not have sufficient detail to emphasise the difference. Hence, for the sensitivity
analysis, solely the ratio plots and the MRD values will be considered such that relative differences can be
considered. Again, the plot for the local ratios of the applied force excludes the final z/b = 1 node from the
graph.

5.2. Sensitivity Analysis

The two test cases from the previous section show how the framework manages to recover aerodynamic loads
from the deflection of a wing in a static case within acceptable margins. Thus far, exact values were used
as provided by Equation 4.2, where the output is more accurate than can be realistically extracted from an
experiment. To simulate realistic data, adjustments must be made to introduce artificial errors into the data
set. Such errors could exist due to flaws in the numerical model with respect to an experimental equivalent
or errors in the measurements due to for example noise. Hence, the next step is to assess how the framework
reacts to experimental situations, where for example the bending stiffness may be known with an accuracy of
up to a certain percentage or where the deflection is measured with a certain accuracy, too. In order to look
deeper into these experimental flaws, the sensitivity analysis will look at the various parameters which may
affect the measured deflections or the numerical model. The goal of the sensitivity analysis in this document
is to assess the behaviour of the response under such imperfections. With this knowledge, one may make
recommendations towards the method of application of the proposed framework in experiments.

Following a logical order, the sensitivity analysis will be performed in subsection 5.2.1. At first, each pa-
rameter will be assessed individually and in the end the parameters will be adjusted altogether to represent
an experimental set-up in. This set-up will be the topic of subsection 5.2.2, providing an insight in how the
framework behaves in a simulated experimental environment. This will then be the proof-of-concept for the
proposed framework. Later in chapter 6, actual experimental data will be used to validate the framework.
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5.2.1. Parameter Discussion

The parameters which will be analysed for their effect on the response are listed below along with the rea-
son of interest in the respective parameter. Furthermore, an initial margin in which these parameters will
be analysed is provided. Following the list, each parameter will be evaluated. It should be pointed out that
some of these analyses are performed with randomised input. To obtain consistent results, the rng-counter
in MATLAB is reset to 1 for each case such that the same random sequences can be obtained time after time.
This implies that the results obtained here may vary when using other counter inputs or random generators.
This is another reason for having two TCs as this should show the potential differences in randomness. More-
over, each case which includes randomised input is looped 50 times to introduce unique random noise in
each individual case and the results are discussed in terms of the mean of the output as well as the standard
deviation (SD) denoted as o in the graphs. For both TCs, the MATLAB r ng function is set to a particular value
such that the same random variation is imposed on both TCs in each analysis.

In order to discuss the results, they are expressed in terms of the comparison between the sensitivity anal-
ysis (SA) case, which has the individual parameters adjusted, and the reference test case as per section 5.1.
To best visualise the effects, the mean relative differences will be discussed in addition to the ratio plots as
discussed before. The following parameters will be implemented in the framework such that the input data
can be altered in order to simulate the respective experimental imperfection:

* Rounding: As mentioned before, Equation 4.2 provides exact values for the deflection following from
the lift and global stiffness matrix. In reality, measurement methods have limited significant digits,
implying that in order to use the values from numerical computations they first ought to be rounded
in order to represent empirical data. For the measurement method used in the validation experiment,
marker-tracking, values in the order of 0.001 m can be reliably measured. Thus, all deflections will in
first instance be rounded to the third digit behind the decimal point.

e Random errors: If only rounding would be introduced, it would be assumed that the measurements
made by the markers are perfect and reflect the actual deflections rounded to 0.001 m. Due to the set-
up of the experiment, however, it can be shown that the marker measurements have an accuracy in the
order of 0.001 m. This random error will be introduced as a parameter in the sensitivity analysis to see
how the framework copes with errors in the deflection. The error introduced by (a lack of) measure-
ment accuracy varies from rounding as the measurement accuracy itself implies only a fixed amount
of significant digits may be used, beyond which rounding must be applied. The error introduced by
rounding prior to a random error from the actual measurement may thus vary.

* Number of node measurements: Following from the previous logic regarding the flaws of measure-
ment methods, it is not uncommon for a measurement to either be unreliable or absent. For example,
with marker-tracking, it occurs that the track of one particular marker is absent for a set of measure-
ments. Additionally, outliers may be found when the marker data is processed. Such outliers need to be
removed from the analysis which also counts as a lacking node. To model this behaviour, an indepen-
dent set of nodes will be removed from the deflections in the sensitivity analysis. Typically, up to 10%
of the nodes may be lacking measurements and as such this value will be considered in this analysis.

¢ Error in the stiffness matrix: Next to the experimental flaws in the acquisition or the set-up, numerical
errors can also exist. In this iFEM method, the global stiffness matrix thus far was assumed to be perfect.
For most experimental models, there is a difference of up to 1% in the stiffness properties with respect
to their respective numerical models. Due to the relation between the deflection and the force caused
by the stiffness matrix, this error will be assessed in the sensitivity analysis. To further emphasise the
effect of this error, in the SA a value of 5% will be used.

Rounding

It is expected that by rounding the deflection, the optimiser has more room to converge prior to reaching the
actual deflection. The tolerance of the optimiser plays a key role in this consideration and was discussed pre-
viously to have a direct influence on the quality of the result due to the relation between force and deflection
as given by Equation 4.2. Both TC1 and TC2 had an initial rounding introduced which reflected the experi-
mental situation: rounded up to 0.001 m. The comparison of the results of the reference case and the SA case
with rounding for TC1 is shown in Figure 5.5 and for TC2 in Figure 5.6. A compilation of the MRD variation
for this case is shown in Table 5.3 and 5.4, respectively. The MRD tables show the reference values of the test
cases next to the values of the respective SA cases. Finally, the difference between the MRD values for each
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Table 5.3: Summary of MRD values for TC1 and the sensitivity analysis case with rounding to the third digit.

Reference SA: Rounding 3 Difference [%]
MRD; | MRDf | MRD; | MRDp | MRD; | MRDF
Loop1 | 0.2353 1.7114 | 0.5299 1.3723 125.20 -19.81
Loop2 | 0.1855 | 1.6350 | 0.2628 | 1.4850 41.67 -9.17

TC1
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Figure 5.5: Results of TC1 with rounding to the third digit behind the decimal point for the sensitivity analysis case compared to the
reference case with no rounding.

loop is provided both in deflection and force MRDs to give a clear view of how the SA parameter affects the
result for both values. This difference is calculated with Equation 5.3 and is shown in percentages.

(5.3)

MRD
MRDdiffZ( S4 _ )

MRD,ef

It can be seen in Table 5.3 and 5.4 that rounding the deflection to the third digit seems to improve the
results for all MRD values in TC2, whereas only MRDF improves for TC1. From this varying result, one can
conclude that rounding may have an arbitrary effect as it can either assist the optimiser in finding the right
value, or make the optimiser find a wrong value. MRD,; varies more for both cases than MRDrp, as the non-
exact values are fed into the optimiser. Hence, the framework attempts to solve for a beam which is non-exact
in its deflection. Due to the relation between force and deflection (see Equation 4.2), this plays a key role in
the outcome.

The value of MRDp for TC1 and TC2 after the second loop, however, varies with a factor of roughly 2.
This can be explained by the fact that due to a larger overall deflection in TC2 caused by higher forces, the
rounded values are relatively lower than when the deflection is smaller. Hence, with higher values of deflec-
tion, rounding is expected to have fewer influence on the outcome.

Subsequently, considering Figure 5.5b and 5.6b which display the ratio of applied forces for TC1 and TC2,
the latter shows that the ratio improves near the tip region. A ratio closer to unity implies that the optimised
value is closer to the reference value. Following the same logic, suppose a more flexible wing would be used
under the same load, then the error caused by rounding will also reduce. It can thus be concluded that there
is a random relation between the error from rounding and the flexibility of the model under a certain load
case.

Table 5.4: Summary of MRD values for TC2 and the sensitivity analysis case with rounding to the third digit.

Reference SA: Rounding 3 Difference [%]
MRDy [ MRDg | MRD; | MRDfp | MRDy | MRDg
Loop1 | 0.2375 | 1.7153 | 0.1757 | 1.5701 | -26.02 -8.46
Loop2 | 0.1839 | 1.6308 | 0.1737 | 1.5640 -5.55 -4.10

TC2
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Figure 5.6: Results of TC2 with rounding to the third digit behind the decimal point for the sensitivity analysis case compared to the
reference case with no rounding.

Table 5.5: Summary of MRD values for TC1 and the sensitivity analysis case with a random error of 0.001 m. The mean and standard
deviation values are shown for 50 random error vectors and the difference applies to the mean of the MRD values.

Reference SA: Random error +£0.001 m Difference
TC1 Mean SD of mean MRD [%]
MRD; | MRDp | MRDy | MRDp | MRDy | MRDp | MRD; | MRDp
Loopl | 02353 | 1.7114 | 0.2893 | 1.7928 | 0.1666 | 1.8012 22.95 4.76
Loop2 | 0.1855 | 1.6350 | 0.0565 | 1.8680 | 0.0278 | 2.3412 | -69.54 14.25

Random Errors

In a similar manner to rounding the reference deflection, a random value between —0.001 m and 0.001 m is
added to each entry of the reference deflection set prior to running the framework. It is pointed out that no
rounding is performed on this reference set. This allows the study of the behaviour of the framework when
measurement uncertainties are included as noise. The equation used to simulate noise is shown in Equa-
tion 5.4, with @ = —0.001 m, b = 0.001 m and r a random scalar generated using the MATLAB function rand
on the default interval [0, 1] from a uniform distribution. The resulting ratio graphs are shown in Figure 5.7
and 5.8 for Test Case #1 and #2, respectively. Similarly, Table 5.5 and 5.6 show the values of the MRD. As the
random error case was run over 50 loops to assess the statistic effect, the tables now also show the MRD val-
ues for the SA case in terms of a mean and SD value. The figures themselves include a +30 curve to depict the
variation of the results. Additionally, the figures for the ratios are now split into one figure per loop to allow
for a clear overview of the variation of the results.

dSA, noise = dref +(b-a)-r+al (5.4)

By looking at the MRD values from Table 5.5 for the random error in TC1, one may notice that the MRD
displacement is increased by up to 22.95% for TC1, where deflections are smallest. After the second loop,
however, MRD; has improved over the reference case. The MRD for the applied force increases by about
14% after the second loop with respect to the reference case. Looking at Table 5.6, showing the values for

Table 5.6: Summary of MRD values for TC2 and the sensitivity analysis case with a random error of 0.001 m. The mean and standard
deviation values are shown for 50 random error vectors and the difference applies to the mean of the MRD values.

Reference SA: Random error £0.001 m Difference
TC2 Mean SD of mean MRD [%]
MRD, | MRDg | MRDy | MRDp | MRDy | MRDp | MRDy | MRDp
Loop1l | 0.2375 | 1.7153 | 0.2662 | 1.7607 | 0.1536 | 1.8012 12.08 2.65
Loop2 | 0.1839 | 1.6308 | 0.1773 | 1.6788 | 0.1103 | 2.0502 -3.59 2.94
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TC2, one can conclude that again when overall deflections are larger, the framework becomes less sensitive
to random deflection errors. As the deflections increase, the force becomes less sensitive to small random
errors. This behaviour was also shown in the analysis of rounding the deflection.

The ratio plots for the displacements show that the wing has a mean deflection which is roughly equal
to the reference case when compared to the SA case with a random error, as shown in Figure 5.7a and 5.7c
by the mean curve. Looking then at Figure 5.7b and 5.7d, the mean force curve also seems to converge to-
wards the reference case without random errors. This can be explained by the fact that the mean of the error
averages out for the deflection and the force. The large fluctuations in standard deviation curves show that
the optimisation in the second loop will attempt to over-fit to local errors in deflection. This is shown in the
ratio of applied force plots, too. The inflection point that is found in both TC1 and TC2, at around z/b = 0.85
in Figure 5.7b and 5.7d, is located where the lift load has a steep drop due to the tip losses. This could lead
the second optimiser to a wrong solution, especially in the presence of random errors in the measurements.
Looking at TC2, with Figure 5.8a and 5.8c, the deflection shows similar behaviour. However, now the overall
variation is smaller because the deflections are higher also in terms of the SD values. The ratios for the ap-
plied force in Figure 5.8b and 5.8d show that the force is consistently over-adjusted in loop 2 in the mid-span
region, which is then also corrected for in the tip region. This behaviour was also noticed in TC1. Again, the
mean matches the reference case quite well, which corresponds to the values from the MRD tables.

The figures plotted after the first loop for the deflection and the force, Figure 5.7a and 5.7b, show that
the variation given by the SD curves is constant across the span. This can be explained by the fact that the
optimiser is limited in its variation to scaling the entire curve. This implies that any variation in the deflection
or force will be reflected at all points of the span since the LLT curve is scaled as a whole. This behaviour is
expected in all random cases, as it is caused by the random variation of the input.

Overall, it can be said that with an error of up to 1 mm, the framework continues to provide reliable in-
formation about the force distribution, with larger deviations near the tip. These deviations become smaller
when the maximal tip deflection increases. The random error — much like the rounding — shows that the
framework will be influenced randomly and no systematic behaviour can be derived. Essentially, the error
should be kept as small as possible relative to the absolute deflections to improve performance. Moreover,
the optimisation in the second loop attempts to over-fit to local erroneous nodes, resulting in large devia-
tions from the actual value. This effect is emphasised when there is a lack of multiple measurements. The
mean, however, tends towards the reference case at all times and as such it is recommended to make multiple
measurements to allow for any form of statistical averaging. Lastly, it can be seen by the deviation of the SD
curves that for singular measurements, a large volatility can be expected in the results.

Number of Node Measurements

To assess the response of the framework to a local lack of measurement, the optimiser is adjusted to simply
ignore the value at that measurement. It is thus taken out of the input and from the output of the objective
function. This way, the optimiser will function as normal with the exception that certain nodes are not con-
sidered. The benefit of not taking the node out as a whole, is that the forces on the nodes next to it will not
have to compensate for the lack of the node. In available data sets, the marker-measurement system showed
that up to 10% can be faulty and need to be taken out of the data set. Hence, to study the worst-case scenario,
up to 10% of the nodal measurements will be ignored to study the effect of lacking local data. These nodes are
picked randomly using the randi MATLAB function. As the FEM model has 44 nodes next to the root, which
is fixed, up to four nodes will be excluded in the sensitivity analysis. Finally, the MRD values are summarised
for TC1 and TC2 in Table 5.7 and 5.8. The graphs for the ratios of deflection and applied force are provided in
Figure 5.9 and 5.10. Values are shown as statistics taken from a total of 50 randomly picked sets of nodes.

Table 5.7: Summary of MRD values for TC1 and the sensitivity analysis case with up to 10% lacking measurements. The mean and
standard deviation values are shown for 50 random selections of lacking nodes and the difference applies to the mean of the MRD
values.

Reference SA: 10% Lacking nodes Difference
TC1 Mean SD of mean MRD [%]
MRD; | MRDp | MRD; | MRDp | MRD; | MRDp | MRD; | MRDp
Loopl | 02353 | 1.7114 | 0.2365 | 1.7135 | 0.1326 | 1.8012 0.51 0.12
Loop2 | 0.1855 | 1.6350 | 0.1857 | 1.6364 | 0.0957 | 1.7447 0.11 0.09
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Figure 5.9: Results of TC1 with four lacking measurements (about 10% of total measurements) for the sensitivity analysis case compared

to the reference case with no lacking measurements. The statistical mean over 50 loops with random errors is shown along with the +30
curves.
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Table 5.8: Summary of MRD values for TC2 and the sensitivity analysis case with up to 10% lacking measurements. The mean and
standard deviation values are shown for 50 random selections of lacking nodes and the difference applies to the mean of the MRD
values.

Reference SA: 10% Lacking nodes Difference
TC2 Mean SD of mean MRD [%]
MRD; | MRDp | MRDy | MRDp | MRDy | MRDp | MRDy | MRDp
Loopl | 0.2375 | 1.7153 | 0.2365 | 1.7135 | 0.1326 | 1.8012 -0.42 -0.10
Loop2 | 0.1839 | 1.6308 | 0.0918 | 1.4792 | 0.0542 | 2.1004 | -50.08 -9.30

Table 5.9: Summary of MRD values for TC1 and the sensitivity analysis case with a 5% error in the global stiffness matrix.

Reference SA: 5% Error in Kg Difference [%]
MRD; | MRDg | MRD; | MRDg | MRD4 | MRDF
Loop1 | 0.2353 [ 1.7114 | 0.2378 | 6.6745 0.89 | 290.30
Loop2 | 0.1855 | 1.6350 | 0.1847 | 6.5770 0.11 | 302.57

TC1

A quick analysis of the MRD values for the lack of nodes SA case shows that the influence of four lacking
measurements is negligible for the forces in both TCs. Since the first loop imposes a curve-fit over the span of
the wing for the force, it is assumed that no large local changes will occur for the forces when one individual
node is missing. The MRD for the deflection shows a maximal mean value of -50.08% difference between the
reference and SA case for TC2 after the second optimisation loop. This shows that the lack of measurements
may also benefit the system and is thus also a random error in the framework. In some cases, a particular
node may be considered as driving the deflection further from the reference case, whereas another node may
pull it towards it. This logic explains how lacking measurements have an arbitrary influence on the results.

For TC1 the lack of measurements does not seem to affect the results too much, especially when consid-
ering the mean values in Figure 5.9. Moreover, the overall deviation from the reference case is in the order
of 0.4% which can be considered negligible. For the force ratios, there is no noticeable deviation between
the plots including the SD of the analysis. The same can be said about the plots for TC2 after the first loop,
Figure 5.10a and 5.10b. On the other hand, after the second loop, TC2 shows larger deviations from the ref-
erence, as well as a wider range of values within the +30 regions. Hence, the behaviour of the framework
under lacking measurements is random in the case of a unique data set without averaging. Once more it can
be noticed, however, that the mean value seems to approximate the reference case within a fair margin as
shown in Figure 5.10d when a mean sample is considered.

Error in the Stiffness Matrix
An error in the stiffness matrix is expected to be noticeable by a large error in the MRD of the applied force,
while having a reasonable load shape in terms of aerodynamics. That is, due to the relation between force
and deflection, the optimiser will manage to adjust the forces such that the deflection is reached. Therefore,
an error in MRD, is expected to be small, while having a constant error in MRDp due to the relation given
by Equation 4.2. To assess this, a 5% error was imposed on the global stiffness matrix Kg for all of its terms.
In reality, this figure can be reduced by performing for example ground vibration tests to be in the order of
1%, but for the purpose of the sensitivity analysis it is increased such that its effect will be predominant. The
framework was run for both TCs with an error in Kg for which the MRD results are shown in Table 5.9 and
5.10 and the graphs for the ratios are provided in Figure 5.11 and 5.12.

The MRD results confirm the expectations following from the relation between the force and the deflec-
tion, caused by the global stiffness matrix. Not much can be derived from the deflection graph as the opti-
miser manages to obtain the right deflections. While M RD values are relatively comparable to the reference

Table 5.10: Summary of MRD values for TC2 and the sensitivity analysis case with a 5% error in the global stiffness matrix.

Reference SA: 5% Error in Kg Difference [%]
MRD, | MRDf | MRDy; | MRDp | MRD4 | MRDf
Loopl | 0.2375 | 1.7153 | 0.2384 | 6.6815 0.38 | 289.52
Loop2 | 0.1839 | 1.6308 | 0.1850 | 6.5790 0.60 | 303.42

TC2
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Table 5.11: Summary of the parameter values for the pseudo-experimental case.

] Parameter \ Value \
Rounding Third digit (0.001)
Random Error +0.001 m
Lack of Measurements 10%
Error in Kg 1%

Table 5.12: Summary of MRD values for TC1 and the pseudo-experimental sensitivity analysis case. The mean and standard deviation
values are shown for 50 random error vectors and the difference applies to the mean of the MRD values.

Reference SA: Pseudo-experiment Difference

TC1 Mean SD of mean MRD [%)]
MRD, | MRDg | MRDy | MRDp | MRDy | MRDp | MRDy | MRDp
Loop1l | 0.2353 | 1.7114 | 0.3363 | 2.1700 | 0.1944 | 1.8058 42.92 26.80
Loop2 | 0.1855 | 1.6350 | 0.3750 | 3.2151 | 0.2129 | 1.5553 | 102.16 96.64

cases (<1% difference), MRDF shows that for both TCs, the SA case is off by a roughly constant factor, as the
forces need to be larger to cause the same deflection. This is visualised in the ratio of the applied force graphs
as per Figure 5.11b and 5.12b, where a near-constant difference of about 5% is present between the reference
and SA case. This corresponds to the value of the artificial error in Kg. The second loop behaviour on the force
optimisation shows similar behaviour for the SA case as it does in the reference case. Hence, an error in the
stiffness matrix would induce a systematic error into the framework. As was the case with the lacking nodes,
the variation in the relative deflection with respect to the reference case is negligible as it is in the order of
0.5%. Since the error in the stiffness matrix is expected to affect only the forces, this is a peculiar result. It is
explained by the way that the optimiser is affected by the forces. When the forces are adjusted differently due
to a variation in Kg, the deflection varies as well and while the optimiser considers only deflection, it allows a
margin in the optimal value given by the tolerance on the objective function. Hence, under different forces,
the converged solution may be slightly different from the reference case, even though the input deflection is
exactly the same as opposed to other SA cases.

5.2.2. Pseudo-Experimental Parameter Set-Up

Following from the individual parameter study, a pseudo-experimental case can be designed which takes into
account common experimental flaws in both the measurements and the model. In terms of the proposed
framework, the parameters for a pseudo-experimental scenario are provided in Table 5.11. With these input
values, an artificial data set can be analysed in a similar environment as an experimental data set. In other
words, these parameters allow the simulation of experimental measurements.

With the pseudo-experimental parameters, the framework is deployed on the two test cases as per sec-
tion 5.1. The MRD values are compiled in Table 5.12 and 5.13 for TC1 and TC2, respectively, and the ratio plots
are shown in Figure 5.13 and 5.14. Since now the random error and lack of measurement parameters are both
included, both pseudo-experimental cases are performed 50 times on different random sets to generate a
statistical analysis.

By looking at the MRD values as displayed in Table 5.12 and 5.13, it is clear that for larger deflections
the framework will become less sensitive to the errors. This was previously concluded due to the fact that
as the deflections increase, the relative changes in force reduce with respect to local errors. Moreover, both
the rounding and random errors induce an increase in the MRD values for the deflection and applied force.

Table 5.13: Summary of MRD values for TC2 and the pseudo-experimental sensitivity analysis case. The mean and standard deviation
values are shown for 50 random error vectors and the difference applies to the mean of the MRD values.

Reference SA: Pseudo-experiment Difference

TC1 Mean SD of mean MRD [%]
MRD, | MRDg | MRDy | MRDp | MRDy | MRDp | MRDy | MRDp
Loop1l | 0.2375 | 1.7153 | 0.1826 | 2.5639 | 0.0920 | 1.8188 -23.12 49.47
Loop2 | 0.1839 | 1.6308 | 0.1723 | 2.5216 | 0.0870 | 1.8617 -6.31 54.92
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Except for MRD,; in TC2 which shows an improvement in its value, it is clear that an experimental scenario
induces more errors. The improvement in MRD, is presumably an anomaly caused by the random variation,
which was also found in the rounding. This implies that it would be suggestible to take several measurements
of the same phenomenon such that the framework can be applied on each measurement. From these runs,
statistical data seems to converge to the most accurate solutions and as such would provide quantitative
insights with reasonable quality. Also, following from the error in Kg being 1% and it being shown previously
that this would correspond to an error in the force of about AMRDF = 1%, the resultant MRDp = 1.5553%
from the pseudo-experimental TC1 case is acceptable. In the same logic, TC2 which employs the pseudo-
experimental parameters provides an acceptable 1.8617% in MRD of the applied force. Considering that the
result from the framework in a simulated experimental environment contains an error of at most 2% for TC2,
the framework is deemed to cope well with the four experimental flaws which were considered.

The 1% difference caused by the error in Ky is clearly visible in the ratio of applied forces plots as per
Figure 5.13b and 5.14b. It is again shown that the quality of the framework’s output improves in terms of
accuracy when the deflections increase as per TC2 with respect to TC1 as seen by the lower visible variation
of the ratios. Moreover, similar behaviour after the second optimisation loop for both TCs is seen when com-
pared to the previous parameter study. Especially the behaviour of the random cases involving the error and
lacking measurements can be noticed after the second loop, where over-fitting occurs which impose large
fluctuations in the standard deviation curves that may become noticeable with singular measurements. The
mean deflection curve after the second loop also shows to match the reference case closer than after the first
loop as seen in Figure 5.13c and 5.14c.

5.3. Discussion

Concluding this sensitivity analysis and therefore the numerical assessment of this study, it is now known
how the framework behaves given certain errors and experimental imperfections such as the measurement
accuracy or the global stiffness matrix error. It is clear that the framework relies on accurate measurements,
yet it remains robust in a situation where measurements are less reliable. It was found that under pseudo-
experimental conditions, the framework may have an error of up to 2% in its force predictions. To achieve
this result, the framework relies on an initial shape function for the aerodynamic load which must represent
the aerodynamic behaviour in the actual encounter. This also provides the framework its robustness, as it will
always have a reasonable first guess at the load which caused the measured deflection. The result mentioned
here was realised with the consideration of a 1% error in the global stiffness matrix, which has the largest
systematic influence on the results.

The influence of an accurate FEM model should therefore not go unnoticed, as any error in this model will
induce equally large systematic errors in the results. While measurement methods are not readily improvable
in terms of accuracy, it is feasible to reduce the systematic error caused by the FEM model’s lack of similarity.
The systematic error in the FEM model is represented in the extraction of the forces while the deflection is
only affected marginally. Moreover, this induced systematic error increases linearly for all deflections and
is constant across the span. This is the same conclusion which Gherlone et al. arrived to as discussed in
subsection 2.1.2 [14].

This numerical analysis also emphasised the importance of an accurate measurement method. In order
to reduce the random errors created by the measurement method in terms or rounding, accuracy and local
lacking measurements, it is advisable to assess the application of different measurement methods to see how
the accuracy varies with respect to marker-tracking method. Finally, the cases in which random values were
considered showed that the mean of such results tend to converge to the reference case. Hence, considering
multiple measurements for the same case would also provide a clearer insight into the results as any random
error may be averaged out. It is noted that the systematic error of the stiffness matrix will not be affected by
multiple measurements as it will be a consistent deviation from the actual wing model.

This behavioural sensitivity analysis shows that through multiple measurements, statistical convergence
can be achieved in order to mitigate any random error. Moreover, the random errors have a larger influence
on the result when deflections are small as the relative error is then larger. On the other hand, the system-
atic error caused by the error in the FEM model will increase linearly in terms of extracted force for varying
deflection. Thus, as the deflections become larger, one may expect less influence of the random error and
more influence from the systematic error in the FEM model. Also, the flexibility of the model itself may affect
how much the random errors influence the model as local deviations become larger with less flexible mod-
els. Models with higher flexibility will not be affected as much by local deviations, as less force is required to
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impose such a deviation for a more flexible model.

Lastly, by taking multiple measurements, lacking nodes may be resolved as this varies per measurement.
While one track may not be available in a first series, it may be present in subsequent measurements which
allows for averaging processes. This also applies to the effect of rounding and random errors. For oscillatory
cases, a singular measurement may be phase-averaged to reduce the effect of random measurement errors.



Experimental Validation

In order to demonstrate the capabilities of the proposed framework to match the research purpose, it will be
put to the test in an experimental environment. In the process, an attempt will be made towards the vali-
dation of its performance with respect to the characterisation of an aeroelastic problem. The experimental
approach and the manner in which the validation data set is extracted was previously discussed in chapter 3.
With clarity on how the experimental data was retrieved, the report has arrived at the application of the
proposed framework on real-life data to evaluate its performance in a non-ideal environment. The marker-
tracking data as retrieved from the discussion in chapter 3 needs further post-processing such that it can be
used in the framework. This process will be explained in section 6.1. Then, two situations will be considered
for the evaluation of the proposed framework in an experimental environment. In first instance, section 6.2
will show the results of the framework in a static test case. Secondly, the framework will be used with data
from a harmonic gust case to assess its performance in a dynamic case as will be explained in section 6.3.

6.1. Data Post-Processing

In order to be able to use the data from the experimental campaign discussed in chapter 3 based on the work
of de Rojas in [7], further post-processing of the markers was required to obtain a better quality of results. In
general, since this thesis applies beam-modelling and the marker grid provides 3D data of the displacement,
the first step was to project this data onto the 1D beam. From the previous assessment on the influence
of the bend-twist coupling — which could be neglected (see section 4.2) — a reasonable approach is to take
the average displacement of all the chord-wise markers. Since each marker is assumed to have the same
displacement in the absence of twist, this allows for a first smoothing of the measurements. By taking the
average of seven chord-wise markers, the effect of the random error is reduced in addition to the averaging
process over several measurements.

For a static case, the beam-like data can now be used in the framework to extract the aerodynamicload, as
no inertial load is present, after mapping the data onto the FEM nodes as discussed later. As for the dynamic
cases, the accelerations must be extracted from the marker data. Since the marker data is prone to mea-
surement errors as discussed in the sensitivity analysis, straight-forwardly taking the gradient of the marker
measurements in time twice provides noisy results as seen in Figure 6.1a. Hence, a different approach is
required. Firstly, the deflection measurements are phase-averaged across the available measurement data
of a harmonic gust with a constant frequency and amplitude. In addition to the chord-wise averaging, this
will aid in providing smoother data for the deflection of a certain node throughout the oscillation. Then, the
phase-averaged sinusoid of the deflection during one oscillation is fitted using a generic function for oscilla-
tions, given by Equation 6.1 with A, B, C and D constants. A is related to the amplitude, B will depend on the
oscillation frequency, C represents a phase shift and D the static deflection caused by the wing’s AOA.

fritx)=A-sin(B-x+C)+D (6.1)

Since the generic shape of the oscillation is the same for each marker on the beam with varying amplitude
and static deflection (A and D), this fit can be applied to each phase-averaged marker deflection curve. This
provides a continuous solution for the deflection of each marker throughout the oscillation. The sine fit is
shown in Figure 6.2 for the phase-averaged tip marker deflection measurements. Performing this fitting for
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Figure 6.1: Comparison of the results of the acceleration at the oscillation time of 0.092 s using the direct and the phase-averaging
approaches.

each marker and then taking the value of all the fits at the same oscillation phase, one may find the instan-
taneous deflection of the entire wing. This is demonstrated in Figure 6.3 for an arbitrary oscillation time of
0.092 s (maximal amplitude) for a harmonic gust of 2 Hz, AOA = 3.32° and a gust amplitude of £5°, on which
more later. The resulting deflection shows zero-values, which are the result of faulty tracks in the STB analy-
sis. Moreover, one can see that one curve is deviating from the same trend as the others. Hence, this approach
may also visualise outliers which need to be taken out of consideration when applying the framework. As dis-
cussed in the sensitivity analysis, these can be taken out of consideration in the framework. By taking then the
second derivative of Equation 6.1, one arrives at the acceleration of the markers during the oscillation and a
similar approach may be done as for the instantaneous deflection. For illustration purposes, Figure 6.1b
provides the instantaneous acceleration at the same oscillation time of 0.092 s. As expected, at the maximal
deflection point the acceleration is in the opposite sense due to the derivative of the velocity’s cosine resulting
in a negative sine. Furthermore, using the formula for the instantaneous acceleration in a harmonic oscilla-
tion given by Equation 6.2, one may find for an oscillation amplitude A 0of18.51 mm and w = B=12.55rad/s
that the acceleration ¥ should equal —2.92 m/s? [47]. This value is reflected in Figure 6.1b, which shows an
acceleration at the tip of —2.91 m/s?. The values for the oscillation amplitude and angular velocity w were
taken from the fit function, where the latter matches also the theoretical value w =27 - f = 12.55 rad/s with a
gust frequency of f =2 Hz which shows that the fit function represents the oscillation well.

f=—A -0’ (6.2)

Finally, the wing has a total of 59 span-wise markers across its planform. The respective FEM model,
however, has a total of 44 nodes when disregarding the root node as it is fixed at zero. To use the marker
measurements for this analysis, the results of the deflection and acceleration must be projected onto those
44 FEM nodes. A simple algorithm was used to achieve this. It searches for the two markers which neighbour
a FEM node location and then linearly interpolates the values of the markers towards this FEM node with a
weight respective to the individual distance of each of the markers to the node. Null values are ignored and
further linearly interpolated with the next neighbour. The result of this mapping process of the deflection for
the oscillation time of 0.092 s from the markers to the FEM nodes is shown in Figure 6.4. It shows that there is
aregion near the tip with large deviations from the rest of the deflection. This is the effect of the linearisation
process with the null measurements and the outlier which was considered in Figure 6.3. These nodes may be
neglected in the final analysis. The same is performed for the acceleration. This procedure is applied after
removing the first 5 cm from the marker measurement grid, as this is situated in the aluminium clamping
region which is assumed to be rigid for the structural assessment.

6.2. Static Case

The static test case for this research was performed with a prescribed angle of attack of 5° and a free-stream
velocity of 14 m/s. Measurements were taken across the entire wing and the markers were processed as per
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Figure 6.4: The mapping of the marker measurement results of the deflection to the FEM nodes.

the procedure described in the previous section. The results from the framework are shown in Figure 6.5. The
deflection is plotted in terms of the actual marker measurements excluding the null/outlier nodes as well
as the deflection which is caused by the theoretical VLM load. The resulting deflection from the framework
is also plotted for both optimisation loops. Similarly for the aerodynamic load, the lift from circulation is
plotted along with the lift from VLM and the result from the two optimisation loops.

Noticeable is the large deviation in the prediction from VLM with respect to the measured deflection
and the framework’s output in Figure 6.5a. The tip deflection under the VLM load is 28.4 mm, whereas the
measured tip deflection is 18.5 mm. This large deviation is further discussed later when assessing the effective
AOA which appeared to be 3.32° rather than the suggested 5°. From the framework, loop 1 and loop 2 provide
respectively a tip deflection of 20.2 mm and 21.2 mm. Here, the first loop has a better match with the tip
deflection than the second loop, which is likely caused by the second loop attempting to match the mid-span
region more. The overall shape of the deflection seems to match with the optimisation loops, though the
tip region shows larger deviations. Looking at solely the marker deflections, however, there is an unexpected
behaviour in the marker tip region. The marker deflection bends back in a negative sense, which does not
correspond to an aerodynamic load situation. The cause of this could be in the measurement of the markers
itself, being prone to errors.

Looking then at the results from the load predictions in Figure 6.5b, again the VLM-based prediction
shows a large deviation in maximal lift load near the root: 15.0 N/m from VLM versus 11.2 N/m from the
optimisation. Considering the match between the lift based on circulation found from PIV and the framework
near the tip region, one can consider that the framework manages to find a more accurate load distribution
than VLM predicts especially at the tip region for 5° AOA. Moreover, since the match between the framework
and the circulation result is good, it is assumed that the stiffness matrix does not contain large errors. Thus,
the deviation between VLM and the framework’s output gives rise to two considerations:

1. The experimental conditions used to generate the VLM loads may be wrong. VLM has proven to
provide good results especially in static cases. Hence, such a large deviation here is unexpected. It can
be related to errors in the actual angle of attack or wind-speed velocity used during the static case. Due
to the sensitivity of the theoretical model to input conditions, this may be the cause of the deviation.

2. The wind tunnel measurements may be influenced by empirical imperfections. Due to empirical im-
perfections such as model imperfections or measurement flaws, the theoretical and actual loads may
differ. Other flow imperfections or model attributes such as the zig-zag strips which are not incorpo-
rated in VLM may also further generate deviations between theory and practice.
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Figure 6.5: Deflection and lift load for the static test case with a prescribed angle of attack of 5° and a constant wind speed of 14 m/s on
the wing model.
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Figure 6.6: Lift coefficient versus angle of attack for the wing in the design study by Mitrotta et al. [30].

These two statements may have a large influence in the validation efforts for the dynamic case, as there
are no circulation-based loads for that case. The dynamic case will be validated with MSC.Nastran, which also
incorporates VLM for its aerodynamic load prediction, and will be further elaborated upon later. If, however,
the measurement conditions are off or the empirical imperfections have too big of an influence on the loads,
these efforts may not provide a realistic insight.

Of the two statements above, the former can be further supported with the application of experimental
lift curve data obtained in the design study of this particular wing by Mitrotta et al. [30]. In this study, a
static deflection test was performed at 25 m/s for varying angle of attack in the same wind tunnel, the OJE
The resultant lift coefficient curve is shown in Figure 6.6, compared to numerical studies with Proteus and
MSC.Nastran. While measurements were taken at an interval of 2° between -2° and 10°, the plot shows a
deviation in AOA measurement of 0.58° which was required to correct for a mismatch in the measured and
effective AOA based on the zero-lift AOA. Since the same wing model was used for this experiment, the ef-
fective AOA must be adjusted by this 0.58° difference. Using then the effective AOA of 5—0.58 = 4.42°, the
analysis is repeated. The value achieved for the net root force from VLM now more closely matches the value
found from the force balance as per Table 6.1, where VLM predicts this force to be 21.1 N for 4.42° as opposed
to 23.1 N for 5°. Hence, it is therefore suggested that indeed the AOA listed in the static experimental cam-
paign was not the effective aerodynamic angle of attack as depicted in the campaign. This error is likely to
have been caused by a misalignment between the rotation table and the wing itself.

It is further noted that for the predicted root force from VLM for 4.42° of 21.1 N, a Cy,,,,, is found of 0.40.
Comparing this to the result of 15.8 IV for the force balance measurement which gives a Cp, .. of 0.30, it is
found that there is still a large deviation in the lift coefficient. It is assumed that the force balance is measured
under the correct effective AOA. Looking then again at Figure 6.6, there is no such large deviation between
the VLM-based MSC.Nastran prediction and the experimental measurement at AOA = 4.42°. Assuming that
this VLM prediction perfectly matches the experimental measurements for the static case and that the lift
coefficient is linear in this small-angle region, one may argue that the ratio of the lift coefficients and AOAs
should match. The following relation can then be used to find a new effective AOA:
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Figure 6.7: Deflection and lift load for the static test case with an effective angle of attack of 3.32° and a constant wind speed of 14 m/s
on the wing model.

Table 6.1: Results for the static case with AOA =5°, 14 m/s and varying AOA for VLM simulations in terms of net lift force measured at
the root of the wing.

| Force Balance | Framework | VLM (5°) | VLM (4.42°) | VLM (3.32°) |

y 158 N | 178N | 231N | 211N | 158 N |
_ St =03 g4 =332 6.3)
aeff = CLVLM aAyLM = 04 . =2. .

Using this information on the effective angle of attack, a new static case was run now with VLM for AOA =
3.32°. The deflection and load plots are shown in Figure 6.7. In the figure for the deflection, it can now be
seen that the VLM deflection matches the measurements more closely. Also, VLM estimates the net root
force to be 15.8 N for 3.32° AOA as seen in Table 6.1, exactly matching the force balance measurement. In
Figure 6.7b, it still shows that only the framework matches the lift from the circulation whereas VLM under-
predicts this load. This indicates that the net root lift force may be affected by certain factors. One such factor
is the boundary layer of the splitter table which was used in the experiment. This may have caused the lift
generated near the root to be smaller, which would then reduce the total lift generated by the wing and thus
also reduce the lift coefficient. Another factor may be the wind tunnel jet expansion effect due to the OJF
being an open jet wind tunnel. This combination effectively reduces the lift generated by the wing especially
near the edges of the jet which in this case was the root of the wing, where the lift is largest. The forces near
the root region also have a smaller effect on the bending of the wing than the tip forces, which is why the
tip region forces have a more prominent role in the deflection and thus on this framework. This explains the
close match of the framework’s prediction with the lift from circulation in the tip region while having a 12.6%
increase in net root force when compared to the force balance.

Furthermore, it is suggested that the behaviour of the marker measurements near the root as visible in
Figure 6.7a by the blue crosses influences the framework prediction, where the local measurements show a
relatively larger deflection with respect to the deflection from the framework load. This sudden deflection is
likely to impose larger forces on the framework and this is reflected in the total lift force. This deflection is an
unexpected behaviour in the beam’s deflection and is suspected to be related to the measurement error, de-
picting the importance of reliable measurements. A similarly unexpected behaviour is found in the tip region
where the tip seems to bend in the opposite direction of the lift load. Finally, it can be seen in the load plot of
Figure 6.7b that the second optimisation loop adjusts towards the circulation-based lift load, effectively em-
phasising the importance of the second optimisation loop where the optimiser has more freedom in adapting
the forces locally. It is noted that the span-wise element in which circulation data was available is limited due
to the limited measurement time-frame.

The deflection measurements in this example are the result of an averaging process in the time domain
over a span of 18.3 s with a sampling frequency of 831 Hz. This translates to a total of roughly 15,000 mea-
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surements. From the results of the SA in chapter 5, it was shown that already with 50 measurements the effect
of random errors can be ignored in the mean approach. This effect is also seen in the present static test case
as there is no unexpected random variation in the load distribution as was seen in the standard deviations of
the random error case.

In conclusion, the framework manages to extract the aerodynamic loads for this static case when com-
pared to a local tip measurement. This is the most important result from this static test case, demonstrating
the feasibility of the framework. It is noted that the tip region is more intricate in its prediction due to tip
losses, and thus a match with empirical data is a favourable result. More spanwise measurements would be
ideal to further validate the load curve obtained through the framework in the root region. A comparison
with VLM showed implications that there were losses of lift near the root due to wind tunnel and boundary
layer effects on the splitter table, reducing the measured net root force. Additionally, it is apparent that the
accuracy of the marker measurements plays a key role in the framework as it may attempt to over-fit locally,
generating a deviation between the measured and calculated forces. The effect of taking multiple measure-
ments of the same case allows for the reduction of the influence of random errors in the measurements, while
systematic errors in for example the stiffness matrix will continue to have the same effect consistently.

6.3. Dynamic Case: Harmonic Gust

For the dynamic case, first it is ensured that it was also conducted with an AOA of 3.32°. Then, a validation
tool is used as was briefly mentioned previously. This tool is MSC.Nastran, which is an aeroelastic solver
commonly used in industry and scientific research [49]. This section will also elaborate on this validation
effort prior to discussing the framework results.

Preliminary Effective AOA Assessment

In order to ensure that the dynamic case was also conducted with a mean initial wing AOA of 3.32°, the marker
data is assessed. This preliminary check is required as the dynamic experiment had a prescribed AOA of 5°,
similar to the static case which has been shown to instead being an effective AOA of 3.32°.

To achieve this goal, it is possible to use the curve-fitting data from Equation 6.1 in terms of the final
coefficient D. In essence, this coefficient represents the static deflection around which the oscillation takes
place. In theory, the value of D at a certain node should equal the deflection of that node in the static case
with an equivalent AOA and V,, if a flat plate would be assumed. For the purpose of this assessment, the tip
node is considered. This is possible under the assumption that the wing oscillates an equal amplitude around
this point, which can be done when ignoring the effect of wing twist during the oscillation.

The tip node in the static case experienced a measured deflection of 18.5 mm. From the phase-fitted
fitting curve for the tip node deflection oscillation, the value D was found to equal 18.6 mm. Due to this
match between the static tip deflection and the value of D which represents the static deflection in the fitted
curve, it is assumed that the wing AOA was also 3.32° for the dynamic case.

Validation with MSC.Nastran

A shell model of the experimental wing in MSC.Nastran was generated in previous research at the department
of Aerospace Structures & Materials at Delft University of Technology. This shell FEM model was used in this
campaign to assess the gust response under the same prescribed conditions as the experimental case. For
this particular dynamic case, it was a harmonic gust with a frequency of 2 Hz, an initial effective AOA of the
wing of 3.32° — which was originally intended to be 5° — and a gust amplitude determined by the angle of the
gust vanes of the gust generator, which varied between 0 = £5°. This translates to a reduced frequency for
this wing of k = 0.11 and implies that the flow is unsteady. Following from the work of Lancelot et al. [22], an
approximate relation between this gust angle and the provided gust vane angle is ag = 6 /2 with the installed
gust generator. Since the gust vane angle for this case being +5°, the gust angle may be approximated as a =
+2.5°. Using then the relation of Equation 6.4, it is possible to estimate the gust velocity as Vi = +0.61 m/s
[7].

Ve
ag = arctan v (6.4)

(e}

MSC.Nastran has various solution sequences which provides support for multi-scenario analyses. For a
dynamic aeroelastic analysis, the solution sequence SOL146 is required. This sequence allows for the simula-
tion of the wing in gust, where the gust can be modelled in either a discrete or harmonic way. For this purpose,
the harmonic gust as mentioned before is numerically prescribed to match the experimental measurements.
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Figure 6.8: Comparison of the lift force from the VLM module used in this report and the VLM from MSC.Nastran at an AOA of 5° and a
free-stream velocity of 14 m/s.

Since the initial AOA of the wing in gust is non-zero, it is required to also run a static aeroelastic analysis with
AOA = 3.32°, which may be performed with SOL144. Since both sequences are linear, the resultant deflec-
tion and aerodynamic load of the static case can be added to the dynamic solution which then represents
the experimental dynamic case. This combination of SOL144 and SOL146 is required since SOL146 has no
natural support for initial angles of attack. Both cases have a free-stream velocity of 14 m/s and the dynamic
simulation is ran for a total of 6 s such that the oscillation may stabilise in time.

Following from a static SOL144 reference case at 5° AOA and V, = 14 m/s, it is possible to do an initial
assessment of the match between the MSC.Nastran shell model and the stiffness matrix as used in the frame-
work, Ks. Using the aerodynamic load in this static case as generated from MSC.Nastran (see Figure 6.8,
the MSC.Nastran curve), the shell model experienced a maximal tip deflection of 23.3 mm. When applying
MSC.Nastran’s load to the stiffness matrix as used in the framework, a maximal tip displacement of 26.6 mm is
found, which is a 14.2% increase over MSC.Nastran’s prediction. This result implies that there is a discrepancy
between the shell and global stiffness matrix model and the circulation-based lift result. The 14.2% increase
in the deflection is closely related to the 12.5% increase in overall load found in the framework’s prediction
for the static case. This could imply that the stiffness in MSC.Nastran is smaller, and thus the deflection is
smaller as well. Hence, the validation with MSC.Nastran for the Kg-model is only approximate. From the re-
sult of the static analysis, where the load near the tip matched an empirical computation based on the global
stiffness matrix, it is assumed that the Kg-model represents the actual test wing sufficiently well to be used
in this framework. When the absolute deflections become larger in dynamic cases, the effect of a mismatch
between the FEM representation and the actual experimental model will linearly increase as was shown in
the sensitivity analysis.

The static load distribution from the SOL144 reference case can also be compared to the VLM-predicted
load for the original case with 5° AOA and V, = 14 m/s. This is shown in Figure 6.8, note that to compare
the lift distribution on the same nodes, the loading was mapped to the FEM nodes similarly as the deflection
and acceleration previously discussed. The comparison shows that the values differ slightly at all nodes. It
is assumed that this is due to the influence of the wing’s deflection on the aerodynamic shape. The VLM
module in this report does not take that into account while MSC.Nastran does. Moreover, the aerodynamic
grid used in MSC.Nastran is not the same as the one used in the VLM module, which was less refined. The
conclusion from this comparison is mainly that the second optimisation loop is necessary for this analysis, as
a generic aerodynamic load shape does not take into account wing deflection. Hence, the second loop allows
the framework to make local adjustments according to such aeroelastic effects which are not incorporated
into the theoretical LLT prediction.



6.3. Dynamic Case: Harmonic Gust 73

Table 6.2: Characteristics of the harmonic gust for the dynamic test case.

| Voo [A0A] [ | %6 |
[14m/s [ 3.32° [ 2Hz | +5°

Lastly, as was discussed before, MSC.Nastran also uses VLM to predict the aerodynamic load. As with
the static case, there may be empirical flaws in the initial AOA, free-stream velocity and the gust behaviour
(frequency and amplitude) for the dynamic experiment. This needs to be considered in the discussion of
the comparison between the framework output and the validation effort based on the effective AOA which
was shown to be 3.32° and deviates from the intended 5°. Particularly for the dynamic case, the gust velocity
which was calculated through an approximate relation may induce unwanted results.

Dynamic Case Results

In first instance, the dynamic case is characterised by the aspects as per Table 6.2 for a harmonic gust. The
experiment is performed under the same circumstances as the static case, implying that the effective mean
angle of attack of the wing was in fact 3.32° as was shown before by comparing the tip deflection. The results
in terms of marker-displacement and acceleration were phase-averaged using the method discussed before.
The data from the force balance at the root in terms of net total force in z (direction oflift) and the net moment
in x (longitudinal axis of root-chord, bending moment), as well as the results from the MSC.Nastran validation
scenario were also phase-averaged. The comparison between the three sources where applicable is made in
Figure 6.9. Note that until now, the aerodynamic force and the resultant deflection were always considered in
the positive sense. Due to the set-up of the force balance, however, a positive deflection was measured in the
direction of negative lift for the balance. Hence, all graphs will be adjusted to be in the same reference system
as the force balance. The net moment in x for the force balance is adjusted for the fact that the wing was in
fact mounted 333.5 mm above the reference x axis in the force balance coordinate system. This includes the
5 ¢cm aluminium clamped wing section.

The figure for the net total root force in z or the lift as per Figure 6.9a shows good overall agreement
in terms of magnitude of the root force. It can be seen that there is an error at lower deflections (low net
force) which is likely caused by the fact that for smaller deflections the relative error is larger. As per the
sensitivity analysis, this has shown to increase the error. Looking at the higher load cases and thus higher
deflection points, the error grows slightly larger with deflection. Following from the consideration in the
sensitivity analysis, it is assumed that the stiffness matrix has an irregularity with respect to the actual model.
Errors in the stiffness matrix are consistent and grow linearly with the load. Through the phase-averaging
approach over multiple oscillations (up to 80 individual oscillations), it may be seen that the results do not
show any effects of random errors. This has a similar effect as using statistical averaging to reduce the random
influences in the SA. Finally, the wing was modelled in FEM as 1.75 m, where in reality itis 1.8 m and the 5 cm
clamping region was assumed rigid. This assumption may have caused an error in the results as the deflection
caused by the twist just aft of the clamping region may have increased the deflections overall. This is not taken
into account for the framework.

Similarly to the net root force, Figure 6.9b shows the net root moment along the free-stream, which is
created by the wing loading and may be called the wing bending moment. This moment was chosen since
this gives an indication of how well the actual load distribution matches the predicted one. The moment is
created by an equivalent resultant force of which the respective location of application represents the load
distribution. A higher moment coefficient means a more tip-heavy load and vice versa. From the figure, it
is noted that indeed the moment from the framework is larger than the moment as measured by the force
balance. By considering the result from the net root force — which was also predicted larger than measured —
this may be explained by the larger overall root force. Hence, there is no direct indication of large mismatches
in terms of the instantaneous span-wise load distribution. Similar errors are found in the small deflection
region with smaller loads, as the relative error in measurement is higher, and at larger deflections, where
errors in the stiffness matrix Kg have a linearly increasing effect on the predicted forces.

For the net aerodynamic force at the root in Figure 6.9c, one can clearly see the influence of the error at
smaller deflections. The error under larger deflections is assumed to be related to an error in the stiffness
matrix as was found before in the comparison of the deflection of MSC.Nastran and Kg under the same load.
It is noted that there is no plot for the force balance as the two forces at play (inertial and aerodynamic) can-
not be separated for this measurement. Moreover, the difference between the first and second optimisation
loops cannot be defined for the net root force at smaller deflections and at larger deflections it shows that
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the second loop results in a higher net root force. Furthermore, due to the close match between the total net
root force for MSC.Nastran and the force balance, as well as the respective match in amplitude for the aerody-
namic force between MSC.Nastran and the framework, the set-up of the validation sequence in MSC.Nastran
may be considered reliable in terms of gust velocity V.

The inertial force in Figure 6.9d from MSC.Nastran and the framework show similarity in the overall am-
plitude of the curves. Especially considering the approximation of the mass distribution with volumetric
calculations, the result does not vary much in overall amplitude with respect to MSC.Nastran. Other varia-
tions in amplitude may be caused by the variation of the deflection in MSC.Nastran and the experimental
measurements, as it showed previously that for a static load the deflection does vary. Smaller deflections are
expected in MSC.Nastran for the gust, implying that the accelerations will be smaller accordingly. Previously
in the discussion of the sine fit for the deflection, at the tip a deflection amplitude of A = 18.51 mm was
found, whereas MSC.Nastran predicts an amplitude of gust deflection of 14.9 mm. Since the acceleration
amplitude is directly related to the amplitude of the deflection, this is a clear indication of this difference in
inertial force. The reason for said difference in deflection could lie with the stiffness of the shell model vary-
ing with the experimental model. Noticeably is the secondary oscillation of the inertial force in MSC.Nastran,
which is assumed to be caused by the sine gust input acting as a sudden step input at ¢ = 0 s and activates
a higher vibrational mode in the model. This was confirmed to match the structure’s third vibrational mode
at 28.8 Hz using MSC.Nastran’s built-in eigenvalue analysis function. Lastly, MSC.Nastran did not take into
account viscous damping as per its set-up. Hence, in reality it is expected that the amplitude of the oscillation
in the curve of the inertial forces for MSC.Nastran is slightly lower due to the effect of damping.

Using the results as shown in Figure 6.9, the ultimate goal of the thesis can be reached as the FSI character-
isation of a harmonic gust may be performed using the proposed hybrid numerical-experimental approach
on a flexible wing. Since only measurement data of the markers has been used to predict the load with an
iFEM framework, the original proposal is not compromised. The sole part which needs further validation is
the exact distribution of these loads at instantaneous moments such that the prediction of the span-wise dis-
tribution can be confirmed. At this stage, there is no direct implication that this aspect is not accurate, given
the good match between the predicted and measured moments. Finally, a comparison with MSC.Nastran
showed that the proposed marker-based approach manages to extract the inertial forces from the motion of
the wing.






Conclusion

The purpose of this thesis was to develop a framework which combines numerical and experimental evalu-
ation techniques to quantify the three aeroelastic forces in the event of a harmonic gust with unsteady flow
behaviour for a flexible wing. The proposed framework makes use of a marker-tracking technique and an
inverse finite-element method (FEM) model based on the composite structure of the test wing to retrieve
the span-wise aerodynamic and inertial force. It was developed based on a preliminary study on the shape
of the load distribution, the FEM model and the inertial loads for a dynamic case. The framework uses two
optimisation loops where the first attempts the scaling of a lifting-line theory (LLT) load curve to meet the
measured deflection and the second then tunes the forces in a more local sense to match local deflections.
The separation between the inertial and aerodynamic loads, and their resultant deflections, is done based on
a linear separation of the two which allows for the characterisation of the three aeroelastic forces.

In order to understand the behaviour of the novel framework, a behavioural sensitivity analysis was con-
ducted to assess how flaws in the modelling and acquisition during an experimental campaign may affect the
results. The flaws which were considered were expressed in terms of measurement accuracy and FEM model
representation of the experimental wing. It was found that the framework continues to provide accurate load
distributions for the static numerical case even when such flaws were present. The result of the framework
for a pseudo-experimental data-set which included the aforementioned flaws showed at worst a 2% error in
its force prediction with respect to a reference case.

Following this analysis, the framework was used with experimental data for a static and dynamic test case
with a flexible wing under a 3.32° effective angle of attack (AOA) and a free-stream velocity of 14 m/s in the
Open Jet Facility (OJF) at Delft University of Technology. It was found that the lift distribution near the tip
region matched data from local circulation measurements with particle-image velocimetry (PIV) and that
the net root force matched closely with force balance measurements. The framework had a net root force of
17.8 N whereas the balance measured 15.8 N. A vortex-lattice method (VLM) model came out to 15.8 N under
the same circumstances though this solution did not match the circulation-based lift load. This analysis
showed an inconsistency in the prescribed AOA and the effective AOA, which was found to be 3.32° rather
than the prescribed 5°. Hence, the VLM result may be flawed as the real case was likely under a different AOA
still. Moreover, other experimental inconsistencies with respect to the framework such as the application of
zig-zag strips on the test model and wind tunnel effects were considered in drawing the conclusion of the
comparison of the framework’s capabilities with the measurements and VLM. It is expected that the splitter
table in the test set-up induced a boundary layer which reduced the net lift root force and thus the resultant
lift coefficient which was used to calculate the effective AOA.

The dynamic case was a harmonic gust excitation under the same static circumstances with a frequency
of 2 Hz and a gust vane AOA of +5° which defined the gust amplitude. From a preliminary static assessment
on the validation tool of MSC.Nastran, it was found that the shell model as used by MSC.Nastran and the FEM
model used in the framework have minor discrepancies based on an analysis of the tip deflection of the two
models under the same load. The dynamic force balance measurements were compared to the prediction
from the framework and the results of MSC.Nastran in terms of the net root force, root moment in the longi-
tudinal direction and in both aerodynamic and inertial net root forces. Overall, the results matched closely
though the framework had an over-prediction in the root force, likely caused by the error in the FEM model
and the loss of lift induced by the boundary layer in the experiment. Moreover, at smaller deflections it was
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shown that the framework performs with less reliability as the relative error in marker measurement increases
when the absolute deflection is smaller. The dynamic case also showed that it is possible to calculate the iner-
tial forces from a mass distribution and the acceleration from the markers, which closely matched the inertial
forces from MSC.Nastran. Hence, the framework has proven its feasibility in the quantitative characterisa-
tion of Collar’s triangle in an unsteady dynamic case when considering net root forces. The bending moment
coefficient was used to assess the overall load distribution during the gust. At this stage, there is no reason
to believe that the span-wise distribution is inaccurate since the root moment was also closely matching the
force balance measurements considering the aforementioned differences in net root force though further
validation is required for this topic. Lastly, both for the static and dynamic cases it was concluded that with
the application of statistical averaging of multiple measurements through mean or phase-averaging compu-
tations it is possible to reduce the effect of random errors in the measurements up to the point where they are
negligible. Only errors in the FEM model were found to be systematic and are found in the force distribution.

In pursuance of further research on the framework, a few recommendations may be made. In first instance,
the aforementioned static and dynamic cases may be further validated in the span-wise sense with another
experimental campaign in which the focus lies on resolving the actual load on the wing. In such a campaign,
more span-wise measurements with PIV may allow for an insight into the actual load distribution rather than
relying on a VLM result. The prediction which is based on an LLT function may also be changed to more
complex models to incorporate other unsteady effects. In addition, as a linear separation was performed for
the three deflection components caused by the three individual forces, further assessment is necessary to
assess the performance when non-linear deflection effects are present.

For improvements on the framework itself, one may consider to include the measurements from the force
balance as constraints. By using the net root force and the root moment as constraints, the optimisation may
take these into account to further adjust the results towards empirical values. The input to the framework
may also be improved by using shape functions to describe the deflection of the structure to reduce the effect
of the error in the marker measurements. For this sake, one may also consider using other displacement
measurement techniques which provide a similar span-wise deflection and higher accuracy.

Finally, it was shown how an error in the used FEM model has a linear relation to the error in the resultant
aerodynamic force. In following applications of the framework, it is suggested that an effort is made to reduce
such errors in the FEM modelling. One could consider ground-vibration tests to assess the natural frequen-
cies of the structure or static deflection tests to compare deflections from the FEM model and the actual test.
A similar assessment may be performed to ensure that the mass distribution used for the inertial forces is
improved.
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