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Abstract

Due to urbanisation, improved living standards and electrification, approximately five times more raw
minerals are necessary in 2050 compared to 2018. In deep oceans, the seafloor contains these miner-
als in the form of polymetallic nodules. Nodules are about the size of golf balls that grow throughout
the ocean at depths between 3500 m and 6000 m. They contain a wide variety of metals, such as
manganese, copper, nickel, cobalt. Nowadays, for large-scale applications, hydraulic lifting is almost
exclusively considered for vertical transportation through the water column. However, there is little re-
search available about using other techniques instead. To tackle this knowledge gap, this thesis studies
the feasibility of transporting the nodules using a concept of mechanical lifting. The concept used in this
thesis consists of two alternating containers that are lowered and hoisted by lifting and guidance wires.
Due to the conditions, such as the large depth, the environmental characteristics and the positioning and
heading of the vehicles, there are technical uncertainties regarding mechanical lifting. Risks include
the yaw rotation of the container, which might result in rope entanglement and wearing of the ropes.
This thesis presents a study into the yawing stability of the concept of mechanical lifting for the vertical
transportation of polymetallic nodules, which is a crucial factor to operate reliably.

The research question is answered by performing an experimental test and a CFD analysis. The ex-
perimental tests include the dynamics of the system while testing various configurations and is validated
by an analytical integration in time and a CFD simulation at model scale. The CFD analysis takes away
the uncertainties and unknowns: the drag force, the yawing moment and the fluctuation magnitudes and
frequencies. The CFD analysis is performed using the open-source software OpenFOAM and simu-
lates multiple configurations. The results of the simulations are compared to the restoring moment by
the guidance wires, by transforming the excitation moments into static and dynamic responses of the
system. The CFD model is validated by testing the model with a 2D cylinder and 3D sphere, and by
performing a mesh convergence study. The CFD simulations are validated by literature.

From the results, it can be concluded that mechanical lifting has high potential. The system can
stably be transported at 2 m/s, as the static and dynamic responses are well within the safety limits. The
largest response occurs in the middle of the water column, as the rotational stiffness is the smallest at
that location. The dynamic response is smaller compared to the static response, as the high frequent
fluctuations (f > 0.075 Hz) are damped. Rope entanglement will not occur during normal operation at
2 m/s. However, critical situations due to incidental events can arise, including a winch failure, friction
or a sudden high current. This has not been evaluated in this research and therefore stability cannot be
guaranteed. As lowering at 3 m/s with an inclined system and including the current results in a static
maximum yaw rotation larger than the safety limit, the stability cannot be guaranteed for operating at 3
m/s.
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1
Introduction

Research shows that in 2050 about five times more raw minerals are necessary compared to 2018 [1].
This is an enormous increase and that is due to a couple of reasons. The first one is urbanisation, as the
global population is and has been rising. Studies show that the population might even rise to 10 billion
at its peak in 2060 and thereby the world’s building stock might even double [2]. Secondly, the living
standards are improving and thus for each person more materials are needed. And finally, the energy
transition is a crucial contributor to the demand of raw metals. Every day more transport, households,
factories and data centres are moving away from fossil fuels to renewable energy. Manufacturing new
lithium-ion batteries, for instance, needs specific metals like nickel and cobalt, and for part of these
metals, no recovery or recycling is possible [3]. A second example is the manufacturing of electrical
equipment, where copper is an important component. Nowadays, these metals are found in mines in
mostly Africa, Indonesia and Australia. The working conditions are terribly rough, as they have to dig
deeper and deeper. Besides, the production costs of mining in those areas is increasing.

There is an opportunity. In deep oceans, the seafloor contains these minerals in the form of polymetal-
lic nodules. Nodules are about the size of a golf ball that grow throughout the ocean at depths between
3500 and 6000 m and contain a wide variety of metals, such as manganese, copper, nickel, cobalt [4].
The growth rate of the nodules is low, about the order of millimetres to tenths of millimetres per million
years [5]. Its existence has already been known since the 1860s [4]. However, exploitation was more
difficult than imagined and thus it was not given any serious attention until the 1960s [4]. By then an
American geologist, named John L. Mero, published a book where he explained that the seabed can
bring a major supply of minerals [6]. However, shortly after, the metal prices collapsed and the interest
decreased [4]. Nowadays, due to the drivers mentioned above, the interest in commercial exploitation of
the nodules has renewed. The nodules sit on the surface of the seabed, as buried nodules are rare [7]. An
overview of the locations of the nodules is presented in Figure 1.1. The areas with most commercial in-
terest are the Clarion Clipperton Zone and the Penrhyn Basin in the Pacific, due to their high abundance.

As a presentation by GSR [2] pointed out, there is a paradox. Nowadays, due to climate change, bio-
diversity loss is an important topic of many discussions. The step the world is taking against climate
change is electrification and thus deep sea mining might become essential. However, the deep seas are
one of the few areas still untouched by humankind and thus an objection to deep sea mining exists. That
objection is biodiversity loss, which is exactly what we are trying to avoid. This shows that to be able to
make deep sea mining commercial, the uncertainties in the environmental impact must be proven to be
low enough. This needs to be done to the International Seabed Authority, which is a UN organisation
that holds the regulations and procedures in international waters. That is a challenge.

Technical uncertainties are present as well. The first one has to do with the location. Deep sea mining
of polymetallic nodules happens at depths of 3500 m to 6000 m. The depth causes differences in envi-
ronmental characteristics, such as hydrostatic pressure, temperature, density and salinity. Likewise, the
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Figure 1.1: Locations of polymetallic nodule fields [8].

seabed is different. At such large depths the seabed is extremely soft, which is crucial in the design of
the underwater collector vehicle. Also, the positioning and heading of the vehicle become difficult and
challenges arise considering the vertical transport system. The nodules have to be transported through
the water column over a distance of six kilometres. How do you know what the vehicle is doing at 6000
m underwater? What if there is a failure and you are not able to hoist the vehicle? Therefore, designing
on robustness and reliability becomes highly important and knowing exactly what the system is capable
of, is a must.

Various companies and organisations are researching possibilities for a concept and some are already
executing tests and exploration missions. For large-scale applications, hydraulic transport is almost
exclusively considered nowadays for the vertical transportation of the nodules. However, hydraulic
lifting has a lot of technical difficulties and uncertainties and there is limited research available about
using other techniques instead. Therefore, more research needs to be done to understand what technique
is most reliable. This thesis is a feasibility study of transporting the nodules using mechanical lifting.

1.1. Concept introduction

• Reliability/Robustness: In mechanical lifting most power components are located at the vessel,
causing for more easy repairs and maintenance work. Besides, the underwater system can be
more easily hoisted to the vessel in the case of failure. If a repair must be performed underwater,
a mining operation could be put on hold for days, maybe even weeks.

• Environmental impact: Commercial deep sea mining can only take place if the environmental
impact is proven to be low enough. Lowering the impact is done by reducing spillage and the
sediment plumes as much as possible. Mechanical lifting, compared to for instance hydraulic
lifting, could reduce the returning sediment plume and decrease the underwater noise.

• Proven concepts: An integrated system that is based on proven concepts has a higher chance of
succeeding. Technologies and developments from the dredging and salvage industry are used in
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the concept of mechanical lifting, which is the expertise of Boskalis.

Due to the conditions in which deep sea mining takes place, there are somemajor technical uncertainties
regarding mechanical lifting. The risk of the transportation system is rotation of the container, which
might result in rope entanglement and wearing of the rope. Boskalis introduced a cursor frame attached
to the container to guide all ropes during transportation. A schematic overview of what the container
with cursor frame looks like is given in Figure 1.3. Red indicates the guidance wires and blue indicates
the lifting wires. The cursor frame is open on one side, as shown in Figure 1.3a, as this is required by
the design of the docking unit to fill the container with nodules.

1.2. Research questions
This research will focus on the stability and excitation of the vertical transportation system, which is a
crucial factor in the system to operate reliably. The research question and sub-questions for this thesis
are presented below.

Can the combined system of the container and the cursor frame, for the vertical transportation of poly-
metallic nodules by means of mechanical lifting, stably be transported?

1. What are the geometrical parameters and hydrodynamic characteristics of the system?

2. Using the site’s specifications, what are the phenomena that are deemed most critical during
transportation, due to the lifting system and the environment at the sites?
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3. Based on the state of the art, what modelling techniques are available and which is/are most
suitable for this research?

4. What are the forces and moments on the system during hoisting and lowering and how are they
fluctuating?

5. Can the stability of the combined system during vertical transportation be assured, meaning with-
out rope entanglement or extensive yawing of the container?

Figure 1.3: Schematic overview of the top view (a) and the side view (b) of the concept with the guidance
wires in red and the lifting wires in blue.

1.3. Approach
An overview of the structure of this thesis is shown in Figure 1.4, where each box signifies a chapter. A
blue box indicates an analysis and the arrows indicate what the chapter is based on. The first two sub-
questions of this research are answered in the concept introduction in Chapter 2 and in the analytical
analysis in Chapter 3. The concept introduction presents a detailed description of the concept of the
vertical transport system used in this thesis. Besides, it includes the site’s specifications, and the scope
of this thesis. The analytical analysis gives an overview of the phenomena, in which first the restoring
moment due to the guidance wires is discussed and further on the yawing moment due to the external
forces, divided into a mean yawing moment and fluctuations. Thereafter, the methodology is presented
in Chapter 4. The methodology answers sub-question three. It describes the modelling techniques most
suitable for this research. Defining the methodology is based on the uncertainties and unknowns found
in the analytical analysis and on public research on similar research problems.

The fourth sub-question is answered by two separate analyses that can be placed in parallel: The ex-
perimental test in Chapter 5 and the computational fluid dynamics (CFD) analysis in Chapter 6. The
two analyses combined make the results of this thesis. In Chapter 5, the experimental test, the scaling
effects are discussed and the parameters are defined. Various configurations are tested and the results
with validation are presented. Chapter 6 on the CFD analysis presents the structure and details of the
CFD model and the result of various simulations. The analytical analysis is used to validate the result
of the CFD analysis. Thereafter, the discussion is presented in Chapter 7, including a CFD simulation
of the experimental test, an overview of the static and dynamic response of the system and a calculation
into the energy consumption of the vertical transport system. The conclusion is presented in Chapter 8,
where the final research question is answered. The recommendations for future research are stated in
Chapter 9.



1.3. Approach 5

Figure 1.4: Flow chart of the structure in this thesis.
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2.2. Site specifications
This research focuses on two locations for mining polymetallic nodules: The Penrhyn Basin and the
Clarion Clipperton Zone (CCZ). As presented in Figure 1.1, the CCZ is located between Mexico and
Hawaii and the Penrhyn Basin is located in the exclusive economical zone of the Cook Islands. These
locations have most commercial interest, as the high abundance of nodules is high and sea floor flat [7].
An overview of the abundance variability is given in Figure 2.4.

Figure 2.4: Overview of the variety of nodule abundances [11].

The CCZ is a region of about 6 million km2 in the Pacific Ocean with depths between 4000 and 5500
m. The Penrhyn Basin lies within the 200 nautical miles of the exclusive economical zone of the Cook
Islands. More than half is ultra-deepwater, 4500 to 5500 m, with polymetallic nodules on the seabed
[7]. The cobalt content in the Penrhyn Basin is approximately 0.43 %, high for polymetallic nodules
[7]. The specifications of the sites are listed in Table 2.2, with their references in Appendix C.

Table 2.2: Summary site specifications for the CCZ and the Penhryn Basin.

CCZ Penhryn Basin Ref. Appendix C
Temperature at d* = -2750 m 1.6 ◦C 1.6 ◦C Figure C.1a
Temperature at d = -5500 m 1.1 - 1.2 ◦C 0.95 ◦C Figure C.1b
Salinity at d = -2750 m 34.7 g/kg 34.7 g/kg Figure C.2
Density 1025 kg/m3 1025 kg/m3 Figure C.3a
Kinematic viscosity 1.76𝐸−6 m2/s 1.76𝐸−6 m2/s Figure C.3b
Current at -5500 < d < -1000 m 0.1 m/s 0.1 m/s Figure C.4 and C.6
Current at d = -200 m 0.2 m/s 0.2 m/s Figure C.4 and C.6
Current direction all all Figure C.5 and C.7

*d is the depth [m]
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2.4. Coordinate system
For the translations and rotations, a vessels coordinate system is used. This is shown in Figure 2.5,
where the arrows indicate the positive directions. All angles are defined clockwise.

Figure 2.5: Coordinate system.
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3
Analytical analysis

The first step to determine and understand the phenomena and get an estimation of the forces and mo-
ments acting on the container and cursor frame, is to perform an analytical analysis. The analysis is
divided into two parts: the restoring moment due to the ropes and the yawing moment due to the ex-
ternal forces acting on the system. The restoring moment is induced by the guidance and lifting wires,
which is dependent on the depth and the yaw rotation. The yawing moment is split into the mean yawing
moment and fluctuations. The mean yawing moment is induced by drag, the current and torsion in the
lifting wires. The self-weight of the container and cursor frame have an effect on the drag and current,
as it can tilt the system. The fluctuations in the yawing moment are caused by vortex shedding. In ad-
dition incidental events are discussed. An overview of the analytical analysis is summarised in Figure
3.1. The blue blocks are discussed in the next sections.

Figure 3.1: Overview of the analytical analysis.

3.1. Restoring force and moment
The moving system induces restoring forces and a corresponding restoring moment by the tension in the
lifting and guidance wires. The magnitude depends on the offset, as shown in Figure 3.2a. An example
is given in Figure 3.2b: a rotation of 45◦, a translation in the X-direction of 5 m and in the Y-direction
of 6 m. S1 to S4 are the locations of the guidance wires and L1 and L2 are the locations of the lifting

13
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Figure 3.6: Numbering of the parts for further calculations.

Table 3.1: Submerged weight of the parts.

The centre of gravity of the container as calculated in Appendix E.1.
The location of the centre of gravity of the container and cursor combined, full and empty, with respect
to the lifting point in (0, 0, 0), are shown in Table 3.2. For the full container, uncertainty in the centre
of gravity is present, as the nodules could be unevenly distributed.

Table 3.2: Distance of the centre of gravity to the lifting point for different situations.

3.2.1. Mass moment of inertia
The mass moments inertia of the system, with and without added mass, are summarised in Table 3.3.
These values represent the mass moments of inertia of the empty container and are calculated as the
sum of the mass moments of inertia for each body by

𝐼 =
∑

(𝐼𝐺 + 𝑚 · 𝑑2), (3.1)

with
𝐼𝑔 as the mass moment of inertia through the centroid G of the body [kgm2],
𝑑 as the distance between the centroid of the body and the axis [m],
𝑚 as the mass of the body [kg].

The calculations can be found in Appendix E.6 and E.7.
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Table 3.3: Mass moment of inertia (MOI) with and without the added mass incorporated.

3.2.2. Eigenperiod
With the added mass incorporated in the inertia, the eigenfrequency of the system can be calculated by

𝜔𝑛 (𝑑) =

√
𝐾𝑟𝑜𝑡 (𝑑)
𝐼𝑧

, (3.2)

with
𝜔𝑛 (𝑑) as the eigenfrequency as a function of the depth [rad/s],
𝐾𝑟𝑜𝑡 (𝑑) as the rotational stiffness around the Z-axis as a function of the depth [Nm/rad],
𝐼𝑧 as the mass moment of inertia around the Z-axis [kgm2].

The eigenfrequency and corresponding eigenperiod are shown in Figure 3.7. The eigenperiod is cal-
culated by dividing 2𝜋 by the eigenfrequency. At a depth of -2750 m and a yaw rotation of 45◦, the
eigenperiod is 32 s.

(a) (b)

Figure 3.7: The eigenfrequency (a) and the eigenperiod (b) over the depth for a yaw rotation of 20◦ and
45◦ respectively.

3.3. Drag
During operation, the system is experiencing drag forces. This is shown in Figure 3.8, with Figure 3.8a
the lowering operation and Figure 3.8b the hoisting operation. The orange arrows indicate the drag
forces, the green arrows indicate the submerged weights and the yellow arrow is the lifting force. The
drag force is calculated by

𝐹𝑑 =
1
2
· 𝐶𝑑 · 𝐴 · 𝜌 ·𝑈2, (3.3)

with
𝐶𝑑 as the drag coefficient of the object [-],
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3.7. Vortex shedding
The flow patterns for a flow around a cylinder are shown in Figure 3.12. Table 3.4 shows that the
Reynolds number for the cursor frame lies between 4.55E+05 and 6.82E+05, for transporting between
2 and 3 m/s. This corresponds to the middle pattern in Figure 3.12, the critical flow regime, where the
wake is disorganised and no clear vortex street is apparent. However, as the flow velocity at the cursor
could decrease due to the container being present, a vortex street could develop.

Figure 3.12: The flow regimes for a cylinder dependent on the Reynolds number [17].

The Reynolds number for the container is between 6.82E+06 and 1.02E+07, for transporting between 2
and 3 m/s. Comparing to the flow around a sphere for the same Reynolds numbers, gives the rightmost
flow in Figure 3.13. A fully turbulent disorganised wake is developed.

Figure 3.13: The flow regimes for a sphere dependent on the Reynolds number [18].

3.7.1. Vortex induced vibrations
Vortex shedding can induce vortex-induced vibrationswhen the flow on a body develops vortex shedding
at or near the structural natural frequency of the body. The lock-in phenomenon can occur and large
vibrations arise. Vortex-induced vibrations are an important design issue in particular for areas with a
large depth, such as risers, as the large height lowers the natural frequency of a structure and thus lowers
the magnitude of the current required to induce vortex-induced vibrations [19]. Although the current at
Penrhyn Basin and the Clarion Clipperton Zone is low (0.1 m/s), the hoisting and lowering operation
does create a high relative velocity (2 to 3 m/s). The natural frequency of the container and cursor frame
changes over the depth as shown in Figure 3.7a and therefore operating at or near the natural frequency
somewhere along the water column is a possibility.

3.7.2. Strouhal number
An important parameter in vortex shedding is the Strouhal number, which describes the oscillation in
the flow. The Strouhal number can be calculated by





3.8. Incidental events 24



4
Methodology

The question is whether the restoring moment by the guidance wires is large enough to account for
the yawing moment acting on the system while hoisting and lowering through the water column. The
analytical analysis in Chapter 3 is accompanied with uncertainties. Firstly, because the calculations
approximate the shape of the system. Secondly, the simplified calculations do not include interaction
between the parts of the system and finally, dynamics are not yet considered. Therefore, the modelling
technique(s) should give answers to the following questions:

1. What is the drag on the system?

2. What is the yawing moment induced by the vertical transportation and/or current?

3. What are the fluctuations in the yawing moment?

The topic of this research is a fluid-structure interaction problem. This is the field where fluid dynamics
and solid dynamics come together. These problems can be solved by using computational methods
or analytical expressions. However, analytical expressions have simplifications, such as a limited flow
and solid deformation regime, only linear phenomena and simple geometries [21]. Therefore, it cannot
include large structure deformations and turbulence, which computational methods can [21].

4.1. Other fields
Little public research is available about the research problem and thus an overview of other fields that
offer literature on similar problems is given. This includes modelling of load-lifting mechanisms, riser
dynamics, hydrodynamic characteristics of a remotely operated vehicle and modelling of mooring sys-
tems.

4.1.1. Modelling of load-lifting mechanisms
The vertical transport system shows similarities to load-lifting mechanisms, which are usually modelled
as mass-spring-dashpot systems. An example is a dynamic model for crane lifting with multiple degrees
of freedom [22]. A second example is the dynamic model for an elevator. An elevator is guided during
lifting and lowering. The dominant influences on the dynamic behaviour are the elements’ masses, the
rope stiffness and the driving mechanism characteristics [23]. In elevators with great heights and high
velocities, the stiffness drastically changes, which is the case for the transportation system of this thesis
as well. The differential equations for this problem are described by Vladic et al. (2011) [23].

4.1.2. Riser dynamics
In Chapter 3, vortex shedding has been introduced as a phenomenon that can induce periodic forces on
the system. Literature exists on vortex-induced vibrations in riser dynamics. A riser is usually mod-
elled as an Euler-Bernoulli beam, which vibrates due to waves, currents and vessel movements [24]. The
deflections are lateral, transverse and axial, all dependent on position and time. For risers with large
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depths, the ocean current is the main cause of damage by vortex induced vibrations, as it acts over the
entire length [25]. The important contributions when modelling a riser can be divided into four areas:
the hydrodynamic force [26, 27], lateral vibrations [28, 29, 30], transverse or vortex-induced vibrations
[31, 32, 33] and multi-dimensional riser models [34, 35].

Analysing riser systems is usually done numerically or experimentally, as for distributed-parameter
systems (nonlinear PDEs) an analytical solution is not always feasible [24]. The solution to the equation
ofmotion of a riser system can be obtained by static or dynamic analysis. The static analysis is performed
to obtain the solution under a constant load, where inertia is not considered. For dynamic analysis,
inertia, the time-varying load and the movements of the vessel are taken into account. There are three
types of dynamic analysis: time-domain, frequency-domain and stochastic [28].

4.1.3. Hydrodynamic characteristics of a remotely operated vehicle
Public research is available on finding the hydrodynamic characteristics for complex-shaped remotely
operated vehicles. Zan et al. (2020) show the result of an experimental and numerical analysis, to find
insights into the asymmetric and non-linear effects in other degrees of freedom while moving in one or
two degrees of freedom [36]. The numerical results are compared to experimental testing. The study
revealed that additional hydrodynamic forces were present, solely due to the asymmetrical structure of
the remotely operated vehicle [36]. The numerical study by Zan et al. (2020) is performed with the
computational fluid dynamics (CFD) STAR-CCM+ numerical software, using the Reynolds-Averaged
Navier-Stokes equations [36]. The analysis shows that the forces and moments in the direction of the
motion were symmetrical and those perpendicular to the direction of the motion were asymmetrical
in a longitudinal and vertical motion, due to the asymmetrical characteristics of the remotely operated
vehicle [36]. This can be explained by vortex shedding.

A study by Li et al. (2020) researches the hydrodynamic characteristics of an open-frame remotely op-
erated vehicle with the open-source CFD software OpenFOAM with four principal degrees of freedom
using the Reynolds Averaged Navier–Stokes equations [37]. Again the numerical analysis is compared
to experimental testing. Another study, about the hydrodynamic calculation and analysis of a complex-
shaped underwater robot, was performed by Zhandong Li et al. (2017) [38]. Again CFD and experimen-
tal testing were used. The numerical simulation is divided into two types: a steady-state solution and an
unsteady-state solution. The unsteady-state simulation was performed to find the inertial hydrodynamic
coefficients. The steady-state simulation was performed to find the hydrodynamic force and moments.
In all CFD simulations mentioned above, the turbulence model 𝑘 − 𝜖 model is used, which is one of the
most widely used turbulence models for external aerodynamics and hydrodynamics [39].

4.1.4. Modelling of mooring systems
In mooring systems, restoring forces are important, likewise the topic of this research. Mooring sys-
tems can be split into two types: catenary mooring systems, which have free-hanging catenaries that use
gravity to anchor the floating unit, and a taut mooring systems, which use pre-tensioned mooring lines
where the restoring force is generated by the elasticity in the mooring line. An analysis of a jumper hose
is similar to catenary mooring systems [40]. For the static analysis, which is done to verify the parame-
ters, an existing script of the course ’Introduction to Computational Dynamics for Offshore Structures’
of the TU Delft, by Chris Keijdener and Joao Barbosa, is used [41]. The dynamic analysis is performed
with the software package OrcaFlex [42].

4.2. Modelling techniques
Based on the other fields described in Section 4.1 and the analytical analysis in Chapter 3, the following
modelling techniques are chosen for this thesis: an experimental test and a CFD analysis. The experi-
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mental test includes the dynamics of the system, while the CFD analysis studies the fluid mechanics to
take away the uncertainties and unknowns.

An alternative would have been a dynamic analysis. To perform a correct dynamic analysis, the forces
(input) must be known. Although the system itself and the operating circumstances are known in this
thesis, the forces and moments acting on the container and cursor frame can only be approximated as the
precise shape is not known in literature. Therefore, a dynamic analysis can be done based on empirical
equations and uncertainty will remain.

4.2.1. Experimental testing
The behaviour of the system can be estimated by experimental testing. In literature, experiments are
usually performed to validate a numerical model. In this thesis, the experiment presents a better under-
standing of how the container and cursor move during vertical transport, prior to modelling. The goal
of the experiment is to examine if unexpected movements appear and it is a way to validate further mod-
elling. The dynamics of the system are included. However, accurate experimental testing is difficult, as
scale effects are a challenge for the vertical transport system of this thesis, as the system is large and the
velocities are high, and measurement errors are easily present.

4.2.2. CFD analysis
Computational fluid dynamics (CFD) in the maritime industry has been used for resistance and propul-
sion computations of ships. As the accuracy level has evolved over the years, CFD is nowadays useful
for evaluating manoeuvring characteristics for marine vehicles as well [39]. In this thesis, a CFD analy-
sis can take away the uncertainties in the forces and moments acting on the container and cursor frame.
In the CFD analysis, the container and cursor are fixed. Therefore, the analysis is static, as the system
cannot move. Multiple simulations are performed to obtain results for different configurations. The
question answered with the CFD analysis after validation of the model, is summarised by: What is the
drag and the yawing moment on the container and cursor frame and what are the fluctuations?
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6
CFD analysis

This chapter shows the CFD analysis of the container and cursor frame. The objective of the CFD
analysis is to quantify the drag, the yawingmoment and the fluctuationmagnitudes and frequencies. First
OpenFOAM and the CFD model are described. The model is validated by simulating a 2D cylinder and
a 3D sphere, and a mesh convergence study is performed, to validate the mesh used in the simulations
of the container and cursor frame. Thereafter, the simulations are executed. An overview is presented in
Figure 6.1. The green boxes indicate an analysis that is presented in the Appendices and the blue boxes
indicate the six CFD simulations presented in this chapter: Lowering at 2 and 3 m/s, lowering with an
oblique system due to its self-weight and drag at 2 and 3 m/s including a current of 0.1 m/s, hoisting at
2 m/s and a simulation of the experiment, which is lowering at model scale at 0.2 m/s.

Figure 6.1: Overview of the CFD analysis.

6.1. OpenFOAM
The analysis is performed in OpenFOAM. OpenFOAM is an open-source software package, a C++
library, that can solve partial differential equations (PDEs) and stands for Field Operations And Ma-
nipulation. OpenFOAM can do CFD calculations, but also finite element and financial calculations
as those are based on PDEs. The first stage in OpenFOAM is pre-processing, where the domain, the
mesh, the initial conditions and boundary conditions are defined. The mesh in this thesis is obtained
with snappyHexMesh. The second phase is solving by choosing solver and models that apply to the
problem. The final phase is post-processing. In this thesis, the result is post-processed with ParaView
and Python.
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OpenFOAM uses a case folder structure. The structure consists of three main folders: 0, constant
and system. The folder 0 contains the initial conditions at the inlet, outlet, boundaries and object. The
constant folder contains all constants, including the mesh geometry, fluid properties and turbulent
settings. The folder system contains all information for solving the problem, including the differential
schemes, solvers and time domain. A typical folder structure is shown in Figure 6.2.

Figure 6.2: Overview of a typical case folder structure in OpenFOAM.

AsOpenFOAM is open-source software, theworking principles can be investigated and checkedwhether
the simulation is done correctly. Besides the code can be modified to whatever function the user wants.
There are numerous solvers and boundary conditions and is therefore flexible. A final advantage is that
there are no license costs for the software. However, there are some disadvantages when using Open-
FOAM as the CFD software. The largest disadvantage is the lack of a user manual, resulting longer
learning paths when setting up the cases. Besides, there is no GUI as OpenFOAM works with a termi-
nal only, which is less intuitive and can therefore be difficult. Finally, different packages exist and it is
not always possible to interchange between the packages for a specific case.

6.2. CFD model
The problem of this thesis is a fully submerged object pulled through the water column with a current
acting on the object. The problem can be modelled as an object with the fluid moving, instead of the
object moving, to simplify the model. The Reynolds numbers at full scale are in the order of 5E+05
to 1E+07, as shown in Table 3.4, and thus the flow is fully turbulent. As the density and the viscosity
remain constant, the flow can be modelled as an incompressible Newtonian fluid. The flow is governed
by the unsteady incompressible Navier-Stokes equations:

momentum equation: 𝛿𝑢𝑡 + 𝑢 · ∇𝑢 +
1
𝜌
∇𝑝 − 𝜈∇2𝑢 = 0,

continuity equation: ∇ · 𝑢 = 0,
(6.1)

with
u as the flow velocity [m/s],
𝜌 as the density [kg/m3],
p as the pressure [Pa],
𝜈 as the kinematic viscosity [m2/s].

6.2.1. Solver: PimpleFOAM
The Navier-Stokes equations have to be solved numerically. In this thesis, the solver PimpleFOAM is
used, which is a transient solver of 3D incompressible, unsteady (turbulent) flows of Newtonian flu-
ids. The PimpleFOAM solver uses the PIMPLE algorithm, which is a combination of PISO (pressure-
implicit with splitting of operators) and SIMPLE (semi-implicit method for pressure-linked equations),
to solve the equations.
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6.2.2. Turbulence model: Detached-Eddy Simulation
As the flow is fully turbulent, separation, reattachment and vortex shedding could occur, which makes
the simulation quite complicated. Reynolds-Averaged Navier-Stokes (RANS) simulations can only
model the mean flow and thus spectral effects get lost [44]. For the topic of this thesis, the fluctua-
tions are important and therefore RANS is not applicable. Direct numerical simulation and large-eddy
simulation could be a good alternative. However, these simulations are computationally non-affordable
at high Reynolds numbers [44]. A hybrid approach, detached-eddy simulation, is therefore chosen in
this research. It takes into account most of the flow unsteadiness at reasonable computation times [44].

A turbulent flow can be described as an averaged value and a fluctuation: 𝑢 = 𝑢 + �̃�. Substituting this
in the momentum equation gives

𝛿𝑢𝑡 + 𝛿�̃�𝑡 + (𝑢 + �̃�) · ∇(𝑢 + �̃�) + 𝑢 · ∇𝑢 + �̃� · ∇
𝑢 + 𝑢 · ∇�̃� + �̃� · ∇�̃� − 𝜈 · ∇𝑢 − 𝜈 · ∇�̃�

+ 1
𝜌
∇𝑝 + 1

𝜌
∇𝑝 = 0.

(6.2)

This can be rewritten as
𝛿𝑢𝑡 + 𝑢 · ∇𝑢 − 𝜈 · ∇𝑢 +

1
𝜌
∇𝑝 + 𝐹 (�̃�) = 0, (6.3)

with
𝐹 (�̃�) = 𝛿�̃�𝑡 + (𝑢 + �̃�) · ∇(𝑢 + �̃�) + �̃� · ∇𝑢 + 𝑢 · ∇�̃� + �̃� · ∇�̃� − 𝜈 · ∇�̃� + 1

𝜌
∇𝑝. (6.4)

𝐹 (�̃�) contains all terms dependent on �̃� and can be estimated in the CFD analysis by using a turbu-
lence model. In this thesis, the turbulence model ’SpalartAllmarasDDES’ is used, with its formulation
described in [45].

6.2.3. Spatial discretization
The spatial discretization in OpenFOAM is achieved by the Finite Volume Method (FVM), which sub-
divides the fluid domain into a finite number of control volumes. Each volume is considered homoge-
neous and has single-averaged physical properties. FVM is used, because volume-averaged quantities
have more physical meaning compared to point values and the conservation laws can be secured [46].
The foundation of the FVM is Gauss’ theorem, which is shown in Equation 6.5. The theorem states that
the integral of the divergence of a given vector, generic vector ®𝑎 in the equation, over a volume is equal
to the flux of this vector across a closed surface bounding the volume [46].∮

𝑉
(∇ · ®𝑎)𝑑𝑉 =

∮
𝑆
®𝑎 · �̂�𝑑𝑆. (6.5)

Using Gauss’ theorem for the continuity equation results in

𝜕𝑡 𝜌 + ∇ · 𝜌®𝑢 = 0,
𝑑

𝑑𝑡

∮
𝑉
𝜌𝑑𝑉 = −

∮
𝑆
𝜌®𝑢 · �̂�𝑑𝑆.

(6.6)

The change in time of the total mass in volume V is equal to the flux of the water across the surfaces
that bound the volume [46].

6.2.4. Temporal discretization
When predicting the oscillation in a flow past an object in the transient space using DES or LES, a
second-order temporal scheme is most suitable. The backward scheme, which uses a three-point differ-
ence, is therefore selected. The scheme is implicit [47].
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6.2.5. Boundary and initial conditions
The boundaries in the CFD model are the boundaries of the fluid domain and the object itself. As
OpenFOAM cannot calculate 2D cases, the 2D cases, like 3D cases, have 6 boundaries of the fluid
domain. In 2D these are defined as inlet, outlet, top, bottom and 2 sides. In 3D cases, these are defined
as inlet, outlet and 4 sides. For each boundary and the internal field, an initial condition is defined for
the pressure and the velocity. An initial condition for 𝜈𝑡 and �̃�𝑡 is defined as well, which is necessary
for the turbulence model. The boundaries and initial conditions are summarised in Table 6.1 for the 2D
cases and Table 6.2 for the 3D cases, for lowering at 2 m/s. The conditions for lowering at 3 m/s can be
obtained by substituting the 2 by a 3. The conditions for hoisting can be obtained by adding a minus sign
in the velocities and exchange the conditions for the inlet and outlet. In the internal field, the pressure
is zero, as OpenFOAM works with gauge pressures.

Table 6.1: Overview of the boundary and initial conditions for the 2D cases for lowering at 2 m/s.

2D
ID Boundary Type 𝑝𝑡=0 [Pa] 𝑈𝑡=0 [m/s] 𝜈𝑡 [m2/s] �̃�𝑡 [m2/s]
1 Object Wall zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
2 Inlet Patch zeroGradient U = (2, 0, 0) calculated �̃� = 1.76E-06
3 Outlet Patch p = 0 inletOutlet calculated inletOutlet
4 Top Patch zeroGradient zeroGradient calculated zeroGradient
5 Bottom Patch zeroGradient zeroGradient calculated zeroGradient
6 Side Patch empty empty empty empty
7 Side Patch empty empty empty empty
0 Internal Field - p = 0 U = (2, 0, 0) 𝜈 = 1.76E-06 �̃� = 1.76E-06

Table 6.2: Overview of the boundary and initial conditions for the 3D cases for lowering at 2 m/s.

3D
ID Boundary Type 𝑝𝑡=0 [Pa] 𝑈𝑡=0 [m/s] 𝜈𝑡 [m2/s] �̃�𝑡 [m2/s]
1 Object Wall zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
2 Inlet Patch zeroGradient U = (0, 0, 2) calculated �̃� = 1.76E-06
3 Outlet Patch p = 0 inletOutlet calculated inletOutlet
4 Side Patch zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
5 Side Patch zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
6 Side Patch zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
7 Side Patch zeroGradient U = (0, 0, 0) 𝜈-func * zeroGradient
0 Internal Field - p = 0 U = (0, 0, 2) 𝜈 = 1.76E-06 �̃� = 1.76E-06

* nutUSpaldingWallFunction: a wall constraint on the turbulent viscosity.

6.2.6. Verification
To verify the simulations in a CFD analysis, the user checks whether the analysis is performed correctly.
The two variables to verify are the mesh size and the time step, which should both be small enough to
capture the physics. However, a small mesh size and time step result in large computation times and
therefore optimisation is necessary. To verify the mesh size, the results must converge, meaning that
when a smaller mesh size is chosen, the result of the CFD analysis should be equal. To verify the time
step, one needs to pay attention to the Courant number. The Courant number is a dimensionless number
that provides a measure of the rate at which information is transported. For the application of this thesis,
the Courant number represents the time that a particle stays in one cell of the mesh, which is defined by



6.3. Configurations 41

𝑈 ·Δ𝑡
Δ𝑥 . If the Courant number is too large, meaning larger than 1, the time step is too large and a particle

”skips” a cell. This is visible in Figure 6.3, where CFL denotes the Courant number. For a Courant
number lower than 1, no cells are ”skipped” and the time step is verified. For explicit cases, the Courant
number should always be below 1 [48]. However, for implicit cases, like this thesis, the Courant number
can be a little above 1 and still obtain the correct results [48].

Figure 6.3: Stability criterion for the Courant number [48].

A final verification step of the CFD is taking a close look at the residuals. Every cell in the simulation
needs conservation of energy and the residual is an extra term that represents the local energy imbalance
in a particular cell. The closer the residual term is to zero, themore accurate the solution is. The residuals
have the same unit as the source term. A residual exists for each cell in each iteration at every time step.
To track the residuals, a representative residual can be calculated, which is done by OpenFOAM. When
the representative residual does not change anymore, the solution is most likely to converge. For each
simulation in this thesis, the representative residuals are plotted for the final iterations.

6.2.7. Validation
The CFD model is validated by starting with simplified simulations. First a 2D cylinder is simulated,
which is validated by literature. The model is extended to a 3D simulation of a sphere, which is validated
by literature as well. Once the model is validated, the container and cursor frame are simulated and the
results are compared to the analytical calculations from Chapter 3.

6.3. Configurations
The CFD analysis consists of five simulations at full scale, including the lowering and hoisting oper-
ation. The lowering operation is simulated with a velocity of 2 and 3 m/s respectively and with and
without initial pitch, roll and current. The initial roll and pitch angles are defined after the simulations
of lowering at 2 and 3 m/s. The hoisting operation is simulated transporting at only 2 m/s due to com-
putational power. The configurations for lowering are shown in Figure 6.4 and hoisting in Figure 6.5.

All simulations result in graphs for the forces on the system in the X-, Y- and Z-direction and moments
around the X-, Y- and Z-axis. The moment around the Z-axis signifies the yawing moment and with
the forces in Z-direction the drag coefficient can be calculated. Before simulating the container with
the cursor, the model has been tested by a 2D cylinder, 3D sphere and 2D container. The results of
the model validation are presented in Appendix H: CFD model validation. The 2D cylinder and 2D
container match well with literature. The drag coefficient from the CFD analysis of the 3D sphere is in
the expected region compared to literature, although it is slightly lower than expected. This can be seen
in Figure H.16. However, little literature is available about a sphere with a Reynolds number higher than
1E6.
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(a) (b)

Figure 6.4: Configurations for lowering in the in the CFD simulations: Lowering at 2 and 3 m/s (a),
lowering with initial roll, pitch and current at 2 and 3 m/s (b).

Figure 6.5: Configuration for hoisting in the CFD simulations: Hoisting at 2 m/s.

6.4. Mesh
The mesh for the container and cursor is defined by evaluating the lowering simulation. The mesh con-
vergence study can be found in Appendix I and hereafter the chosen mesh is described.

First a grid is generated with BlockMesh, without including the container and cursor frame. BlockMesh
is an internal tool in OpenFOAM, which can describe the domain of the simulations and the amount
of cells in the domain. A domain

resulting in a structured grid. Of interest in this thesis, are the pressures at the container and cursor
frame. The wake and surrounding fluid serves as a means to obtain the correct pressures at the system.
Therefore, no refinement is required at this stage and thus simpleGrading is defined as (1 1 1), indicating
that every cell has the same length. This is summarised by:

blocks
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Next, the container and cursor are added using snappyHexMesh, a mesh refinement tool in OpenFOAM.
The refinement is defined by levels that divide cells by the power of 2. Level 1 divides the cell into two,
level 2 divides the cell into four, etc. The area around the container and cursor frame is defined by
distances to the object and corresponding refinement levels. This is shown in the code below, where the
first number in the brackets specifies the distance and the second the refinement level. In addition, a box
is specified, that refines the wake behind the container with refinement level 2. The levels are defined
as

}

The mesh for the lowering simulations is presented in Figure 6.6. The domain with refinement leads
to 2,578,670 cells, 48,176 cells at the container and 46,005 cells at the cursor frame. The area of the
container is to an area cursor frame. This shows that the refinement
at the cursor is much larger. This is necessary to capture the physics at the cursor.

The forces are calculated by the ’forces’ function in OpenFOAM. Below the set on entries is shown
for the forces and moments at the cursor. The CofR indicates the centre of rotation of the moment
calculations, which is the lifting point in this thesis. The density is set to 2025 kg/m3. The forces at the
container are defined in the same manner.

forces_cursor
{

type forces;
libs (forces);
writeControl writeTime;
timeStart 0;

patches (cursor);
CofR (0 0 0);
writeFields yes;

rho rhoInf;
rhoInf 1025;

}
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(a) (b)

Figure 6.6: Mesh for lowering the container with cursor frame along the X-axis (a) and Y-axis (b).

6.5. Result lowering
The first two simulations are the vertical transportation of the container and cursor frame with zero roll
and pitch, and no current at 2 and 3 m/s. Figure 6.7 shows two snapshots of the flow field around the
container and cursor frame along the X-axis and Y-axis at 2 m/s. As expected, the flow field is fully
turbulent and large eddies arise next to the container. After the cursor, bending can be seen in the wake,
which could indicate a vortex street. Figure 6.7 matches well with the obtained flow patterns from the
analytical analysis in Figure 3.12 and Figure 3.13.

(a) (b)

Figure 6.7: Flow field around the container and cursor along the X-axis (a) and Y-axis (b) at 2 m/s.

Figure 6.8 shows the flow field around the container and cursor frame transporting at 3 m/s. The field
is similar to the flow field at 2 m/s in Figure 6.7.
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The velocity in Z-direction is adjusted to account for the current. The roll angle to account for the
current is summarised in Table 6.4 and 6.5 under the column 𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 . As the axis system should not
move due to the current, this is accounted for afterwards by translating the forces and moments back to
the coordinate system of this thesis, as shown in Figure 2.5. For the forces this is done by the equations

𝐹𝑋,𝑟𝑒𝑎𝑙 = 𝐹𝑋,𝐶𝐹𝐷 ,

𝐹𝑌,𝑟𝑒𝑎𝑙 = 𝐹𝑌,𝐶𝐹𝐷 · cos(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) − 𝐹𝑍,𝐶𝐹𝐷 · sin(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ),
𝐹𝑍,𝑟𝑒𝑎𝑙 = 𝐹𝑍,𝐶𝐹𝐷 · cos(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) + 𝐹𝑌,𝐶𝐹𝐷 · sin(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ),

(6.7)

with
𝐹𝑟𝑒𝑎𝑙 as the forces in the correct axis system [kN],
𝐹𝐶𝐹𝐷 as the forces from the CFD simulations [kN],
𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 as the roll rotation to account for the current [deg].

For the moments this is done by the equations

𝑀𝑋,𝑟𝑒𝑎𝑙 = 𝑀𝑋,𝐶𝐹𝐷 ,

𝑀𝑌,𝑟𝑒𝑎𝑙 = 𝑀𝑌,𝐶𝐹𝐷 · cos(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) − 𝑀𝑍,𝐶𝐹𝐷 · sin(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ),
𝑀𝑍,𝑟𝑒𝑎𝑙 = 𝑀𝑍,𝐶𝐹𝐷 · cos(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ) + 𝑀𝑌,𝐶𝐹𝐷 · sin(𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ),

(6.8)

with
𝑀𝑟𝑒𝑎𝑙 as the moments in the correct axis system [kNm],
𝑀𝐶𝐹𝐷 as the moments from the CFD simulations [kNm].

The roll and pitch angle used in the CFD simulations are defined in the column 𝜃𝑡𝑜𝑡𝑎𝑙 in Table 6.4 for 2
and in Table 6.5 for 3 m/s, which is the sum of 𝜃𝑢𝑝𝑑𝑎𝑡𝑒𝑑 and 𝜃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 .

Table 6.4: Summary of the roll, pitch and yaw angles for lowering at 2 m/s.

Figure 6.20 shows the snapshots of the flow field around the system along the X-axis and Y-axis lowering
at 2 m/s. Here the inclined position is clearly visible. Comparing to the system without roll and pitch in
Figure 6.7, shows that along the X-axis the large eddies now develop on one side of the container, due
to the pitch angle. At the other side the flow field is less disturbed. Along the Y-axis the smaller eddies
develop on both sides of the container. This could be due to the roll being small. However, it could also
be the effect of the current that acts in positive Y-direction and reduces the size of the eddies.



6.6. Result lowering inclined including current 52

(a) (b)

Figure 6.20: Flow field around the container and cursor frame along the X-axis (a) and Y-axis (b) at 2
m/s including roll, pitch and the current.

Figure 6.21 shows the snapshot of the flow field when lowering at 3 m/s with the inclined system and
including the current.

(a) (b)

Figure 6.21: Flow field around the container and cursor frame along the X-axis (a) and Y-axis (b) at 3
m/s including roll, pitch and the current.

Figure 6.22 shows the forces in Z-direction and corresponding force coefficients for the simulations.
The forces have increased compared to Figure 6.9, which is expected as the reference area is larger in
the new simulations, due to the roll and pitch angles.

Figure 6.31 shows the forces in the X- and Y-direction. A mean negative force in X-direction is visible,
which is due to included pitch. In Y-direction the forces have changed little compared to Figure 6.13,
which is expected. In the analytical analysis the force in Y-direction due to the current was calculated
to be meaning that the current has relatively little effect on the system. The force in Y-direction
has increased slightly, which is therefore due to the included roll rotation.
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(a) (b)

(c) (d)

Figure 7.7: Pressures [Pa] at the system for lowering at 3 m/s including roll, pitch and current.

(a)

(b)

Figure 7.8: Pressures [Pa] at the cursor frame for lowering at 3 m/s including roll, pitch and current.
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D as the duration [h].

The energy consumption per operation and per ton of nodules is summarised in Table 7.1. One cycle
includes hoisting, offloading and lowering.

s.

*calculated in the analytical analysis, as no CFD simulation has been performed for hoisting at 3 m/s.

The energy per ton of nodules for the mechanical lifting system while operating at 3 m/s, is only slightly
larger compared to operating at 2 m/s. Therefore, it can be concluded that the drag does not take up a
large share in the energy consumption of the system and thus operating at 3 m/s is beneficial in terms
of energy consumption and production capacity. This is expected, as the gravity of the container filled
with nodules is much higher compared to the drag force. In the calculation of the energy consumption
for the mechanical lifting system, no losses are taken into account. The calculation on hydraulic lifting
by JM vanWijk [50] does take into account the efficiency and performance of the pumps. Therefore the
two transport systems cannot directly be compared. However, the energy consumption for mechanical
lifting is in the order of magnitude, compared to hydraulic lifting and therefore not a showstopper.
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8.2. Experimental test
The experiment is performed according to Froude scaling with a scaling factor of 100 and simulates
the container and cursor frame transporting in the middle of the water column, as this is the location
where the rotational stiffness is smallest. Four configurations were tested: A flat and conical top of the
container, and an initial pitch angle upwards and downwards. The tests were performed transporting at
a converted full scale velocity of 2 and 2.5 m/s.

The experiment shows small yaw rotations, in the order of -4◦ to -5◦, when lowering and hoisting as the
concept states. The conical top and an initial pitch upwards result in a positive yaw rotation while lower-
ing. When hoisting no significant difference can be obtained. Between the two velocities no significant
difference can be obtained as well. The experiment is validated by an analytical time-integration, that
shows that the test tube is long enough to develop yaw rotations. By means of decay tests and an an-
alytical integration in time, an estimation of the damping coefficient is made, which is

simulation of the system at model scale is done, which shows that the flow field at model scale is similar
to the flow field at full scale and thus the obtained yawing moments at model scale are in the order of
magnitude as at full scale.

8.3. CFD analysis
In the CFD analysis six simulations are carried out: Lowering at 2 and 3 m/s, lowering with an inclined
system, due to self-weight and drag, including current at 2 and 3 m/s, hoisting at 2 m/s and lowering at
model scale at 0.2 m/s. The current can be from various directions. However, as the analytical analysis
shows that a current from the negative Y-direction results in the largest negative yawing moment and
the experiment shows negative rotations, this is chosen to be simulated in the CFD analysis. Hoisting
did not include an initial roll and pitch angle, as the container is full while being hoisted and thus the
roll and pitch angles are small. The outcomes of the CFD analysis are summarised by the following:

• The staticmean yaw rotation, calculated by dividing the yawingmoment by the rotational stiffness,
for all full scale simulations presented in this research are lower than the stability criterion of 45◦:
lowering with 2 and 3 m/s, lowering with 2 and 3 m/s with an inclined system including the
current, and hoisting with 2 m/s. Lowering with the inclined system and including current at
3 m/s results in the largest static mean yaw rotation, which is -40◦. The static maximum yaw
rotation of the same simulation is larger than the stability criterion and therefore the safety limit
is exceeded.

• The yaw rotation is almost fully caused by the asymmetrical cursor frame.

From the CFD analysis and the experimental test can be concluded that small roll and pitch angles, can
result in large differences yawing moments. This is shown by pitching the cursor frame upwards and
downwards in the experimental test. Pitching upwards, results in a positive rotation angle, while flat
and pitching downwards result in negative yaw rotations. In the CFD analysis, the simulations for 3 m/s
substantiate this. The simulation with no roll pitch and current results in a mean yaw rotation of -7◦,
while in the simulation with a roll angle of -0.57◦, a pitch angle of 1.38◦ and the current, the mean yaw
rotation is increased to -29◦.
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8.4. Dynamic response
The CFD analysis shows fluctuations in the forces and moments acting on the system. The dynamic
response of the container and cursor frame to the yawing moment, including momentum, kinetic energy
and damping, is calculated for the simulations lowering at 2 m/s for the flat system without current and
the inclined system including the current. The high frequent fluctuations ( 𝑓 < 0.075 Hz) are damped
by the system and the fluctuations with lower frequencies are not damped and will cause excitation in
the system. The dynamic response is calculated at various depths, as the rotational stiffness and natural
frequency change over the depth. The largest response occurs in the middle of the water column and the
dynamic response is smaller compared to the static response for both simulations. Therefore, at 2 m/s,
the container and cursor frame can stably be transported.

8.5. Research question
It can be concluded that mechanical lifting has high potential. The combined system of the container
and cursor frame, for the vertical transportation of polymetallic nodules by means of mechanical lift-
ing, can stably be transported at 2 m/s, as the static and dynamic responses are well within the safety
limits. Therefore, mechanical lifting shows high potential. The largest response occurs in the middle
of the water column, as the rotational stiffness is the smallest at that location. The dynamic response is
smaller compared to the static response, as the high frequent fluctuations (f > 0.075 Hz) are damped.
Rope entanglement will not occur during normal operation at 2 m/s. However, critical situations due
to incidental events can arise, including a winch failure, friction or a sudden high current. This has not
been evaluated in this research and therefore stability cannot be guaranteed.

Hoisting at 3 m/s is not investigated and the dynamic response analysis for lowering at 3 m/s is not
performed in this thesis. As lowering at 3 m/s with an inclined system and including the current results
in a static maximum yaw rotation larger than the safety limit, the stability cannot be guaranteed for
operating at 3 m/s.
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3. When a full container is hoisted to the vessel, the container cannot be lifted out of the water, as
the weight in air is too heavy for the lifting wires. Besides, forces are exerted on the system in the
splash zone that are not included in this thesis. The container could be lifted by a separate system
attached to the vessel or offloaded underwater, which should be further investigated.

4. Wearing of the ropes due to the transportation is not included in this thesis and should be inves-
tigated for continuation of the concept.

5. As mentioned in the conclusion, critical situations due to incidental events can arise, including
a winch failure, friction or a sudden high current. This has not been evaluated in this thesis and
should be further investigated.

6. Understanding the environmental impact is crucial in order to start deep sea mining. By using
mechanical lifting, the environmental impact in the form of the energy consumption and the re-
turning sediment plume could be reduced, compared to for instance hydraulic lifting. Further
investigation is necessary to estimate the reduction, including the energy losses in the lifting sys-
tem.
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C
Site specifications

C.1. Temperature
Figure C.1a shows the monthly mean temperatures over the depth for the time period 01-01-2017 to
01-01-2020. In the middle of the water column the temperature is around 1.6 ◦C. Figure C.1b shows
the mean temperature at the seafloor between 01-01-2020 and 01-01-2022. For the Penrhyn Basin the
temperature is around 0.95 ◦C and for the CCZ the temperature is between 1.1 and 1.2 ◦C.

(a) (b)

Figure C.1: Temperature seawater over depth [56] (a) and at the seafloor [57] (b).

C.2. Salinity
The salinity of the two fields are plotted in Figure C.2. In the middle of the water column (at a depth of
2750 m), the salinity for both areas is roughly equal at 34.7 g/kg.

Figure C.2: Salinity over the depth at the CCZ and the Penrhyn Basin [57].
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C.3. Density
The density of seawater for a temperature between 0 and 30 ◦C, is between 1028 and 1021 kg/m3 as
shown in Figure C.3a. Therefore, in this research, the density for the two fields is set to be 1025 kg/m3.

(a) (b)

Figure C.3: Water density (a) and the absolute viscosity (b) dependent on the water temperature [58].

C.4. Kinematic viscosity
The kinematic viscosity is calculated by taking the absolute viscosity divided by the density. The abso-
lute viscosity of a fluid is a value that represents a fluid’s resistance to flow freely, caused by shearing
stresses. In Figure C.3b the absolute viscosity per temperature is shown for a salinity of 35.2 g/kg. Here
it can be seen that the absolute viscosity increases with the temperature decreasing. As the temperature
at a depth of 2750 m is 1.6 ◦C, the viscosity for that temperature is listed in Table C.1.

Table C.1: The absolute and kinematic viscosity at 1.6 ◦C [58].

Temp (𝑇) Absolute viscosity 𝜇 Kinematic viscosity 𝜈 = 𝜇
𝜌

1.6 ◦C 1.81·10−3 Pa·s 1.76·10−6 m2/s

The salinity at the nodule fields is estimated to be 34.7 g/kg, as shown in the section above, which is a 0.5
g/kg difference. The assumed higher salinity, gives a higher density and thus a slightly lower estimated
kinematic viscosity.

C.5. Current
Figure C.4 and C.6 show the maximum and mean current velocities and Figure C.5 and C.7 show the
current direction of the two fields. The current for a depth between -1000 m to the seafloor is considered
constant in this thesis at 0.1 m/s. The current is increasing to 0.2 m/s from -1000 m to -200 m, and to
0.6 m/s at sea level. The current direction varies not only in time, but also over the depth. Therefore all
directions should be considered.
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Figure C.4: Maximum and mean current velocity at the Penrhyn Basin [56, 57].

Figure C.5: Current direction at the Penhryn Basin [56, 57].

Figure C.6: Maximum and mean current velocity at the CCZ [57].
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Figure C.7: Current direction at the CCZ [57].























F
Coefficients

F.1. Drag coefficients
F.1.1. Cylinder

Figure F.1: Drag coefficient curve for a cylinder in a flow normal to the axis [59].

Figure F.2: Drag coefficient curve for a cylinder in axial flow [59].
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F.1.2. Cone

Figure F.3: Drag coefficient curve for a cone in axial flow [59].

F.1.3. Blunt Cone

Figure F.4: Drag coefficient various nose shapes [59].
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Figure F.5: Drag coefficient reduction for various nose shapes [61].

F.2. Added mass coefficients
F.2.1. Circular Disc

Figure F.6: Added mass coefficients for a circular plate [60].

F.2.2. Circular Cylinder

Figure F.7: Added mass coefficients for a cylinder [60].



F.2. Added mass coefficients 110





112





H.1. Case 1: Uniform flow along a cylinder 2D 114

The flow around the 2D container is visualised in Figure H.18 at t = 30, 50, 100 and 180 s. The colour
map indicates the magnitude of the flow velocity and is equal for all images. In the first image the flow
is starting to form around the cylinder, and later eddies are generated behind the cylinder.

(a) t = 30 s (b) t = 50 s

(c) t = 100 s (d) t = 180 s

Figure H.2: Representation of the flow of 2 m/s around the cylinder in 2D at different times.

The forces on the cylinder are plotted in Figure H.3a, from 50 to 200 s. The left image shows the forces
in the x-direction, which is the flow direction. At the start, the force oscillates randomly and after t =
120 s a more harmonic oscillation is obtained. This implies that the flow reaches steady state. The force
is dominated by the pressure force, compared to the viscous force. In Figure H.3b the corresponding
force coefficients are shown. These are calculated by

𝐶𝑑 =
𝐹𝑥

( 1
2 · 𝐴 · 𝜌 ·𝑈2)

. (H.2)

Figure H.4a shows the forces in y-direction, which is perpendicular to the flow direction. The force
oscillates around zero, which corresponds to the eddies visible in Figure H.2. The flow is alternating
the two sides of the cylinder, which induces a force. The oscillating force in y-direction induces a
moment on the cylinder in z-direction, which is visible in Figure H.4b. Again, after t = 120 s the flow
reaches steady state. The period of the oscillating force after t = 120 s is 14.5 s, which is a frequency of
0.069 Hz. The Strouhal number is

𝑆𝑡 =
𝑓 · 𝐷
𝑈

=
0.069 · 10

2
= 0.34. (H.3)

The relation between the Strouhal number and Reynolds number in Figure 3.14, matches well with the
calculated Strouhal number for this simulation.
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(a) (b)

Figure H.3: Force in X-direction (a) and the corresponding force coefficients (b) for the cylinder in 2D
at 2 m/s.

(a) (b)

Figure H.4: Force in Y-direction (a) and the moment around the Z-axis (b) for the cylinder in 2D at 2
m/s.

H.1.1. Verification
The mean and maximum Courant number (CFL) for each time step is shown in Figure H.5. The CFL
is below 1 and therefore the criterion is satisfied.

Figure H.5: Courant number for the cylinder in 2D at 2 m/s.

The residuals for the velocities in X- and Y-direction are shown in Figure H.6. The residuals for the
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pressure and nuTilda are shown in Figure H.7.

Figure H.6: Residuals velocities for the cylinder in 2D at 2 m/s.

(a) (b)

Figure H.7: Residuals pressure (a) and nuTilda (a) for the cylinder in 2D at 2 m/s.

H.1.2. Validation
To validate the results an analytical estimate to the case is calculated. The Reynolds number for this
case is

𝑅𝑒 =
𝑈 · 𝐷
𝜈

=
2 · 10

1.76𝐸 − 06
= 1.14𝐸 + 07. (H.4)

For a cylinder with the a Reynolds number in the order of 10E+07, the drag coefficient for the pressure
drag force can be estimated to be 0.7 [59]. The pressure drag force in x-direction is

𝐹𝑑,𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒,𝑥 =
1
2
· 𝐶𝑑 · 𝐴 · 𝜌 ·𝑈2 =

1
2
· 0.7 · (10 · 1) · 1025 · 22 = 14350 N. (H.5)

The result is shown in Figure H.3a, which corresponds well with the CFD results.
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H.2. Case 2: Uniform flow 2 m/s sphere 3D
The second case to verify the physics behind the numerical model, is a uniform flow of 2 m/s around
a sphere with a diameter of 6 m. Three mesh sizes are presented, M, L and XL, with their specifics in
Table H.1.

Table H.1: Mesh sizes for the sphere in 3D at 2 m/s.

Domain (X Y Z) Cells Faces sphere
M (36 36 45) 1439104 6168
L (36 36 38) 1738264 24376

XL (40 40 40) 2890936 24376

Figure H.8 shows the force in Z-direction and the corresponding force coefficients for mesh size XL.
The force for the mesh sizes L and XL match well. However, mesh size M shows a higher force.

(a) (b)

Figure H.8: Force in Z-direction (a) and the corresponding force coefficients (b) for the sphere in 3D at
2 m/s.

To understand the change in the force in Z-direction between mesh size M and XL, a representation of
the flow at t = 120 s for the mesh sizes M and XL are shown in Figure H.9. Here we see that the wake
in mesh size XL is more narrow compared to mesh size M, causing the decrease in force in Z-direction.
As the mesh size in XL is finer, the flow is better represented.

(a) (b)

Figure H.9: Representation of the flow at t = 120 s for mesh size M (a) and XL (b) for the sphere in 3D
at 2 m/s.



H.2. Case 2: Uniform flow 2 m/s sphere 3D 118

Figure H.10 shows the forces in X- and Y-direction. The forces oscillate around zero, which is expected
as the sphere is symmetrical. The three mesh sizes M, L and XL match well. Figure H.11 shows the
moments around the X- and Y-axis and Figure I.4 shows the moment around the Z-axis. The moments
are small and oscillate around zero. Again all mesh sizes match well.

(a) (b)

Figure H.10: Force in X-direction (a) and Y-direction (b) for the sphere in 3D at 2 m/s.

(a) (b)

Figure H.11: Moments around the X-axis (a) and Y-axis (b) for the sphere in 3D at 2 m/s.

Figure H.12: Moments around the Z-axis for the sphere in 3D at 2 m/s.
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H.2.1. Verification
Figure H.13a shows the mean and maximum Courant number for the simulation with mesh size XL.
The maxmimum Courant number is below 1, which suffices the criterion. Figure H.13b to H.15b shows
the residuals for the velocities, pressure and nuTilda. After t = 50 s all residuals have converged.

(a) (b)

Figure H.13: Courant number (a) and residuals of the velocity in Z-direction (b) for the sphere at 2 m/s.

(a) (b)

Figure H.14: Final residuals of the velocity in X-direction (a) and Y-direction (b) for the sphere at 2 m/s.

(a) Residual velocities pressure (b) Residual velocities nuTilda

Figure H.15: Final residuals of the pressures (a) and nuTilda (b) for the sphere in 3D at 2 m/s.
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H.2.2. Validation
The Reynolds number for the sphere is calculated by

𝑅𝑒 =
𝑈 · 𝐷
𝜈

=
2 · 6

1.76E-06
= 6.82E+06. (H.6)

The results are compared to literature by White [63] and Hoerner [59] in Figure H.16. The purple cross
is the result of the CFD simulation. The drag coefficient from the CFD analysis is in the expected region
in the graph, although it is slightly lower than expected. However, little literature is available about a
sphere with a Reynolds number higher than 1E6 and therefore no thorough comparison can be made.

Figure H.16: Drag coefficient for a sphere [64] with experimental data by White [63] and Hoerner [59].
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Figure H.21: Courant number for the container in 2D at 2 m/s.

The residuals for the velocities in X- and Z-direction are shown in Figure H.22. The residuals for the
pressure and nuTilda are shown in Figure H.23.

Figure H.22: Residuals velocities for the container in 2D at 2 m/s.

(a) (b)

Figure H.23: Residuals pressure (a) and nuTilda (b) for the container in 2D at 2 m/s.









J
Verification CFD simulations

J.1. DSM 2 m/s lowering

(a) (b)

Figure J.1: Courant number (a) and final residuals velocities in Z-direction (b) for lowering the DSM
system at 2 m/s.

(a) (b)

Figure J.2: Final residuals velocities in X-direction (a) and Y-direction (b) for lowering the DSM system
at 2 m/s.
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(a) (b)

Figure J.3: Final residuals pressure (a) and nuTilda (b) for lowering the DSM system at 2 m/s.

J.2. DSM 3 m/s lowering

(a) (b)

Figure J.4: Courant number (a) and final residuals velocities in Z-direction (b) for lowering the DSM
system at 3 m/s.

(a) (b)

Figure J.5: Final residuals velocities in X-direction (a) and Y-direction (b) for lowering the DSM system
at 3 m/s.
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(a) (b)

Figure J.6: Final residuals pressure (a) and nuTilda (b) for lowering the DSM system at 3 m/s.

J.3. DSM 2 m/s lowering inclined including current

(a) (b)

Figure J.7: Courant number (a) and final residuals velocities in Z-direction (b) for lowering the inclined
system including current at 2 m/s.

(a) (b)

Figure J.8: Final residuals velocities in X-direction (a) and Y-direction (b) for lowering the inclined
system including current at 2 m/s.



J.4. DSM 3 m/s lowering inclined including current 130

(a) (b)

Figure J.9: Final residuals pressure (a) and nuTilda (b) for lowering inclined including current at 2 m/s.

J.4. DSM 3 m/s lowering inclined including current

(a) (b)

Figure J.10: Courant number (a) and final residuals velocities in Z-direction (b) for lowering the inclined
system including current at 3 m/s.

(a) (b)

Figure J.11: Final residuals velocities in X-direction (a) and Y-direction (b) for lowering the inclined
system including current at 3 m/s.
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(a) (b)

Figure J.12: Final residuals pressure (a) and nuTilda (b) for lowering the inclined system including
current at 3 m/s.

J.5. DSM 2 m/s hoisting

(a) (b)

Figure J.13: Courant number (a) and final residuals velocities in Z-direction (b) for hoisting the DSM
system at 2 m/s.

(a) (b)

Figure J.14: Final residuals velocities in X-direction (a) and Y-direction (b) for hoisting the DSM system
at 2 m/s.
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(a) (b)

Figure J.15: Final residuals pressure (a) and nuTilda (b) for hoisting the DSM system at 2 m/s.

J.6. DSM 0.2 m/s lowering at model scale

(a) (b)

Figure J.16: Courant number (a) and final residuals velocities in Z-direction (b) for lowering the DSM
system at model scale at 0.2 m/s.

(a) (b)

Figure J.17: Final residuals velocities in X-direction (a) andY-direction (b) for lowering theDSM system
at model scale at 0.2 m/s.
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(a) (b)

Figure J.18: Final residuals pressure (a) and nuTilda (b) for lowering the DSM system at model scale at
0.2 m/s.






