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Abstract

The Earth’s landscapes are shaped by processes eroding, transporting, and depositing material over
various timespans and spatial scales. To understand these surface activities and mitigate potential haz-
ards they inflict, knowledge is needed of their occurrences and properties. Near-continuous terrestrial
laser scanning (TLS) enables the acquisition of point cloud time series, constituting up to thousands of
three-dimensional surface morphology representations. Exploiting the full potential of this large amount
of data by extracting and characterizing different types of surface activities inside these point cloud time
series is, however, challenging.

This thesis addresses this challenge by developing an automated and unsupervised method for clas-
sifying 4D objects-by-change (4D-OBCs). These 4D-OBCs represent the spatiotemporal extent of in-
dividual surface activities in a point cloud time series. They are classified using a Self-organizing Map
(SOM) and hierarchical clustering, grouping them into different levels of surface activity types. The
workflow is tested on its ability to characterize surface activities in two study areas, a sandy beach and
a snow-covered Alpine area.

Application of an optimized SOM configuration on the sandy beach results in groups of 4D-OBCs phys-
ically interpretable as different types of surface activities. A validation dataset containing 51 manually
labeled 4D-OBCs of various surface activity types (e.g., intertidal bar depositions, anthropogenic bull-
dozer depositions) is distributed over the SOM generally according to the labels provided. The SOM
thus enables the identification of 4D-OBCs displaying a particular type of surface activity, as well as
subtle differences between events of one surface activity. Hierarchical clustering allows us to find and
characterize broader groups of surface activities, even if the same type occurs at different points in
space or time. For example, the varying spatial redistribution of sand through the initiation of different
types of surface activities after the destruction of an intertidal bar system under different environmental
conditions is successfully studied.

A nearly identical workflow configuration applied on the snow cover 4D-OBC set does not result in equal
performance. Several groups of surface activity in the SOM contain a combination of 4D-OBCs repre-
senting different surface activity types. These results highlight the necessity of a study area specific
workflow optimization by selecting specific features and SOM configurations. However, if optimized for
the specific environment, the workflow has the potential to be used in long-term automated monitoring
of surface activity in systems with complex morphological interactions, increasing the applicability of
TLS for studying geomorphological change.
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1
Introduction

The current shape of the Earth’s surface results from erosion, transport, and deposition processes.
These are naturally (e.g., wind, gravity) or anthropogenically (e.g., bulldozers) forced and occur over
various spatial and temporal scales. We, therefore, define surface activities as events where the mor-
phology of a local surface is changing over a certain period. Examples of surface activities in different
geographic settings are landslides, avalanches, and sandy beach erosion. They cause severe natural
hazards in many settings, e.g., shorelines retreat into densely populated areas due to increased ero-
sion activity (Vousdoukas et al. 2020) and landslides cause fatalities and livelihood damage (Hilker et al.
2009). Knowledge of the impact and occurrence of these activities is therefore essential to predict, mit-
igate and adapt to the potential hazards they inflict, particularly as projected climate change potentially
increases the occurrence and effect of different surface processes (Crozier 2010; Vousdoukas et al.
2020). The large variety in spatial and temporal scale and the often spatiotemporally superimposed
and difficult-to-predict nature of surface processes do, however, impose challenges for the observation
of surface activities (Anders et al. 2021).

Near-continuous terrestrial laser scanning (TLS) enables monitoring of surface changes over multiple
time scales (Eitel et al. 2016). In a near-continuous setup, a TLS device is placed at a fixed location
for months to years (e.g., Vos et al. 2017; Campos et al. 2021). 3D point clouds with up to mm-scale
accuracy and resolution can then be acquired at (sub)hourly intervals. As such, a substantial amount of
data is collected that contains information on the changes in themorphology of the scene’s surface. The
vast amount of data (e.g., thousands of point clouds) collected through this setup challenges the visual
and manual extraction of interpretable and useful information. To exploit the available point cloud time
series, methods are needed which identity, segment and characterize occurrences of surface activity
from these large four-dimensional (3D + time) datasets.

Anders et al. 2021 developed a fully automated method of extracting spatiotemporal segments of
morphological change from these point cloud time series, called 4D objects-by-change (4D-OBCs).
This method allows to investigate dynamic environments where the surface morphology changes near-
continuously. The technique has already been shown to be useful for extracting spatiotemporal seg-
ments of surface activity in two different environments, namely a sandy beach in the Netherlands (An-
ders et al. 2021), and an Alpine snow-covered region (Anders et al. 2022).

The extracted 4D-OBCs are spatiotemporal segments inside a point cloud time series, which have
a certain spatial extent relating to the area over which the surface activity occurred and a temporal
extent representing the duration and evolution of height change of the surface activity. Various 4D-
OBCs with different spatiotemporal characteristics are present in the dataset, representing different
types of surface activity. These different surface activities result from variations in their underlying
processes. Thus, to understand the underlying processes and types of surface activities, one has to
identify which type of surface activity each 4D-OBC represents. However, this identification is not easily
done manually because of the size of the 4D-OBC datasets. E.g., 2,021 4D-OBCs were identified over
a period of 5 months in Kijkduin (Anders et al. 2020). Therefore, the automated classification of the
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2 Chapter 1. Introduction

4D-OBC dataset into the various types of surface activity could make the 4D-OBC dataset interpretable
and even more helpful for the analysis of surface activity and the processes behind it.

This research aims to make the 4D-OBCs interpretable as different types of surface activities by clus-
tering them into different groups that characterize surface activities. We want to enable the analysis of
the impact and correlations of different types of surface activity through near-continuous TLS. There-
fore, we develop a method, that automatically identifies different levels of clusters of 4D-OBCs in an
unsupervised manner, i.e., low-level clusters that define specific types of erosion and deposition (e.g.,
sandbar deposition vs. aeolian dune erosion) and high-level clusters (e.g., erosion vs. deposition). The
latter is needed as different applications require different surface activity characterization levels. One
might for example be interested in the relative impact of storm erosion on the total magnitude of beach
erosion (e.g., Callaghan et al. 2009)

Research Questions
Regarding the objective mentioned above, the following question will be answered:
How can different types of surface activity be characterized from a point cloud time series using the
spatiotemporal segments derived as 4D objects-by-change?

To answer this question, the following subquestions need to be answered:

• Which different types of surface activity occur in the two environments studied in this research?

We need knowledge of what kind of surface activities occur on the sandy beach, and in the
alpine snow-covered regions of our study areas to be able to assess which surface activities the
4D-OBCs might represent. It is also needed to identify which of these has the appropriate spa-
tiotemporal scale, to be represented as a 4D-OBC. This is investigated through a literature study,
analysis of the 4D-OBC spatiotemporal segmentation method, and manual investigation of the
4D-OBC dataset.

• Which unsupervised classification methods are applicable for the grouping of the 4D-OBCs into
types of surface activities?

A large amount of unsupervised classificationmethods are present nowadays, and all have advan-
tages for certain applications. It is identified which of these unsupervised classification methods
are applicable for the grouping of 4D-OBCs into different surface activities, and subsequently, a
(combination of) algorithms is chosen. This is done by identifying the possible types of surface
activities, how they are represented in the 4D-OBCs, and comparing the (dis)advantages of vari-
ous unsupervised classification method.

• How does the choice of features influence the grouping of the 4D-OBCs into different types of
surface activity?

We first develop a method to rank a set of features on the basis of their importance, and de-
velop and use methods to test various selections of these features. Furthermore, we inspect the
distribution of the features over the various groups of 4D-OBCs we found and identify which fea-
tures show notable variations over the various groups.

• How can the unsupervised classification method be optimized for grouping the 4D-OBCs?

We develop a method to assess the performance of the unsupervised classification methods
using various configurations of the parameters. The assessment is done both data-driven and
manually.
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• To what extent can the grouped 4D-OBCs be interpreted as different types of surface activity?

The grouped 4D-OBCs are manually inspected, and the feature vectors of the 4D-OBCs in the
groups are investigated, to find out what characterizes them, and if these characteristics can be
interpreted as representative of a type of surface activity. Wemanually investigate if the 4D-OBCs
in the same groups can be interpreted as part of a single type of surface activity. Furthermore,
we label a validation dataset into different types of surface activity and investigate if these are
found in the same groups.

• To what extent is the unsupervised classification workflow transferable to another study area?

We optimize and apply the unsupervised classification methods on a dataset obtained at a sandy
beach, and after optimization also apply it to the snow cover dataset. We investigate to what
extent the groups of 4D-OBCs found for a snow cover dataset can be interpreted as single types
of surface activity.

• How do our methods of automated spatiotemporal extraction and subsequent classification of
surface activity compare to existing methods of identifying and classifying surface activity?

We compare the final results of our methods to existing methods of extracting surface activity
from point cloud time series, and compare (dis)advantages of the methods. Also, a comparison
to other (un)supervised data classification methods is performed.

• To what extent can the grouped 4D-OBCs be used for the analysis of surface activity character-
istics and correlations between surface activities and natural drivers?

We interpret the obtained groups of 4D-OBCs as different types of surface activity and investigate
possible relations between the occurrences of the 4D-OBCs in these groups, which are physically
interpretable. Furthermore, these occurrences are compared to several natural drivers. This is
done to find correlations that might indicate the validity of the surface activity interpretation, as
well as indicating possible underlying processes of surface activities.

In answering these research questions, we will be able to identify how a dataset of 4D-OBCs can be
classified, for the use of characterization of surface activities in different environmental settings. This
will allow to automatically analyze large 4D point cloud time series, on the occurrence of different types
of surface activity, and in this way enable efficient larger scale analysis of surface activity behavior and
correlations, in turn, possibly enabling better management and mitigation strategies.

The thesis is structured as follows. Chapter 2 presents the theoretical background of the thesis, here
surface activity is further defined, existing work on surface activity monitoring is presented, and several
types of classification methods are considered. In Chapter 3 both the point cloud time series data, as
well as the 4D-OBCs, used in this research, are discussed in detail. In this chapter, we also describe
known types of surface activity present in the two study areas. The methods developed to classify
4D-OBC datasets are provided in Chapter 4. Here, we also present how these methods are optimized.
Chapter 5 then shows the resulting characterized surface activities obtained through these methods.
This chapter starts with providing the final results, after which the intermediate results are presented.
The methods and results are discussed in Chapter 6. We compare our methods and results to exist-
ing work on surface activity monitoring and classification, and discuss the potential application of our
methods under different scenarios. Chapter 7 then presents the conclusions we can draw from this
research by answering the research questions. Here, recommendations for further research are also
given.





2
Background

This chapter presents the knowledge and background information for this research, by defining surface
activity (Section 2.1) and how surface activity has been monitored up until now (Section 2.2). We also
present the advantages and disadvantages of various methods of (un)supervised classification, that
could potentially be used for grouping 4D-OBCs to identify different types of surface activity (Section
2.3).

2.1. From geomorphological processes to surface activity
Geomorphological change processes shape the face of the Earth. These processes are different in
the various geographical settings of the Earth. In mountainous areas, the geomorphological processes
that can be identified are, e.g., landslides and resulting transport through debris flows triggered by
hydrodynamic changes or earthquakes (Wieczorek 1996). If this mountainous area is covered in snow,
avalanches may be triggered through complex interactions between the terrain, anthropogenic activity,
snowpack, and meteorological conditions (Schweizer et al. 2003; Hao et al. 2018). In coastal areas,
different morphological processes exist. For example, sandbars can be deposited underwater during
storms and afterwardmigrate shoreward during calmer conditions due to wave working. When exposed
to the air during low tide, wind could transport the sand and deposit it in the vegetated dune area (Houser
2009).

These different geomorphological processes found in the various environments result from different
(intensities of) underlying forcing and materials. Even within one environment, variations in intensities
of forcing also cause variations in geomorphological change processes. The relations between the
forcing and the initiation of geomorphological processes are not yet well understood in many of these
environments (Houser 2009; Walker et al. 2017; Hao et al. 2018). Understanding these relations and
identifying the impact of the geomorphological processes is, however, essential, especially under the
changing environmental conditions of the last and coming centuries, as the effects and occurrence of
triggering conditions might increase (Gariano and Guzzetti 2016; Vousdoukas et al. 2020).

Identifying and understanding all the geomorphological change processes is challenging, as these
processes span multitudes of spatial and temporal scales. Moreover, the different processes can add
up to create larger-scale processes. For example, a coastline may retreat as a function of sea level rise
and changes in other geophysical forcings on a decadal scale, but on a seasonal scale, the coastline
may appear to show growth.

This research focuses on geomorphological processes constrained in time and space. We define
these processes as surface activities, which refer to fixed instances of a geomorphological process
instead of long-term geomorphological changes. We observe geomorphological processes using a
near-continuous terrestrial laser scanning (TLS) setup. In this setup, data is acquired within a limited
spatiotemporal span. The surface activities found in our dataset do not extend beyond a fixed spa-
tiotemporal extent. In the particular frameworks studied in this research, geomorphological processes
occurring over days to weeks can be observed, but a decadal retreat of the shoreline cannot be moni-
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6 Chapter 2. Background

tored. Furthermore, the spatial extent of the observed surface activities is, at maximum, a fraction of a
square kilometer.

Surface activity can thus be defined further as events where the morphology of a local surface changes
only over a specific period. Different types of surface activity are then defined by differences in their
spatial and temporal extent, i.e., the size and location of what is considered local and the length, mag-
nitude, and shape of the surface change. These different types of surface activity relate to differences
in their forcing. The intensity of the various forcings at a particular location differs from type to type, or
the type of surface activity is defined by different forcings altogether. The known surface activity types
found within the fixed spatiotemporal scale of observation at our study areas are discussed in Section
3.3.

2.2. Surface activity monitoring
Past and current work on monitoring surface activity is mainly based on pairwise comparison of to-
pographic measurements. These measurements can be obtained manually through total stations or
other leveling techniques (Delgado and Lloyd 2004), which is a time-intensive process. If information
is needed on larger areas or over longer timespans, one has to interpolate the height measurements
over the whole area or time span of interest. The relatively sparse amount of measurements that are
taken through these methods then poses restrictions on the accuracy of the observations of height
changes that occur as a result of the dynamic processes. Large-scale assessment, both spatially and
temporally, is thus not possible.

2.2.1. Remote sensing methods for surface activity monitoring
Recent advances in laser scanning (LiDAR) and photogrammetry show the potential to overcome these
problems. Here, 3D spatial representations (as point clouds) at different epochs are obtained through
consecutive acquisitions. These can be acquired through field surveys with TLS devices, fixed equip-
ment (e.g. permanent TLS), airborne acquisitions, or unoccupied aerial vehicles (UAVs). A more
detailed description of how LiDAR data is acquired and processed is given in Section 3.1.

Lin et al. 2019 showed that a bitemporal comparison between two height models of a beach obtained
through photogrammetric and LiDAR UAV scans could be applied for monitoring larger-scale beach
erosion. Other applications of these techniques, as well as multitemporal change identification, in the
fields of landslide and glacier studies, have also been studied, demonstrating that these methods can
provide efficient as well as rapid monitoring and quantification of surface changes in dynamic natural
environments (e.g., Eker et al. 2018; Pellicani et al. 2019; Zahs et al. 2019).

These methods of surface activity monitoring are well applicable if it is known when a geomorphological
process has taken place or will take place. When the timing of processes is not known, processes occur
superimposed on each other or on smaller time scales than the acquisition interval; these methods do
not allow for the analysis of all the individual surface activities. These circumstances often occur on
sandy beaches, where various surface processes show complex interactions on various spatial and
temporal scales (Walker et al. 2017). Bi- or multitemporal surface measurements can be used for
identifying the effects of surface activities that occur on a large temporal scale. However, the effects of
smaller-scale surface activities are missed. In these environments, setups that provide permanent or
near-continuous acquisition of surface measurements are better suited.

2.2.2. Near-continuous terrestrial laser scanning
Near-continuous TLS is a method that does show the potential of observing surface activities over
a broader range of spatiotemporal scales, as it has the advantage of enabling near-continuous topo-
graphic observations over long periods of time, without manual interference (Eitel et al. 2016). The
amount of data and information on surface dynamics that can be obtained in such a manner is vast.
Anders et al. 2019 showed that using near-continuous TLSwith shorter time intervals for volume change
estimation on a sandy beach, results in significantly different volume estimations thanwhen using longer
time intervals between acquisitions. This difference is also observed byWilliams et al. 2018: they found
that varying observation frequencies hold drastic implications on the number of surface activity events
and erosion rates obtained - with higher observation frequencies, the number of identified events in-
creased notably. The dynamics of a system are thus better captured if information obtained over shorter
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and larger time scales is incorporated into analyses. At the same time, essential interactions might be
missed when only using larger time intervals. Especially for areas with complex morphodynamics, like
coastal areas, the use of point cloud time series derived from near-continuous TLS thus offers good
potential for deciphering the interaction between the different surface processes.

LiDAR time series methods
Methods that use the entire time series of point clouds obtained through near-continuous TLS to mon-
itor surface activity are still rare. Kuschnerus et al. 2021a used the data of a point cloud time series
to characterize different change patterns on a sandy beach. Here, the time series was clustered us-
ing k-means, agglomerative, and density-based clustering (DBSCAN). The results showed that these
methods enabled the separation of different height change patterns over the entire time interval of the
data; for example, areas with deposition followed by erosion could be separated from areas with only
erosion. Using bi-temporal change analysis, these groups of change patterns would not have been
separated. This indicates that using a full time series gives good possibilities for understanding the
sequences of processes at one location. However, the issue with this full time series clustering is
that the temporal extent of processes, occurring on a smaller scale than the time series input, are not
automatically identified and separated, as the full time series is used as an input. Furthermore, the
spatial extent of the various change patterns is not segmented, and one has to identify these manually
or through other methods. These factors imply that particular instances of surface activities are not
extracted using these clustering methods.

4D objects-by-change
The use of object segmentation in a near-continuous TLS time series brings the possibility to sepa-
rate individual spatiotemporal processes representing surface activities, independent of the length of
the time series analyzed. Anders et al. 2021 proposed a method to segment individual erosion and
deposition instances in a near-continuous TLS time series into spatiotemporal segments called 4D
objects-by-change (4D-OBC). One 4D-OBC thus shows the spatial and temporal extent of an erosion
or deposition surface activity event as a segment of points with a corresponding time series of height
change for each point. A detailed description of this method is provided in Section 3.2.

It was found that using this method on a point cloud time series acquired on the sandy beach of Kijkduin,
around 95% of the separate erosion and sedimentation events occurring on a sandy beach could be
identified automatically, and 84% of the output of the algorithm were indeed surface activity instances.
The method was also tested on its ability to quantify the volume of surface activity in an alpine setting,
where snow avalanches and anthropogenic snow transport took place (Anders et al. 2022). It was
found that the method could separate spatially proximal erosion and deposition surface activities which
would be extracted as one using alternative methods (e.g. bi-temporal change detection). Furthermore,
surface activities proximal in time, which would, with alternative methods, be accumulated into one
process, could be separated. The method gives more accurate estimations of change volumes with
data obtained over longer periods than bi-temporal change analysis. The fact that this method works
fully automatically without the need for a priori knowledge of the timing of processes means that one
can also potentially identify unknown processes, giving it a considerable advantage for use in complex
morphodynamic situations.

The 4D-OBC method thus shows good possibilities for large-scale identification and understanding of
the complex interactions of processes taking place on the surface of the Earth, but what still needs
to be considered is the automated separation and identification of different types of surface activity
captured by the 4D-OBCs. Erosion and deposition can occur due to various reasons. For example,
anthropogenic displacement of sand might occur on a sandy beach, while other types of erosion might
occur due to wave interaction with intertidal sandbars over longer time spans. Identifying and classi-
fying these processes can offer valuable knowledge on the differences in magnitude and occurrence
of the various processes. Furthermore, it can, in the end, be used to relate different surface activities
spatiotemporally while also identifying the impact of one type of surface activity relative to others. In
this way, the complex interactions of surface processes could be unraveled, giving valuable knowledge
for the physical modeling of geomorphological change. In turn, enabling more efficient application of
mitigation and management strategies (Walker et al. 2017).
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2.3. Unsupervised classification methods
This research aims to obtain a method through which a set of 4D-OBCs can be separated into groups
of surface activity. This can be done through (un)supervised classification. Supervised classification
methods rely on training datasets of labeled data. For each sample in this training dataset, it should
be known to which class or value it belongs. A model is then trained such that for an input sample,
with its representative feature vector, the model outputs the correct label or value (Sen et al. 2020). In
our case of classifying 4D-OBCs, we want to allow for the identification and characterization of possi-
bly unknown surface activities, and it is not known thoroughly which and how the 4D-OBCs represent
surface activities. An extensive labeled training dataset can thus not be obtained. Therefore, unsu-
pervised classification methods are needed. Unsupervised classification or clustering methods allow
for separating data into different groups independent of any predefined labels. This section introduces
several unsupervised classification methods and their (dis)advantages.

One of the most widely applied clustering methods is the k-means algorithm. The k-means clustering
algorithm relies on a predefined number of clusters. The centroids of these clusters are initialized in
some way, most often by selecting random samples from the dataset. All data samples are added;
for each, the closest cluster centroid is computed, and the centroid of each cluster is moved toward
the average of the data samples in the cluster. This is done until the cluster centers do not move
after adding all the samples. This algorithm is relatively fast for low-dimensional datasets and easy to
understand. The disadvantages, however, are that it is susceptible to outliers in the data, one has to
know or in some way obtain the number of clusters beforehand, and only linear boundaries between
clusters are obtained (Saxena et al. 2017).

A clustering method in which no number of clusters has to be specified beforehand is hierarchical clus-
tering. Two main algorithms exist, which are agglomerative and divisive hierarchical clustering. These
rely on similar concepts but work in different directions. Here we only consider agglomerative hierar-
chical clustering, which works as follows: every data sample is assigned to a separate cluster. The
feature distances between these clusters are computed, and the two closest clusters are merged into
one cluster. One then computes the new cluster distances and merges the now nearest clusters. This
is done until either a desired number of clusters is obtained or a maximum feature distance threshold
is reached, i.e., all clusters are further apart than a certain feature distance. The distance between
clusters (i.e., linkage criteria) can be computed in various ways. The complete linkage criteria use the
furthest or closest samples from each cluster to quantify the feature distance. In contrast, the average
linkage criteria use the average distance between all the samples of one cluster to the others. The
latter one is less sensitive to outliers (Xu and Wunsch 2005). Overall, the hierarchical clustering algo-
rithm shows some advantages over k-means in that it is unnecessary to specify the number of clusters
beforehand. One can visualize and inspect the hierarchical structure of the tree or compute some per-
formance metric at different levels in the tree to decide on the distance threshold to be used. However,
a disadvantage is that it is susceptible to outliers, as these will have a considerable feature distance
and, thus, only at a large distance threshold be merged. A second disadvantage is that once a sample
is assigned to a particular cluster, it will not be removed later in the training run. Furthermore, due to
its time complexity, it is not very useful for large datasets (Xu and Wunsch 2005).

A clustering algorithm more useful for larger datasets and higher dimensional data is the DBSCAN
algorithm (Ester et al. 1996). This algorithm defines clusters based on density. One initializes a set
of core points, which contain more than a certain number of neighbors within a set feature distance.
All the neighboring core points are then regarded as one cluster, and non-core points within a certain
feature distance are added to the cluster until no more samples are found within the defined feature
distance. One thus obtains a number of clusters and a set of samples representing noise, which are
not considered a cluster. The resulting clusters are, therefore, less sensitive to noise (Ester et al. 1996),
which is an advantage of the DBSCAN algorithm. However, one has to set a number of neighbors and
a distance threshold parameter. Furthermore, samples of underrepresented classes in the data might
be regarded as noise, as most outlying samples will not be clustered. Also, by setting one threshold of
distance, the various groups of samples must show a similar distance between the incorporated points,
while the distance between clusters should be larger than this threshold. If a wider feature distribution
defines one group, it will be regarded as noise.
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Another clustering algorithm less sensitive to outliers is the Self-organizing Map (SOM; Kohonen 1990,
Clark et al. 2020). This neural network maps and clusters high-dimensional data onto an n-dimensional
grid or lattice. Each grid point contains an initialized weight vector with an equal length to the feature
vectors of the data samples. To obtain the clusters, each sample is iteratively matched to the closest
weight vector of the n-dimensional grid. After each mapping, this weight vector and its neighbors are
adapted toward the feature vector of the mapped sample. After adding all samples over several cycles,
one thus obtains weight vectors representing the centroid of a cluster, and all the samples are clus-
tered at the closest of these weight vectors. A more detailed description of the algorithm can be found
in Section 4.3. The advantage of this method is that one does not have to predefine a specific number
of clusters. Furthermore, neighboring centroids are also adapted when adding samples, enabling the
preservation of topological relations of higher dimensional data space, which allows for easier identifica-
tion of similar clusters. This also means that the algorithm is less influenced by outliers, but in contrast
to the DBSCAN algorithm, rare samples are still represented in the SOM clusters. Furthermore, the
SOM allows for non-linear separation between clusters (Corne et al. 1999).

Following the exploration of several clustering algorithms, we choose to use a SOM algorithm accom-
panied by a hierarchical clustering algorithm to cluster the 4D-OBCs extracted from a point cloud time
series. This allows for the possible detection of rare surface activities and the detection and charac-
terization of different levels of surface activity clusters present in the two environments studied in this
research. In Section 4.3.3 the reasoning behind this choice is further elaborated on.





3
Data and Study Areas

This chapter presents the data and study areas analyzed in this research. Section 3.1 describes how
a point cloud time series is acquired, from which the spatiotemporal segments to be classified in this
research are extracted. Section 3.2 gives details on the method to extract 4D-OBCs from these point
cloud time series. Here, we also describe what the final 4D-OBC data product is. Section 3.3 presents
the two study areas over which these point cloud time series and spatiotemporal segments are ac-
quired. Here, details on the specific instrument are given. We identify potential sources of problems
in the dataset for each study area and determine which types of surface activity are known to occur in
these areas. In Section 3.4, meteorological and hydrological data is presented, which is used to find
correlations and drivers between the types of surface activity and geophysical forcings for the sandy
beach study area.

3.1. Point cloud acquisition
This research analyzes spatiotemporal segments extracted from two point cloud time series. These
point cloud time series are obtained using a near-continuous TLS setup. In such a setup, a TLS device
is placed in a fixed position over a period of time. At set intervals, the TLS device scans the area, and
a point cloud is obtained. This point cloud serves as a 3D representation of the site. Every point in this
point cloud represents an x, y, and z location where the laser pulse, emitted by the TLS device, was
reflected after interaction with an object or surface material. This location is determined through the
Time-of-Flight principle. The distance from the TLS device to the object is defined as a function of the
speed of light and the time between emitting and receiving the laser pulse:

Distance =
c · t
2

(3.1)

where c is the speed of light, and t is the time between emitting and receiving the laser pulse. The
3D location of the reflecting surface can then be obtained by obtaining this distance, combined with
knowledge on the angle of emission of the pulse (Beraldin et al. 2010). This angle of emission is
measured with respect to a reference system centered in the TLS device. By emitting a series of pulses,
the point cloud of the area surrounding the TLS device at one epoch in time is obtained, referenced
against this TLS device-centered internal coordinate system (Lichti and Skaloud 2010).

A point cloud time series is obtained by repeating these measurements with a certain temporal interval.
The TLS device has to be fixed rigidly to preserve the location of the internal coordinate system asmuch
as possible. This enables the direct comparison between consecutive point clouds. If the location of
the TLS device changes, the cloud-to-cloud comparison shows changes not due to changes in the
scanned surface but due to the movement of the TLS device. The rigid placement of the TLS device
should mitigate this problem. It is, however, found that even though the TLS device is fixed, there
is still movement which results in significant changes in the center of the internal coordinate system
(Kuschnerus et al. 2021b; Voordendag et al. 2022). To this end, the point clouds must be transformed
to refer to a single coordinate reference system. This is done through a rigid body transformation.

11
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In the case of our near-continuous TLS setup, every point cloud is aligned and referenced against
the point cloud of the first epoch. Details on the preprocessing methods used for the alignment and
referencing are found in Anders et al. 2021. After these preprocessing steps, one obtains a point cloud
time series, in which the between point cloud changes due to the nature of the instruments is minimized,
and changes above a certain distance are expected to be the result of actual surface change.

3.2. 4D objects-by-change
In this research, spatiotemporal segments extracted from point cloud time series are analyzed and
characterized. These are automatically extracted using the 4D-OBC method presented by Anders et
al. 2021. The segments represent the temporal and spatial extent of a specific surface activity, e.g.,
the build-up and consecutive destruction of an intertidal sandbar.

The 4D-OBCs are obtained with the following six steps:

1. Compute space-time array of height change with respect to the first epoch at fixed locations of a
regular grid

2. Smooth the height change time series
3. Identify seed candidates representing temporal height change forms
4. Sort seed candidates
5. Grow spatial region from seed candidates
6. Discard spatiotemporal segments not representing surface activity

In each of these steps, slight variations in configurations are used for the two study areas (presented
in Section 3.3). The specific designs per study area are shown in Table 3.1.

The first step is obtaining a space-time array of height change by computing the distance of each point
cloud to the first point cloud, and representing these on an evenly spaced grid (1). This is done using
the Multiscale Model to Model Cloud Comparison (M3C2) method (Lague et al. 2013). For each grid
point, a time series of height change relative to the height at the starting epoch is created (Figure 3.1).
These time series are smoothed using a temporal window to reduce the effects of errors due to changes
in atmospheric conditions (2, Anders et al. 2019). The value is set to the median value within a temporal
window.
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Figure 3.1: Full time series of height change for one grid point of the interpolated point cloud time series.

Hereafter, the temporal segments representing surface activity are identified, which serve as seed
candidates for the spatial region growing (3). This is done in two ways, depending on the study area.
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For the sandy beach study area, points of change are identified using a sliding temporal window of 24
h (Anders et al. 2021). If there is a discrepancy in the median value between the first 12 h and the
second 12 h, the point is detected as a change point. From these change points, temporal segments
are extended until the change with respect to the starting point becomes zero again. Here, one temporal
segment thus spans the deposition/erosion at a grid point and the recovery to the initial values of the
temporal segment after subsequent erosion/deposition (Figure 3.2A). Temporal segments that do not
recover to initial values before the end of the observation period are not added.

For the Alpine snow cover area, temporal segments are identified using piecewise linear regression
(Anders et al. 2022). A line is fitted to groups of epochs showing similar gradients in height change
utilizing least squares fitting. If the difference in height between the start and end epoch of the fitted
line is larger than the minimum detectable change of 5 cm, the temporal segment is used for further
analysis. These temporal segments thus show only deposition or erosion, without any recovery to the
original state, in contrast to the 4D-OBCs of the sandy beach (Figure 3.2B).
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A: Result sandy beach approach
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Figure 3.2: The temporal segment resulting from the sandy beach seed detection method (A) and the snow cover seed
detection method (B).

For both use cases, these temporal segments serve as seed candidates for a spatial surface activity
segment. Before the region growing of this spatial segment, the seed candidates are sorted on their
relative importance (4). The seeds are ranked based on their neighborhood similarity determined as the
mean normalized Dynamic Time Warping (DTW, Berndt and Clifford 1994) distance between the seed
and its eight neighbors. A second ranking is done based on the value of the integral of the absolute
height change over the temporal segment of the seed, with higher values ranked first.

From these seed candidates, a region is grown spatially by computing the similarity based on the DTW
distance between the seed point’s time series and the spatially neighboring points (5). If the similarity
between a point within the segment is larger than an adaptive threshold, the neighboring point is added
to the segment. This is done until no more points are neighboring with a similarity lower than this
threshold. This threshold value is determined for each region growing iteration, testing a range of
thresholds and automatically selecting the threshold, before a large increase in segment size occurs.
Region growing starts with the first of the ranked seed candidates. Seed candidates are omitted if
a seed candidate is already incorporated within the spatiotemporal segment of a previously grown
segment.

After the region growing step, segments are discarded that are either too small or too large (6). These
thresholds are chosen depending on the study area (Table 3.1). Furthermore, segments that show
considerable time series heterogeneity are discarded.
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Table 3.1: 4D-OBC configuration and dataset characteristics for the snow cover and sandy beach dataset

Dataset Sandy beach Snow cover
Number of epochs 2,942 125

Grid spacing 0.5 m 0.2 m
Smoothing window length One week Three hours
Minimum detectable change 0.05 m 0.05 m
Minimum segment size 2.25 m2 16 m2

Maximum segment size - 4,000 m2

Maximum duration 8 weeks -

The resulting segments are the 4D-OBCs. Each of these is defined by their three-dimensional geo-
graphic space, i.e., the locations and height of all the points incorporated in the segment, and their
one-dimensional temporal space, i.e., the change in the height dimension over time. Figure 3.3 shows
an example of one of these 4D-OBCs extracted on the sandy beach study area.
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Figure 3.3: Example of a 4D object-by-change (4D-OBC). A) the time series of height change of the points inside the segment.
Every line represents the time series in one of the grid points. The colors show the similarity. The blue line is the time series of
the seed point. The temporal segment detected as a seed is captured within the arrow. B) Height change at three epochs
within the temporal segment of the 4D-OBC. C) The spatial outline of all the points within the 4D-OBC. The blue box is the

bounding box of the segment. The star is the location of the seed.

3.3. Study areas
The two study areas of interest in this research have different near-continuous TLS setups and types
of surface activity. The following two paragraphs describe the details of both setups and the surface
activities that can be found within the spatiotemporal boundaries set by the 4D-OBCs extracted in these
areas.

3.3.1. Sandy beach
The main focus of this research is on characterizing the surface activity of a sandy beach on the North
Sea located in Kijkduin, The Netherlands (52°04’14” N, 4°13’10” E). This particular beach is monitored
using a near-continuous TLS setup with a Riegl VZ-2000 scanner fixed at 30 meters height on a hotel
building overlooking the beach (Figure 3.4).

The setup is part of the CoastScan project (Vos et al. 2017). The scanner acquired a point cloud at an
hourly interval between November 2016 and May 2017. The 4D-OBCs analyzed in this research are
extracted from a subset of this point cloud time series, acquired from 2017-01-15 to 2017-05-26 and
containing 2,942 epochs of point cloud acquisitions (Vos et al. 2022). The point clouds are registered
against the first epoch, using the ICPmethod, onmanually identified stable surfaces between the dunes
and the beaches. The resulting minimum detectable change is 0.05 m (Anders et al. 2019).
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Figure 3.4: Photo of the scanner setup mounted on the hotel overlooking the Kijkduin beach. Image courtesy of S. Vos.

The point clouds have point densities between 2 and 20 points/m2, but this point density varies from
scan to scan due to surface reflectance properties, tidal level, and meteorological conditions (Vos et
al. 2022). The intertidal part of the scan area is submerged by water as a function of the tides. In a
submerged situation, the laser pulses emitted by the scanner in this area are not reflected but absorbed
by the water (Höfle et al. 2009). This results in gaps in the point cloud time series, which also influence
the appearance of the 4D-OBCs.

A spatial subset is used for the extraction of 4D-OBCs, which covers the area shown in Figure 3.5. This
area is approximately 300 m by 600 m and spans the dunes, backshore, and intertidal zone. In this
area, the distances of the space-time array are computed at a regular grid with a spacing of 0.5 m. The
minimum limit on the size of the 4D-OBCs is set to 2.25m2, and the maximum duration is 8 weeks. This
maximum duration is chosen, as this research focuses on temporary surface changes (Anders et al.
2021). Surface changes of longer durations are easier to decipher by only using bi-temporal methods,
whereas this near-continuous TLS setup enables the identification of temporary surface changes. The
4D-OBCs with the shortest duration have a duration of 24 h. We use the derived dataset containing
2,021 4D-OBCs, extracted from the 4D point cloud dataset of Kijkduin, as input for our methods. This
dataset is referred to as the beach dataset.

The sandy beach area under consideration is a very dynamic environment where several types of sur-
face activities occur. These surface activities are forced by hydrodynamic (swash, tides), meteorologic
(wind, precipitation), and anthropogenic processes (bulldozer work) that interact to displace sand over
various spatial and temporal scales (Walker et al. 2017). These surface activities all act on a hierar-
chical scale, i.e., surface activities on a smaller spatiotemporal scale aggregate into surface activities
acting on larger scales (Cowell et al. 2003). The boundary temporal scale the 4D-OBCs represent lies
between 24 h and 8 weeks (1344 h). The boundary spatial scale lies between 2.25 m2 and the full
extent of the area of interest, 180,000 m2. These boundaries indicate that surface activities relating
to the micro-scale (Cowell et al. 2003) can be identified. Inside this spatial scale surface activities act
altering the state of particular elements of the morphological unit of the area.
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Intertidal zone

Backshore

Dunes

Figure 3.5: Study area (star in B). The point clouds sample the area visualized in A. Data: Aerial imagery ©pdok.nl 2017,
borders ©Natural Earth 2022
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Figure 3.6: Barrier-beach-dune complex, with the different elements indicated, as well as two types of dynamic morphological
forms, the beach berm and tidal bars. Adapted from Ruessink and Ranashinge 2014.

The morphological unit comprised by the dataset can be defined as the barrier-beach-dune complex
(Cowell et al. 2003). The elements inside this unit are the dune area, backshore, beach berm, and
intertidal zone (Figure 3.6). The surface activities to be identified in the 4D-OBCs thus act inside
these elements. The intertidal zone is the region between the mean low and mean high tide water
levels, and here hydrodynamic and meteorological processes can interact. The beach berm is an
accumulation of sand that divides the backshore and this intertidal zone. The backshore is the area of
the beach where hydrodynamic processes influence the morphology only during extreme conditions.
Meteorological processes, consequently, largely dominate the surface activity here. The boundary
between the backshore and dune area is the location where permanent vegetation starts (Ruessink
and Ranashinge 2014). This dune area is dominated by meteorological processes. Each of these
morphological elements contains surface activities specific and non-specific to those locations. The
following sections describe several surface activities known to exist in these morphological elements,
which could thus be found when grouping and characterizing the 4D-OBCs. Apart from these surface
activities, more types of surface activities could be represented by the 4D-OBCs. Furthermore, several
different low-level separations into surface activities might also be found within each of these surface
activities, e.g., different types of intertidal bars.

Aeolian erosion, transport, and deposition
Aeolian erosion and deposition can occur in any of the morphological elements of the beach that lie
above the mean low tide boundary. The wind speed and the wetness of the sand constrain the mag-
nitude of these surface activities. With lower wind speed, the entrainment of sand by air is smaller,
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and rates of erosion and subsequent transport are thus lower (Dong et al. 2003). When the sand is
wet, the threshold wind speed for entrainment is larger (Davidson-Arnott et al. 2008). These factors
imply several potential characteristics of surface activities. During high wind speed and under dry con-
ditions, erosion surface activities that show sharp decreases in height might exist in all parts of the
beach. Under lower wind speeds and wetter conditions, these erosion events might be more gradual
or not appear. Deposition and recovery at erosion locations will likely be gradual, except when a site is
(temporarily) shielded from the wind. The erosional events will likely be more gradual in the intertidal
zone because the intertidal zone can remain wet between the high and low tides. This does, however,
depend on the initiation processes of sand transport. If the process is initiated by saltation, i.e., the
impact of other sand grains, the wetness shows a lower correlation with transport rates. Consequently,
aeolian erosion in the backshore and dune area under dry conditions, with wind directed off-shore,
could initiate erosion of the sand in the intertidal zone, even when the sand is still wet at low tides.

Aeolian surface activities are thus likely not easily distinguished from other surface activities by their
magnitude, location, or size because local and temporal variations in wind speed and wetness cause
variations in these variables. But within the broader aeolian surface activity group, sorting and group-
ing based on these characteristics could be possible, and correlation with natural drivers could give
valuable insights. Furthermore, in the vegetated dune area, the wind force is lower (Mayaud and Webb
2017), and large foredune accumulation events can exist (Hesp et al. 2005). The resulting character-
istics of the surface activities in this area might thus also be different.

Beach berm deposition and erosion
The beach berm is a temporary element of the beach. During storms, the berm might be eroded, while
during prolonged periods of calmweather, the berm can be deposited (Ruessink and Ranashinge 2014).
This beach berm deposition and erosion is a surface activity constrained to a specific location dividing
the intertidal zone and the backshore. The spatial extent of a beach berm deposition and erosion
surface activity event is not constrained in the along-shore direction. Still, in the cross-shore direction,
it will not extend far beyond the boundaries mentioned before. The beach berm is deposited through
onshore sediment transport via waves in the swash zone but can also be anthropogenically enhanced
as a means of coastal management (Zhu et al. 2022). The magnitude of the beach berm height can
range up to several meters. There are no known anthropogenic nourishments to the beach berm during
data acquisition, and it is unlikely that anthropogenic nourishment of the beach berm has occurred, as
this beach is managed by the mega nourishment of the ”sand engine” (Stive et al. 2013).

Intertidal sandbar deposition, transportation, and erosion
Intertidal sandbars are local accumulations of sand deposited during mild wave conditions (Vos et al.
2020), and in particular during post-storm conditions (Ruessink and Ranashinge 2014). The intertidal
bars, in most cases, are elongated and positioned parallel to the coast. At the Kijkduin beach, seasonal
intertidal bars exist between the winter and summer, reaching a height of about one meter (Vos et al.
2020). These intertidal bars are deposited during the recovery processes after the winter, in which
sand is deposited at the beach to create the summer profile. The intertidal bars are deposited during
calm conditions and migrate shoreward during moderate to storm conditions (Robin et al. 2009). The
destruction of intertidal bars is thought to be related to heavier weather conditions and relatively high
water levels (Cohn et al. 2017; Vos et al. 2020). The destruction, thus, is more abrupt than the initial
growth of the sandbar. In the same point cloud time series as used in our research, Vos et al. 2020
found that after the formation of an intertidal bar between the 21st and 26th of January 2017, during
calm and low water level conditions, the bar migrated shoreward, and grew taller, after which it was
destructed rapidly a month later, before the 24th of February, during high water and storm conditions,
in between the acquisition of two low tide scans they examined. In this case, the destruction process
was thus thought to be due to hydrodynamic processes instead of aeolian processes. Furthermore,
they suggest that the dominant transport after destruction, in this case, was off-shore. However, other
research implies that after the destruction of intertidal bars, sand deposited in the intertidal zone and
beach berm can serve as a source for aeolian transport towards the backshore and dune area (Houser
2009).

This intertidal bar complex, in many cases, contains a bar trough on the landward side of the intertidal
bar (Anthony et al. 2009). This trough generally has a lower depth relative to the bar height. It is defined
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by erosion during the formation of the intertidal bar and subsequent onshore migration and restoration
due to deposition.

Anthropogenic activities
Several known anthropogenic activities exist on the Kijkduin beach. Local sand accumulations are
formed, and others are removed through bulldozers to clear parts of the area (Kuschnerus et al. 2021a).
This is known to occur in the far backshore and around the entrance paths in the dune area. Local
natural accretions are removed in the latter area to clear the path. These human activities show a very
steep height change and are small in size. Furthermore, many anthropogenic bulldozer activities might
occur around March to clear areas to build pavilions, as these open at that time1.

3.3.2. Alpine snow cover
The second study area is a snow-covered Alpine area. This area is located at the Schneeferner glacier
near the Zugspitze in Germany (47°24’59”N, 10°58’46”E, Figure 3.7). It was monitored using a near-
continuous TLS setup with a Riegl VZ-2000i scanner positioned at the environmental research station
Schneefernerhaus, overlooking a ski resort. The device scanned at hourly intervals for five days be-
tween 2018-04-17 and 2018-04-22. The final dataset consists of 125 epochs of point cloud acquisitions
(Anders et al. 2022). The point clouds are registered against the scan of epoch 2018-04-18 using the
ICP method. After registering, the space-time array of height change is computed at a regular grid with
a spacing of 0.2 m.

Study area

BA

Figure 3.7: A) Hillshade derived from a point cloud obtained at the study area. The cross indicates the location of the scanner.
The areas where known types of surface activity occur, adapted from Anders et al. 2022, are indicated. B) Location of the study

area, borders ©Natural Earth 2022

The scan position changes between night and day, so the scans from the two positions are coarsely
aligned by manually picking points of a stable reference area. The final alignment accuracy is, on
average, 2.5 cm. The minimum detectable change for the 4D-OBC method is thus set at 5 cm. The
night scans have less spatial coverage than the day scans, resulting in gaps in the point cloud time
series, which also influence the appearance of the 4D-OBCs.

From the point cloud time series, 813 4D-OBCs are extracted. We use this dataset as input for our
methods. The dataset is further referred to as the snow cover dataset.

Surface activities
In this snow-covered study area, several types of surface activity have visually been observed during
the acquisition of the point cloud time series.

First, snow avalanches have been identified. These surface activities occur over a short period, within
minutes, and mainly occur on slopes above 30 degrees (Schweizer et al. 2003). The activities involve

1https://strand-denhaag.nl/overzicht/strandtenten

https://strand-denhaag.nl/overzicht/strandtenten


3.4. Meteorological and hydrodynamic data 19

the transportation of snow from the higher part of the slope towards a lower part and are thus defined
by an erosion and deposition zone.

Second, snowfarming has been observed. Here, bulldozers transport snow from one part of the region
to another to be used for the preparation of the ski pistes. The transport events have a duration of up
to 6 h (Anders et al. 2022).

Third, ablation and compaction of snow due to warm temperatures might have occurred. During the
acquisition period, the temperatures were relatively high, combined with extensive solar insolation
(Schardt 2018). This causes the snow cover to melt and liquid water to run off or evaporate. The
snow cover height then decreases, which results in erosional surface activities that might occur over
larger areas but could also be locally bound, through local temperature variations.

A fourth possible surface activity in the Alpine region is snowfall. On 2018-04-17, 6 cm of fresh snowfall
was recorded (CDC - Climate Data Center 2018). It is unknown if this fell before the acquisition started
at 14:00 on the 17th of April.

A fifth process resulting in surface activity frequently occurring in snow-covered areas is snow transport
through wind. During the acquisition, conditions were relatively warm (CDC - Climate Data Center
2018). It is, therefore, not expected that wind-driven transport has occurred.

3.4. Meteorological and hydrodynamic data
Additional datasets of natural drivers influencing the initiation of surface activities on the sandy beach
of Kijkduin are investigated to correlate to the occurrences of the obtained groups of surface activities.

The meteorological data is obtained at Hoek van Holland (51°59’31.2”N, 4°07’19.2”E), the closest pro-
fessional weather station to the Kijkduin beach (Vos et al. 2022). It is provided by the Dutch meteoro-
logical institute (KNMI). The data used in this research are the hourly average wind speed and hourly
precipitation. For some analysis, we average this data over a daily period.

The hydrodynamic data is obtained at two locations by Rijkswaterstaat. The water level, relating to the
tides, is obtained at Scheveningen (52°06’00.3”N, 4°15’32.4”E), measured at a 10-minute interval. The
wave height data is measured in front of the coast at IJmuiden (52°32’57.2”N, 4°03’25.1”E), also at a
10-minute interval.





4
Methods

This chapter describes the methods researched and developed to characterize different types of sur-
face activity from the 4D objects-by-change (4D-OBCs) extracted from a point cloud time series. First,
the 4D-OBC dataset is split into erosion and deposition subsets (Section 4.1). Second, initial features
are extracted, from which a selection of features is used for further development (Section 4.2). Third,
the Self-organizing Map (SOM) algorithm is used to provide a low-level sorting and detailed grouping of
the 4D-OBCs into surface activities (Section 4.3). The parameters and final feature selection used as
input for this algorithm are partially chosen based on literature (Section 4.3.4) and partially optimized
by assessing the performance under different configurations (Section 4.5). The groups of 4D-OBCs
obtained with the optimized SOM algorithm are evaluated in four ways, presented in subsection 4.3.5.
As a final step, the grouped 4D-OBCs of the optimized SOM algorithm are used as an input for a hier-
archical clustering algorithm to identify and characterize broader groups of surface activities (Section
4.4). The performance of this clustering algorithm is assessed in terms of the physical interpretability
of the clusters as surface activities and the possibility of correlating the clusters with natural drivers.

The final developed methods used to characterize and visualize surface activities from the 4D-OBCs
are summarized in four steps (Figure 4.1):

1. Split the 4D-OBC dataset into an erosion and deposition 4D-OBCs dataset
2. Extract spatial and temporal features from the 4D-OBCs to be used in the unsupervised classifi-

cation
3. For both the erosion and deposition dataset, train a SOM and match all the 4D-OBCs to this SOM

to explore the full dataset and organize it into characteristic feature vectors, representing detailed
groups of surface activities

4. Use hierarchical clustering to cluster these detailed groups of surface activities and obtain different
levels of clustering

4.1. 4D objects-by-change Erosion-Deposition dataset split
The first step in obtaining grouped 4D-OBCs is splitting the dataset of 4D-OBCs into 4D-OBCs repre-
senting erosion and deposition surface activities (Figure 4.1). Dividing the dataset in this first stage
already enables a grouping of 4D-OBCs into two types of surface activity. Thus, it ensures that the
subsequent unsupervised classification methods do not have to cluster these two groups but instead
separate the 4D-OBCs into more detailed low-level groups.

The method of extracting 4D-OBCs detects either a negative or a positive change point in the space-
time array extracted from the point cloud time series, resulting in two types of 4D-OBCs—one with
positive and one with negative height change.

The split into an erosion and deposition dataset is accomplished using the seed time series of each
of the 4D-OBCs. First, all seed time series are translated to start at zero by subtracting the height at
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Figure 4.1: Workflow with the four main steps to obtain grouped 4D-OBCs in dark blue and the optimization method in light
blue. The output obtained at different levels in the workflow is colored green. The numbers represent the section in which the

method or result is presented.

epoch zero from all the heights of a seed time series. Consequently, all the measurements are relative
to the first epoch (see Figure 4.2). Then, for each seed time series, the heights at all the epochs are
summed, obtaining the area under the curve. If the sum of heights is negative, the 4D-OBC is added
to the erosion dataset, and if the sum of heights is positive, the 4D-OBC is added to the deposition
dataset. For the beach dataset, we end up with 1205 deposition 4D-OBCs and 816 erosion 4D-OBCs.
278 deposition 4D-OBCs and 535 erosion 4D-OBCs are obtained for the snow cover dataset. In the
rest of the thesis, these datasets are referred to as the deposition and erosion (beach and snow cover)
datasets.

4.2. Feature processing
Thirty-six features are initially extracted from the 4D-OBCs in the erosion and deposition dataset (Ta-
ble 4.1), describing spatial and temporal attributes of the 4D-OBCs. These features can be grouped
into spatial (3), temporal (32), and spatiotemporal (1) features. In the following paragraphs, details on
the features and the extraction methods are given. The final feature selection used for the optimized
methods is also given. This selection is obtained through the optimization methods (4.5).

4.2.1. Feature extraction
Temporal features
Thirty-two temporal features are derived, encompassing the largest part of the features. All these
features are based on the seed time series of a 4D-OBC. The shape (i.e., the temporal evolution of
height change) and magnitude of the seed time series show substantial variability among 4D-OBCs
and are therefore expected to be of value for the characterization of surface activities. The seed time
series used for feature extraction start at a height change of zero, following the translation presented in
Section 4.1. Furthermore, the absolute height change values of the time series are used, as the dataset
is already split into erosion and deposition 4D-OBCs, and the sign of the height change consequently
does not hold any value for clustering anymore.
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Figure 4.2: The seed time series of an erosion (green) and deposition (blue) 4D-OBC. The dashed lines represent the original
seed time series. The solid lines represent the translated seed time series.

A unique feature is the resampled seed time series. The algorithms we use require 4D-OBC feature
vectors of equal length. Therefore, using the original time series is impossible, as the duration of the
4D-OBCs varies. We thus resample the seed time series to a fixed number of epochs using linear
interpolation. The seed time series show a wide variety in length as a result of variations in the nature
of a surface activity, ranging from 24 h to 1,344 h, with a mean of around 500 h for the beach dataset.
A resampling size of 500 epochs is therefore chosen. Consequently, the resampled time series feature
is represented in the feature vector of the 4D-OBCs by 500 dimensions. The resampling size for the
snow cover dataset is 4 h.

Information lost by resampling the time series is added as additional features. The extracted features
are divided into two groups, features based on the full seed time series and features based on events
in the seed time series. The polynomial features are computed by least square fitting on the seed
time series. The first-order polynomial thus adds three features (zeroth order coefficient, first-order
coefficient, and residuals), the second-order polynomial adds four, and third order polynomial adds five.
We do not explicitly use the zeroth-order polynomial fit as this is equal to themean height change feature.
All other features, except duration and area under the curve, are based on features that have shown to
be useful for clustering a point cloud time series dataset of a rockfall-affected site by Winiwarter et al.
2022.

Spatial features
One spatial feature is used for both datasets, namely, the segment size of the 4D-OBC (in m2), based
on the number of points incorporated in the spatial segment. For the beach dataset, we also derive the
cross-shore location of the seed (inm) and the cross-shore location of the bounding box center around
the spatial segment of the 4D-OBC (in m).

We only incorporate the cross-shore position for the beach dataset as this can distinguish processes
occurring in the intertidal zone from processes in the supratidal zone. In contrast, the along-shore
position is not considered relevant to any separation in physical processes on the beach. The cross-
shore position feature is a case-specific feature, i.e., in other settings, like the alpine setting of the
snow cover dataset, specific surface activities might not be constrained to any spatial region based on
a coordinate, or the spatial axes over which the surface activities can be grouped is different or not
known beforehand. Therefore, we do not use any location features for the snow cover dataset.

Spatiotemporal feature
One feature describing both the spatial and temporal dimensions is extracted: the volume feature. It is
computed by summing all the areas under the curve of the temporal segments of the points incorporated
in a 4D-OBC.
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From the 36 extracted features, we use 8 features as input for the next step of our developed method,
highlighted in Table 4.1. This selection is determined based on the optimization methods presented in
Section 4.5.

4.2.2. Feature scaling
The features are scaled before further analysis to mitigate any effect of variations in the units of features.
The scaling is done by normalizing each feature individually to the range of 0 to 1 using Min-max
normalization, i.e., based on the minimum and maximum value present in the dataset, for each feature:

Xscaled =
X −Xmin

Xmax −Xmin
(4.1)

Where X is the feature value of the sample under consideration, Xscaled is the scaled version of the
feature value, and Xmin and Xmax are, respectively, the minimum and maximum value found for the
feature. When scaling the resampled time series, we set the minimum and maximum feature value as
the minimum and maximum occurring height change of all 4D-OBCs in the dataset, with respect to all
of the epochs. As such, the resampled time series retains its shape after scaling.

After scaling, all feature values are multiplied by the resample size of the time series, except for the
resampled time series feature. Through this, we give equal weight to the different features as to the
resampled time series when computing distances between feature vectors, which, in concept, acts the
same as scaling the resampled time series between 0 and 1, and all the other features between 0 and
the resample size.
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Table 4.1: Extracted features. Final selected features (on the basis of Section 4.5) are in bold. Sandy beach specific features
are in italics.

Feature name: Description: Type
Resampled time se-
ries

Height change values at 500 (resampled) epochs of the seed time
series (m)

Temporal, full
seed time series

Duration Duration of the seed time series (h) Temporal, full
seed time series

Cross-shore location
of seed

The cross-shore location of the seed (m) Spatial

Timing of min. acc. Epoch of minimum acceleration event (hs after start of seed time
series)

Temporal: event
based

Max. change Magnitude of the maximum height change value (m) Temporal, event
based

Segment size Number of grid cells in a 4D object-by-change multiplied by grid cell
size (m2)

Spatial

Area under curve Sum of height change values in the seed time series (m · h) Temporal, full
seed time series

Volume Sum of height change time series of all grid cells in a 4D object-by-
change (m2 · h)

Spatiotemporal

Mean change Mean height change (m) Temporal, full
seed time series

Mean slope Mean slope of the height change (m/h) Temporal, full
seed time series

Mean acceleration Mean acceleration of the height change (m/h2) Temporal, full
seed time series

Mean absolute slope Mean of the absolute slope of the height change (m/h) Temporal, full
seed time series

Total curvature Sum of the absolute acceleration of the height change (m/h2) Temporal, full
seed time series

first-order polynomial
fit

Coefficients of the least squares first-order polynomial fit to the time
series (three features)

Temporal, full
seed time series

second-order polyno-
mial fit

Coefficients of the least squares second-order polynomial fit to the
time series (four features)

Temporal, full
seed time series

third-order polynomial
fit

Coefficients of the least squares third-order polynomial fit to the time
series (five features)

Temporal, full
seed time series

Timing of max change Epoch of maximum height change event (hs after start of seed time
series)

Temporal, event
based

Max. slope Magnitude of the maximum slope of the height change (m/h) Temporal, event
based

Timing of max. slope Epoch of maximum slope event (hs after start of seed time series) Temporal, event
based

Min. slope Magnitude of the minimum slope of the height change (m/h) Temporal, event
based

Timing of min. slope Epoch of maximum slope event (hs after start of seed time series) Temporal, event
based

Max. acc. Magnitude of the maximum acceleration of the height change (m/h2) Temporal, event
based

Timing of max. acc. Epoch of maximum acceleration event (hs after start of seed time
series)

Temporal, event
based

Min. acc. Magnitude of the minimum acceleration of the height change (m/h2) Temporal, event
based

Acc. at min. change Acceleration at the minimum height change (at epoch zero, m/h2) Temporal, event
based

Acc. at max. change Acceleration at the maximum height change (m/h2) Temporal, event
based

Cross-shore location
of bounding box

The cross-shore location of the center of the bounding box of a 4D
object-by-change (m)

Spatial
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4.3. Self-organizing Map (SOM)
4.3.1. SOM overview
The first level of unsupervised classification is done using the SOM. The SOM (or Kohonen map) is an
artificial neural network designed by Teuvo Kohonen (Kohonen 1990). Since then, SOMs have shown
to be suitable for data exploration and clustering in various fields of research (e.g., Skupin et al. 2013,
Kohonen 2013, Hagenauer and Helbich 2013, Clark et al. 2020). The central concept behind the SOM
algorithm is mapping high-dimensional data onto an n-dimensional grid of neurons, which is done using
a competition network. In such a competition neural network, neighboring neurons compete through
lateral interactions with input data, and consequently, the different neurons develop to become recipient
of specific data patterns (Kohonen 1990). After training a network, each grid point (i.e., neuron or node)
is represented by two vectors, the axes on the grid (defined by x,y,...N-dimensions) and the axes in the
data space, represented by the weight vector (v with length n equal to the number of features). Each
node represents a group of similar samples present in the data, and nodes or groups of nodes on
the SOM can be interpreted as clusters if the distance in feature space (dissimilarity) of the mapped
samples is relatively small and the distance to the samples in other groups of nodes is large. A trained
version of a SOM is visualized in Figure 4.3. Here, samples of a three-dimensional toy dataset are
used for training a SOM, and afterward, the samples are matched to their closest weight vector. One
can identify six distinct regions of the SOM representing the clusters. In between these regions, the
distance in the feature space of the trained weight vectors is large, while within these regions, the
distance is smaller, and only subtle variations are apparent.
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Figure 4.3: Toy example of a Self-organizing Map (SOM, 9x9 nodes) with six distinct clusters, represented as either a region of
the SOM or a SOM node. The colored dots represent the different clusters. The location within a grid point has no meaning but

is randomized for visualization purposes.

4.3.2. SOM algorithm
The SOM is a neural network that maps and clusters high-dimensional data onto an n-dimensional
grid or lattice (Kohonen 1990). All grid points contain a weight vector vj (with j = 1, ...M , M =
No. grid points) with a length equal to the number of features of the input samples. During each
of the training cycles t = 1, ...T , all samples xi (with i = 1, ...n, n = No. samples) in the training dataset
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are iteratively and in fixed order mapped to the closest node, and the weight of the node is updated.
As a result, the final variance between the weight vector and the mapped samples is minimized.

The SOM algorithm consists of the following steps:

1. Initialize weight vectors, vj with j = 1, ...M

2. Select for sample xi the closest weight vector vj as best matching unit (BMU)
3. Update the weight vector and the surrounding weight vectors:

vj = vj + αthi,j(t)(xi − vj) (4.2)

here hi,j is a Gaussian kernel function defining the magnitude of influence of the sample xi on
the weight vectors in the grid:

hi,j(t) = e

−d2i,j

2σ2
t (4.3)

where di,j is the grid distance between vj and BMU, in grid units; σt is the standard deviation
of the Gaussian kernel at cycle t, indicating the radius of influence of the sample; and αt is the
learning rate at cycle t.

4. Repeat step 2 and 3 for every sample in the dataset
5. Repeat step 4 for a given amount of cycles T

The initial values of the learning rate and radius are predefined and decrease with the number of cycles
to achieve convergence and global and local data ordering. The values at cycle t are computed using
an asymptotic decay function:

(αt, σt) = (αt−1, σt−1)
1

1 + 2t
T

(4.4)

After the training cycles, all training and non-training samples in the dataset are again matched to their
BMU to obtain the final grouping of the samples.

4.3.3. SOM architecture advantages
The SOM has several advantages which are not altogether present in other unsupervised classification
methods. First, the exact number of clusters to be found in the data does not have to be determined
beforehand. In contrast to the k-means clustering algorithm, where one defines the number of clus-
ters, in a SOM, one may define a large number of nodes and let the algorithm itself converge to a
certain number of distinct SOM regions (i.e., clusters) between which the distance in feature space is
considerable. One can then manually identify how many clusters are found in the data.

Second, a SOM can preserve the topological order of higher dimensional feature space in its lower
dimensional grid representation. Consequently, a SOM shows the characteristic feature vectors and
distinct groups of these vectors in the data, but also which of these characteristic vectors are neigh-
boring in the feature space. This contrasts with unsupervised classification methods like k-means,
hierarchical clustering, and DBSCAN and enables a more straightforward identification of similarities
between samples not grouped in the same node while also allowing the identification of subtle differ-
ences between samples in neighboring nodes.

Third, by preserving topological order, the SOM shows gradual patterns of variation in the data. SOM
nodes might represent transitional groups of 4D-OBCs between two or more distinct groups of nodes
(i.e., SOM regions). The SOM can thus, in a sense, be seen as a fuzzy clustering algorithm (Han et al.
2019). Hence, the SOM enables the identification of samples representing combinations of groups.

Fourth, the SOM algorithm causes areas in the feature space with a larger data density to represent
a larger area of the SOM (Clark et al. 2020). A SOM is thus overfitted on samples that occur more
often. This can be seen as both a benefit and a drawback. If one wants to represent the data without
the influence of rare samples, the SOM can do so and is thus less affected by outliers than other
unsupervised classification methods. However, if there are rare samples in the data that are important,
or some potential clusters have a lower data density or considerable variance, the SOMdoes not always
represent these well. This is a common problem in classification using machine learning, related to
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class imbalance (Weiss 2012). It can be mitigated by training an algorithm on a specific subset that
better represents the rare samples of the dataset. A maximum dissimilarity sampling algorithm (MDA,
Kennard and Stone 1969) or Synthetic Minority Over-sampling Technique (SMOTE, Chawla et al. 2002)
could, for example, be used.

The SOM thus inhibits good potential for the characterization and visualization of the 4D-OBCs dataset,
as we cannot know which and how many types of surface activities are captured by the 4D-OBCs. Fur-
thermore, the surface activities captured by the 4D-OBCs contain gradual variations, and boundaries
between their spatiotemporal properties are thus not necessarily distinct. On top of this, by inspecting
the 4D-OBCs in regions of a SOM, one can identify 4D-OBCs the slight variations in properties that
characterize the different surface activities.

4.3.4. SOM parameter initialization
The SOM requires 14 parameters to be set (see Table 4.2). The configuration of these parameters is
not conventional. Different applications require different settings; determining the optimal configuration
beforehand or based on heuristics is, therefore, in many cases, not possible (Clark et al. 2020; Kohonen
2013). Moreover, the SOM does not evaluate to a single objective function during training. As such,
the choice of parameters cannot be tweaked based on one objective, like in other neural networks (Yin
2008). This also challenges the choice for the optimal set of features using a wrapping method (see
Section 4.5.1). We implement the SOM algorithm using the Python MiniSOM v2.3.0 implementation
(Vettigli 2018).

Methods for parameter selection
In literature, the parameters of the SOM are often chosen by evaluating different configurations, using
specific quality measures and visual inspection of the SOM. Quality measures most commonly used
are the quantization error and topographic error (Clark et al. 2020; Camus et al. 2011). The quantiza-
tion error measures the average distance between each input sample and the BMU. It is comparable
to an intracluster distance measure; lower values indicate better performance. The topographic error
measures the preservation of the topology of the higher dimensional feature space in the lower dimen-
sional SOM grid. It is computed by selecting for each sample the BMU and second-BMU. If these two
are adjacent in the SOM, it is counted as no error, and if they are not adjacent, it counts as an error.
The total topographic error is given as the error count divided by the total number of samples. Section
4.5 provides a more detailed description of the performance metrics.

We use these two measures, and two others introduced in 4.5, to assess the quality of different config-
urations of the SOM and choose an optimal configuration. Three parameters are tweaked and tested:
the number of nodes, the initial kernel size, and the training subset. On top of this, we also test different
subsets of the features introduced in Section 4.2. We do not perform a complete SOM algorithm opti-
mization on all possible configurations as this is too computationally intensive and beyond the scope
of this thesis. Section 4.5 describes the optimization methods. The optimization is done based on the
beach dataset, and all the other parameters are set based on literature or small empirical tests.

Parameter values
We use a two-dimensional SOM with a square shape. The SOM can be computed with any number
of dimensions, but for intuitive visualization, a two-dimensional SOM is used. The grid cells used in
our SOM have a rectangular shape. The grid cell shape is an important parameter of the SOM as
this determines the topological structure of the SOM. With rectangular-shaped cells, one cell has four
nearest neighbors, while a hexagonal-shaped cell has six. As one increases the number of sides of the
shapes, the topological preservation of the higher dimensional feature space will be larger. We choose
a rectangular-shaped grid cell as this provides easier visualization.

The number of nodes is an important parameter as this defines the amount of information extracted
by the SOM, the visual interpretability, and the possible distance between the weight vectors in the
nodes. With a smaller number of nodes, the distance between individual nodes is larger, and the visual
interpretability is likely better. However, a lower amount of information is extracted. With larger SOMs,
the opposite happens, i.e., there is a trade-off between the accurateness of the data representation
and how generalized the results are. This can be seen as a trade-off between over-representation and
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Table 4.2: Parameters of the Self-organizing Map, and their respective values used in this research.

Dimensions: 2
Shape: Square

No. nodes: On the basis of SOM algorithm optimization (Section 4.5.2)
Grid connection shape: Rectangular

Decay function: Asymptotic
Learning rate at cycle t0 (α0): 1.0

Kernel shape: Gaussian
Std. dev. of kernel at cycle t0 (σ0): On the basis of SOM algorithm optimization (Section 4.5.2)

No. training cycles (T ): 20,000
Activation distance metric: Manhattan
Weight initialization method: PCA

Order of input: On the basis of SOM algorithm optimization (Section 4.5.3)
Training subset: On the basis of SOM algorithm optimization (Section 4.5.3)
Feature set: On the basis of SOM algorithm optimization (Section 4.5.2)

under-representation of the dataset (Clark et al. 2020). To inspect which number of nodes is useful for
our datasets, we train and investigate SOMs with 4, 16, 64, 256, and 1024 nodes.

The decay function to determine the values of the learning rate and kernel size at each training cycle
is chosen to decrease asymptotically (Equation 4.4). Using an asymptotic function to decrease these
values ensures a global and local ordering of the SOM. In the first part of the training, both the learning
rate and radius of influence of a sample are big, and the samples are globally ordered. At later cycles,
the radius of influence and learning rate become smaller, causing only local fine-tuning and ordering.
In the later stages of the training, the algorithm approaches a k-means algorithm, as a matched sample
primarily influences the weight vector to which it is matched. The initial learning rate can have a value
between 0 and 1. It is chosen to start at 1 to obtain an efficient initial global ordering.

We use a Gaussian kernel shape. The shape of this function is asymptotic and causes all the weight
vectors in the SOM to be influenced in each training iteration, which results in the smoothest SOMs,
thus revealing subtle and gradual differences between 4D-OBCs (Clark et al. 2020). Different values
for the standard deviation of this kernel σ will be tested, ranging from half the number of rows and
columns to a quarter of the number of rows and columns. A larger kernel size means that the shaping
of the map (in the initial phase) is more rigid, and the topological structure is thus better preserved. This
also means that the relative influence of each 4D-OBC on the SOM is smaller, and the quantization
error will be larger as the local ordering of the data and shaping of the SOM is less intense. The
influence of rare 4D-OBCs is then also smaller. It is nevertheless proposed by (Kohonen 2001) to use
an initial kernel width or standard deviation of half of the largest dimension of the SOM to make sure
that the opposite does not happen, namely, the SOM ending up in a local minimum of quantization
and topographic error, i.e., the SOM is overfitted on one specific part of the data. As a result, we test
both a smaller and larger initial neighborhood and identify if one enables both the identification of rare
4D-OBCs and global ordering.

The number of training cycles is set to 20,000. All 4D-OBCs in the dataset are matched to the SOM
and update its weight vectors 20,000 times. This number of cycles is chosen as it should be set as
high as computationally possible (Clark et al. 2020).

We use the Manhattan distance as a metric for the activation distance and all other subsequent
performance metrics. This metric is chosen as it reduces the influence of dimensions in the data that
are not directly comparable to each other due to differences in scaling or weight. This is the case for the
resampled time series feature, compared to the other spatial and temporal features. The resampled
time series feature consists of 500 separate features, scaled from 0 to 1. Therefore, the other features
are scaled from 0 to 500 to obtain equal weight as the resampled time series. For that reason, the other
features would get a larger weight if the distances were computed using the more common Euclidean
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distance metric. This is explained by the following example:

EC =
√

d2t1 + d2t1 + ...+ d2t500 + d2f1 (4.5)

M = |dt1|+ |dt1|+ ...+ |dt500|+ |df1| (4.6)

Here EC is the Euclidean distance and M the Manhattan distance, dt1 to dt500 are the differences at
every epoch of the resampled time series between two 4D-OBCs and df1 is the difference between one
of the other features. df1 can range between 0 and 500, while dtn can range between 0 and 1. If the
two 4D-OBCs were at a maximum difference, the resulting EC would be 500.5, andM would be 1,000.
If the resampled time series were equal and the other feature would be at a maximum difference, the
resulting EC andM would be 500. However, if the resampled time series were at a maximum distance
and the other feature were equal, the EC would be

√
500 while theM would be 500. As such, using the

EC, both features do not get equal weight, and the resulting SOM and performance would be overfitted
on the non-time series features.

The SOM is initialized using a principal componentweight initializationmethod. All the weight vectors
in the SOM are initially set such that their values are uniformly distributed over the first two principal
components of the dataset. The influence of the weight initialization is not regarded as large and could
also be randomly set if the amount of training cycles is large enough. However, the PCA initialization
method ensures a faster algorithm convergence while lowering the chances of converging into a local
optimum (Kohonen 2001). Therefore, this initialization method can use a lower initial learning rate and
kernel size.

As noted before, the order of input in the SOM algorithm can considerably influence the final results,
as the SOM can be seen as a greedy algorithm. The 4D-OBC dataset contains several rare types of
4D-OBCs, which are significantly different in terms of feature vectors compared to a large part of the
dataset (e.g., sandbar depositions, anthropogenic activity), and these might thus be underrepresented
in the SOM if the order of input is random (Clark et al. 2020). We, therefore, test the effect of inputting the
data based on a ranking determined by a maximum dissimilarity sampling algorithm (MDA; (Kennard
and Stone 1969)) in an optimization method, further explained in Section 4.5.3. The MDA algorithm
works as follows:

1. Compute the distancematrix between all samples in the dataset based on theManhattan distance
2. Select the two most distant samples and add them to the ranked list
3. Select the next sample as the sample that maximizes the smallest distance to any of the samples

already in the ranked list
4. Repeat step 3 until all data samples have been considered

A ranked list of 4D-OBCs based on dissimilarity is obtained, rated frommost dissimilar to least dissimilar.
Thus if this ranked list is used as input order for the SOM, the first 4D-OBCs added are the most
dissimilar, i.e., the samples at the edges of the data distribution, while at the end of the training cycle,
the 4D-OBCs from a denser part of the feature space are added. This ensures that the data is not
dominated by what is more often occurring in the dataset, enabling better representation of rare surface
activities (Bakker et al. 2022). One could take this even further to allow better identification of rare and
outlying 4D-OBCs by only training on a subset of the data (e.g., only the first 300 of the ranked MDA
subset). This is also tested using the optimization methods presented in Section 4.5.3).

4.3.5. SOM evaluation
The performance of the trained SOM, with a parameter and feature configuration, determined through
the SOM algorithm optimization methods (Section 4.5), is further analyzed and evaluated in its ability
to distinguish, identify, and sort groups of 4D-OBCs representing different types of surface activity in
four ways.

A global evaluation is done by inspecting the mean feature vectors and weight vectors of the nodes
in the SOM and identifying patterns and regions in the SOM showing significant feature distance to
the other regions. After identification, the different types of surface activity in the SOM regions are
interpreted. This is done for both the beach and snow cover datasets.
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A validation dataset is used as a second method of evaluation. It is inspected if the various groups
of surface activity are found in the same regions of the SOM. We also identify what characterizes the
4D-OBCs of similar groups in terms of their features if they are (not) found in the same region, i.e.,
we recognize the reasoning behind the sorting of the SOM algorithm. This is done only for the beach
dataset. A subset of this dataset is labeled into groups that should be clustered separately. We do
not know what specific classes of surface activity are found in the 4D-OBCs dataset, i.e., there is no
ground truth available. Therefore, we only label broad groups of 4D-OBCs from which we find that the
4D-OBCs in the different groups should not be grouped. In this sense, the algorithm’s performance
with a particular configuration can still be good, even though not all 4D-OBCs with the same label are
found in the same cluster. The labeling is based on visual inspection of an animated evolution of height
change over the time span of which a 4D-OBC is extracted. Figure 4.4 shows three frames of such
an animation, representing the growth of an intertidal bar. We label the 4D-OBCs used as a validation
dataset in Anders et al. 2021. From this dataset, 51 4D-OBCs are labeled into the groups presented in
Table 4.3. Only the 4D-OBCs are labeled, of which we are confident that they should be clustered into
different groups.
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Figure 4.4: Visualization of one of the animations used for labeling the validation dataset. The subfigures represent a frame of
the animation at the first, maximum height, and final epoch. The blue box is the bounding box of the extracted 4D

object-by-change.

Table 4.3: Number of 4D objects-by-change per labeled group of the validation dataset

Group Count
Intertidal erosion 9

Anthropogenic erosion and deposition 9
Foredune erosion 2
Beach berm erosion 2

Beach berm deposition 10
Intertidal sandbar deposition 18

Deposition on road 1
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Figure 4.5: Two 4D objects-by-change (4D-OBCs), manually identified as parts of intertidal bar depositions. For each
subfigure, the left figure shows the temporal segment of the 4D-OBC, with the seed time series of height change in blue. The
other plots represent the time series of additional points incorporated in the spatial segment, colored by their dynamic time
warping (DTW) distance. The extent of the temporal segment is captured between the two black triangles. The right figure of
each subfigure represents the spatial segment of the 4D-OBC. Each point is colored according to its DTW distance. The star is

the location of the seed.

The third evaluation method is performed by inspecting the SOM region around two 4D-OBCs from the
validation dataset. These 4D-OBCs are manually identified as parts of intertidal sandbar deposition
surface activities. Figure 4.5 shows the spatial and temporal outline of these 4D-OBCs. Here, 4D-OBC
3 represents a full intertidal bar, and 4D-OBC 7 shows a large part of one. We investigate the 4D-OBCs
matched to the nodes surrounding these 4D-OBCs and identify what characterizes them in terms of
their feature vectors. This evaluation is used to assess if the 4D-OBCs assigned to neighboring nodes
in the SOM are related to comparable surface activities and what distinguishes them. Furthermore, this
evaluation shows if the combination of 4D-OBCs and SOM is useful for exploring the characteristics of
one type of surface activity of interest.

The fourth evaluation method tests the transferability of our methods to different study areas. We train a
SOM on the snow cover dataset, using the same parameters and features as provided in Table 4.2, as
obtained with the SOM algorithm optimization methods (Section 4.5). Only the SOM size and feature
selection are slightly altered. We test a few different sizes and visually inspect the results. For each
size, it is identified if groups of 4D-OBCs in each node and distinct region are interpretable as different
types of surface activity. We use the same features except for the cross-shore location feature. It is
not likely that in the mountainous region over which the snow cover dataset is obtained, the location
with respect to one axis holds any separation into different types of surface activity.
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4.4. Hierarchical clustering
The SOMnodes serve as the input for an agglomerative hierarchical clustering algorithm, through which
we can identify different levels of clusters of surface activity present in the datasets (Scott et al. 2020).
This algorithm also automatically determines which SOM regions can be seen as a cluster representing
a type of surface activity. We compute the full hierarchical tree using the mean feature vectors of the
4D-OBCs assigned to each SOM node, configured based on the optimization methods. We, therefore,
start with all mean feature vectors in separate clusters and iteratively merge these based on the intra-
cluster distances. In this way, we obtain a specific clustering level of the dataset per distance threshold.
We use an average linkage criterion based on the Manhattan distance to determine if two clusters are
merged. The Python sklearn v1.0.2 agglomerative clustering implementation is used for clustering.
The hierarchical clustering is only done for the beach dataset.

The distance thresholds used to obtain the final numbers of clusters are determined based on the mean
silhouette score ssil (Rousseeuw 1987), computed as follows:

ssil =
1

n

n∑
i=1

a(xi)− b(xi)

max(b(xi), a(xi))
(4.7)

where xi is the feature vector of a sample in a cluster, a(xi) is the mean feature distance between a
sample and all other samples in the cluster it is assigned to, and b(xi) is the mean distance between
the sample and all the samples belonging to the closest cluster it is not assigned to. In this case,
a sample represents the mean feature vector of the 4D-OBCs in a SOM node, as the hierarchical
clustering algorithm groups these nodes. The mean silhouette score is close to 1 if the separation
between clusters is large, while the intra-cluster variability is low. The score is close to 0 if many
clusters overlap. If the score is smaller than 0, many samples are assigned to the wrong cluster.

Using the mean silhouette scores, we can estimate at which distance threshold clusters appear, repre-
senting surface activities. If at a certain distance threshold, a local optimum in silhouette score exists
(i.e., with increasing distance threshold, the silhouette score drops again), this indicates that the clus-
ters at this threshold show a more prominent separation and smaller intra-cluster distance than after
merging. These clusters might therefore hold a physical value and show clusters of high-level surface
activities. If from one distance threshold to the other, the silhouette score jumps and stabilizes with
increasing distance threshold, the clustering at that threshold is also of interest, as there is a consider-
able distance between all the clusters at this threshold. We thus identify relevant distance thresholds
using these two methods and further evaluate the clusters of SOM nodes found with these thresholds.
The evaluation is done in two ways.

First, a global evaluation is done by inspecting the distribution of features from the 4D-OBCs in the
clusters. Using these distributions, we characterize the different clusters in terms of their characteristic
feature values. With these characterizations, we then interpret what types of surface activity the 4D-
OBCs in the clusters represent.

After this interpretation, the second evaluation method is through correlation with natural drivers (pre-
sented in Section 3.4). The various clusters are plotted against the drivers, and we try to find correla-
tions that indicate the correctness of the interpretation. For example, if one of the clusters interpreted
as aeolian dune erosion contains 4D-OBCs only initiating during high wind velocity, this suggests that
these 4D-OBCs indeed represent aeolian dune erosion.

Apart from the evaluation, we look for correlations between different clusters and with natural drivers.
We focus on the destruction of two intertidal bars occurring in the same beach area at different epochs.
To identify where and how the sand of the bar is transported after the collapse, we look into which
clusters contain 4D-OBCs initiating at the moment of this destruction. The different environmental
conditions (waves, wind, water level, and precipitation) are also considered.
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4.5. Feature selection and Self-organizing Map (SOM) optimization
methods

In Section 4.2 and 4.3, several configuration settings were identified for which the final choice of values
used in this research is based on the results of optimization methods. These are the following settings:

• The final selection of features
• The size of the SOM
• The standard deviation of the SOM kernel
• The order of input and training subset of the SOM

The optimized final selection of the features is obtained as follows. An initial selection of the 36 features,
presented in Table 4.1, is chosen by selecting features with a large variance and low correlation (Section
4.5.1). From this initial selection, we test several subsets of features as input for the SOM (Section
4.5.2). Based on the performance attained with the different subsets, we choose a final optimized
selection of features. The optimized size of the SOM and standard deviation of the SOM kernel are
obtained in the same way (Section 4.5.2). Several sizes and kernel standard deviations are tested,
and the optimal configurations are chosen based on the performance under the different configurations.
The order of input and training subset of the SOM is optimized by testing four different configurations
in combination with the optimized version of the other settings (Section 4.5.3). An optimal choice is
determined by comparing the distribution in the feature space of the obtained weight vectors to the
distribution of the entire dataset.

The optimization methods are only performed for the beach dataset, and the results are transferred
to the snow cover dataset. With these methods, we identify the best configuration to group the 4D-
OBCs in the beach dataset. Furthermore, we investigate how sensitive the outcome of the SOM is to
variations in the settings mentioned above. The results of these analyses are also used to recommend
what possible configurations are useful when applying the methods to different 4D-OBC sets.

4.5.1. Initial feature selection
In classification problems, the determination of importance and subsequent selection of features is of
large importance, as the use of irrelevant and redundant features can lower the quality of the clas-
sification, even if relevant features are also incorporated (Dy and Brodley 2004; Hancer et al. 2020).
Furthermore, the use of fewer features enhances the interpretability of the classification results. To
this end, only a portion of the 36 features is selected for final use in the developed methods. These
features are chosen based on the attributes of the 4D-OBCs from the beach dataset. These selected
features are then also used for the snow cover dataset. In principle, one can use any set of features as
input for step 3 in our main workflow (Figure 4.1), depending on the 4D-OBC set under consideration.
However, as we want to optimize our selection, we develop and apply a method to select an optimized
set of features from the 36 features we extract.

In supervised classification, the selection and relevance of features are more easily obtained than in
clustering, as it is known what the target label of each sample is, and one can thus determine which
features are most relevant for the different labels. In clustering, however, in most cases, it is not known
what the target labels are, and as such, the determination of feature relevance is more challenging.

Methods for measuring feature importance and selecting relevant features for unsupervised learning
are a filter approach, a wrapping approach, or combinations thereof. In filter approaches, the impor-
tance of a feature is based on statistical measures in the data itself. In wrapper approaches, one
evaluates the output of the clustering algorithm with various subsets of features. This process is thus
more computationally expensive than filter methods. Especially in high-dimensional datasets, the meth-
ods become impractical, as they use a search space of 2d with d for the number of dimensions (Li et
al. 2017). As such, we use a filter approach to determine an importance ranking and selection of the
features, which are then iteratively added and evaluated as input for our SOM.

The feature ranking and selection aremade using theRelevanceRedundancy Feature Selection (RRFS)
approach, as proposed by (Ferreira and Figueiredo 2012). The RRFS approach consists of a relevance
and redundancy (similarity) measure to rank the features based on their relevance and subsequently
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discard redundant features. We use a simple variance-based ranking measure (Liu et al. 2005). This
assumes that features that show a higher variance also inhibit more information for clustering (Solorio-
Fernández et al. 2020). Thus, the features are ranked from the highest to the lowest variance. The
similarity measure we use is Pearson’s correlation coefficient (Ferreira and Figueiredo 2012), computed
as follows:

ρ(xi, xj) =
cov(xi, xj)√
var(xi)var(xj)

(4.8)

where, xi and xj are two features, cov and var are the covariance and variance, respectively.

The algorithm for ranking and selection of the features consists of the following steps:

1. Compute variance for each feature
2. Rank features from high to low variance in a ranked list
3. Add the highest ranked feature to the selected features list
4. Compute Pearson’s correlation between the last added feature in the selected features list and

highest ranked feature in the ranked list
5. If correlation is larger than threshold ρ discard feature from ranked list
6. Else, add the feature to the selected features list and discard the feature from the ranked list
7. Repeat step 4 to 6 until the ranked list is empty

The resampled time series feature is not considered in the feature selection. This feature consists of
as many dimensions as its resample size, which makes its variance and similarity incomparable to the
other features. From the resulting selection of features, a smaller subset of features is again chosen
based on the optimization method presented in the next section.

4.5.2. Methods for optimization of SOM size, kernel size, and feature selection
We test various configurations (SOM size, kernel standard deviation, and feature subset) to determine
the optimal configuration of the SOM and further investigate the relative importance of the different
features for the grouping of the 4D-OBCs. One parameter value or feature configuration is changed
in every iteration of a test run, resulting in 324 SOMs. Figure 4.6 shows the workflow. We use one
routine in which one variable is changed at a time. We hypothesize that with more features, a larger
SOM could be more useful and achieve higher performance, as there’s more room for sorting, while
the contrary is the case when using fewer features.

The test is performed as follows. We start with the ranked list and initial selection of features determined
through the methods in Section 4.5.1. From this list, the first, most important, feature is added to the
feature subset, together with the resampled time series. We then train several SOMs with this feature
subset, with 10 parameter configurations (5 different sizes with each 2 kernel sizes, see Figure 4.6).
This is done for the beach dataset’s erosion and deposition datasets. The training is done with all the
4D-OBCs, without any MDA subsampling, but with an input order according to the MDA ranking based
on the feature subset. This results in 20 different SOMs for the feature subset. Then, the next feature
in the ranked list is added, and 20 more SOMs are trained using the same parameter configurations.
This is done until all the features of the ranked list have been added to the feature subset.

The performance of the resulting 324 SOMs is quantified using four metrics. The mean silhouette
score, mean quantization error, normalized mean quantization error, and topographic error. The mean
silhouette score ssil (Rousseeuw 1987) is already introduced in Section 4.4, and is computed as follows:

ssil =
1

n

n∑
i=1

a(xi)− b(xi)

max(b(xi), a(xi))
(4.9)

where xi is the feature vector of a 4D-OBC, a(xi) is the mean distance between the 4D-OBC and all
other 4D-OBCs in the cluster it is assigned to, and b(xi) is the mean distance between the 4D-OBC
and all the 4D-OBCs belonging to the closest cluster it is not assigned to.

In the ideal case, the best configuration of the SOM algorithm should result in the largest silhouette
score, as we want to obtain clusters of 4D-OBCs that are significantly similar to each other but different
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Figure 4.6: Steps to optimize the configuration of the Self-organizing Map algorithm, regarding the SOM size (as the number of
nodes), kernel standard deviation, and the subset of features.

from the 4D-OBCs not in the cluster. However, a lower silhouette score is not necessarily bad. As
mentioned in Section 4.3.1, a SOM region, instead of only a SOM node, can also represent a cluster
(and be manually interpreted as a type of surface activity) if the distance in feature space of the 4D-
OBCs in this SOM region to the other SOM regions is large. Within this cluster, one can then identify the
different variations of this specific surface activity. This implies that if the SOM were to show, e.g., six
regions of relatively high similarity with large intra-region dissimilarity (as in Figure 4.3), the resulting
silhouette score would not be high, whereas, in reality, the SOM performs very well. Therefore, to
assess the performance, three other metrics are used for evaluation.

The mean quantization error QE measures the within-node variance around the weight vector and
shows how well the SOM can represent the data. It is computed as follows:

QE =
1

n

n∑
i=1

∥xi −BMU∥L1
(4.10)

where n is the number of samples, xi is the feature vector of a sample and BMU is the closest weight
vector in feature space xj . It is thus computed by taking the average distance between each feature
vector and its BMU . As such, lower values of the quantization error are preferable, as this means the
within-node variance is low, and the map nodes are thus representative of the dataset. It is notable that
this error measure does not perform well when comparing SOMs with different numbers of features, as
a larger feature set by itself will increase the L1-norm. We, therefore, also use a normalized version
of the quantization error nQE, computed through normalizing within the maximum distance possible
between two feature vectors:

nQE =
QE

max(∥xi −BMU∥L1
)

(4.11)

For example, with two features (resampled time series and duration), the maximum possible distance
would be 1,000. 500 for the resampled time series, scaled from 0 to 1, and 500 for duration, scaled
from 0 to 500.
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The topographic error TE measures how well the SOM preserves the topology of the feature space. It
is computed as follows:

TE =
1

n

n∑
i=1

exi
(4.12)

where n is the number of samples, exi
is the topographic error of a sample. This error has a value of 1 if

the BMU and second-BMU are not neighboring in the SOM and a value of 0 when they are neighboring.
A topographic error of zero thus means that the topology is fully preserved. An ideal SOM thus results
in a topographic error of zero, making it possible to interpret neighboring nodes as most similar and
thus allow for identifying gradual patterns in the data.

Apart from using these metrics, we manually investigate a selection of the 324 SOMs and explore
if the grouping and sorting show some underlying physical reasoning. This, in combination with the
performance in terms of metrics, is used to choose the optimal configuration, of which the analysis and
interpretation are presented in Chapter 5.

4.5.3. Methods for optimization of SOM training subset size and order of input
The configuration of the SOM size, kernel standard deviation, and feature selection obtained with the
optimization methods presented in the previous section is used to identify the effect of the order of
input and training subset on the SOM. We run the SOM on the deposition dataset with four training
input configurations. A training dataset comprising the entire dataset; with random input order, an input
order based on the MDA ranking, and an input order based on the flipped version of the MDA ranking–
least dissimilar samples first. Lastly, we use a subset of the entire dataset based on the MDA ranking,
as a training dataset, in combination with MDA ranked input order. The size of this training dataset is
based on the distribution of the data along the first two principal components of the entire dataset. We
want to represent every part of the feature space of the dataset evenly to ensure that the SOM fits the
entire data distribution evenly instead of overfitting on denser data space. As such, we choose a subset
size such that the distribution along the first two principal components of the full dataset is approximately
uniform. These principal components are computed with the Python sklearn v1.0.2 PCA decomposition
function, using the randomized truncated singular value decomposition (Halko et al. 2009).

The four configurations are analyzed by investigating the distribution of the weight vectors of the trained
SOMs compared to the distribution of the 4D-OBCs in the entire dataset. In this sense, we identify how
well the different configurations represent the rare and outlying 4D-OBCs found at the edges of the
data space. The preferred method used for our further analysis of SOM performance and hierarchical
clustering is chosen such that the weight vectors are not overfitted on the denser part of the data space
but are also not overfitted on the outliers and rare 4D-OBCs.

4.6. Conclusions
In this chapter, the methods to characterize 4D-OBC as types of surface activities are described.

• 4D-OBCs extracted from point cloud time series are characterized in a developed workflow of
four steps.

• The 4D-OBC dataset is split into erosion and deposition subsets (1).
• 36 initial features are extracted, and a selection of 8 features based on optimization methods, is
used for further development (2).

• The SOM algorithm is used to group the 4D-OBCs into detailed surface activities (3).
• The parameters and final feature selection used as input for SOM are partially chosen based on
literature and partially optimized by assessing performance under different configurations.

• The grouped 4D-OBCs obtained with the optimized SOM algorithm are evaluated and used as
input for a hierarchical clustering algorithm to identify and characterize broader clusters of surface
activities.

• The performance of the hierarchical clustering algorithm is assessed in terms of physical inter-
pretability and correlation with natural drivers (4).





5
Results

This chapter describes the results of the previously explained methods. It is structured as follows.
First, the results of the final step in the workflow (Figure 5.1) are presented, which is the hierarchical
clustering of the SOM nodes (Section 5.1). This final step was only performed for the deposition and
erosion beach dataset. Here, we thus present two sets of clusters representing broad clusters of
surface activities on the sandy beach. Four clusters are investigated and characterized at each of two
identified distance threshold levels for the erosion dataset. All clusters at two distance threshold levels
are investigated, interpreted, and characterized for the deposition dataset. These deposition clusters
are further investigated regarding their inter-correlations and correlations with natural drivers.

Second, the results of the preliminary step in the workflow (Figure 5.1) are presented, namely, the
detailed 4D-OBC surface activity groups obtained using the SOM algorithm (Section 5.2). This step is
applied to both the beach and snow cover datasets. We thus present the detailed surface activity groups
identified in two SOMs for the beach dataset and two SOMs for the snow-cover dataset. As for both
datasets, we obtain erosion and deposition SOMs. We evaluate the performance of the SOM trained
on the beach dataset (1) globally through interpretation of the attributes of the groups, (2) concerning
intertidal sandbar characterization, and (3) with the labeled validation dataset. The snow cover SOMs
are evaluated only globally. The optimized configuration used to achieve these results, in terms of size,
kernel standard deviation, feature selection, training subset, and input order, is obtained through the
optimization methods (Section 4.5).

The third section describes the results of these optimizationmethods (Section 5.3). Here, we investigate
the performance of the SOMs under different configurations of these parameters. This section thus
presents the reasoning behind the final choice for the optimal configuration. The optimization methods
are only applied to the beach dataset.

39
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Figure 5.1: Workflow with the four main steps to obtain grouped 4D-OBCs in dark blue and the optimization method in light
blue. The output obtained at different levels in the workflow is colored green. The numbers represent the section in which the

method or result is presented.

Table 5.1: Optimized parameter values for the Self-organizing Map (SOM). The feature only used for the beach dataset is in
italics

Dimensions: 2
Shape: Square

Number of nodes: 64 (beach dataset), 25 (snow cover dataset)
Grid connection shape: Rectangular

Decay function: Asymptotic
Learning rate at cycle t0 (α0): 1.0

Kernel shape: Gaussian
Std. dev. of kernel at cycle t0 (σ0): Quarter of SOM width
Number of training cycles (T ): 20,000
Activation distance metric: Manhattan
Weight initialization method: PCA

Order of input: Maximum dissimilarity sampling algorithm ranking
Training subset: Full dataset
Feature set: Resampled time series, duration, cross-shore location, max-

imum height change, timing of minimum acceleration, seg-
ment size, area under curve, volume
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5.1. 4D objects-by-change clusters obtained using hierarchical clus-
tering on Self-organizing Maps

This section presents the results concerning the fourth step in the optimized workflow (Figure 5.1). This
step results in two sets of clusters of 4D-OBCs, each representing a type of surface activity. These are
obtained by applying a hierarchical clustering algorithm on the output of the third step in the workflow
(Figure 5.1). This step is applied only to the beach dataset. Thus, after first splitting the dataset of
2,021 4D-OBCs into the 816 erosion and 1,205 deposition 4D- OBCs, extracting features, and training
an optimized SOM for each subset, the mean feature vectors of all the SOM nodes are hierarchically
clustered. The final output then contains two sets of clusters of SOM nodes, one for the deposition
beach dataset and one for the erosion beach dataset. Each of these sets consists of clusters obtained
at two distance thresholds. In this way, we enable the identification and characterization of different
levels of surface activities present in the datasets. In the following three subsections, we first identify the
distance threshold levels, after which the characteristics of the 4D-OBCs in the clusters are discussed.
Finally, the inter-correlations between the clusters and correlations with natural drivers are investigated.
The latter is done only for the deposition subset.

5.1.1. Identified hierarchy levels
The identified distance threshold levels for the erosion and deposition beach SOM are determined
based on the evolution of the silhouette score with increasing distance thresholds (Figure 5.2). For
both the SOM trained on the deposition dataset (D-SOM) and erosion dataset (E-SOM), two levels of
local optimum silhouette score are chosen, of which the obtained clusters are further analyzed. At a
distance threshold of 270 and 410, 22 and 12 clusters are obtained for the E-SOM, respectively. At a
distance threshold of 280 and 440, 20 and 8 clusters are obtained for the D-SOM, respectively.

Figure 5.2: Mean silhouette score at different distance thresholds of the hierarchical clustering algorithm for the erosion and
deposition Self-organizing Map of the beach dataset. The dashed lines indicate the chosen distance thresholds.

5.1.2. Characterization of the clusters at different cluster levels
Erosion clusters at small distance threshold
Figure 5.3B shows which nodes are grouped at the distance threshold of 270. This threshold yields
20 clusters, of which some encompass only one node (e.g., clusters 13, 17, and 15). Several clusters
contain nodes not neighboring in the SOM (e.g., clusters 1, 3, and 6). The mean feature vectors of
the 4D-OBCs are thus closest in feature space but not in SOM space. Cluster 3 encompasses all the
nodes, where 4D-OBCs identified as dune erosion are matched (see section 5.2). We further inspect
the characteristics of this cluster and clusters 2, 10, and 4 to characterize what slight differences in
surface activity characteristics occur, as these all contain nodes with similar mean feature vectors.



42 Chapter 5. Results

E: C
lu

ste
r 2

, 3
, 1

1
, 1

D
: C

lu
ste

r 2
, 3

, 4
, 1

0

B
: C

lu
ste

rs at t = 2
7

0
C

: C
lu

ste
rs at t = 4

1
0

A
: Ero

sio
n

 Se
lf-o

rgan
izin

g M
ap

Figure
5.3:

C
lusters

obtained
attw

o
hierarchy

levels
forthe

erosion
Self-organizing

M
ap

(E-SO
M
).A)The

E-SO
M
.D

etails
ofthis

visualization
are

explained
in
Figure

5.8.B)The
clusters

obtained
ata

distance
threshold

tof270.Each
grid

pointrefers
to
a
node

in
A,and

each
colorand

num
berrepresents

one
clusterofnodes.C

)The
clusters

obtained
at

tis
410.D

)D
ensity

plots
offourfeatures

and
the

startepoch
ofthe

4D
objects-by-change

grouped
in
clusters

2,3,4,and
10

at
tis

270.The
colors

representthe
sam

e
clusters

as
in
B.E)D

ensity
plots

offour
features

and
the

startepoch
ofthe

4D
objects-by-change

grouped
in
clusters

2,3,11,and
1
at

tis
410.The

colors
representthe

sam
e
clusters

as
in
C
.



5.1. 4D objects-by-change clusters obtained using hierarchical clustering on Self-organizing
Maps 43

Figure 5.3D shows the density plots of four features and the distribution of the start epoch of the 4D-
OBCs in these clusters. Cluster 3 contains 4D-OBCs primarily located around the dune area. These
4D-OBCs have a long duration (∼ 800 h) and lowmaximum height change (<0.1m). The peak segment
size is smaller than the other clusters visualized here (∼ 20 m). These variables indicate that the 4D-
OBCs in this cluster are low-magnitude dune erosion surface activities. Most of these dune erosion
4D-OBCs initiate around 2017-02-17. Around this date, mean hourly wind speed values increase from
5 to 18 m/s, the highest mean hourly wind speed throughout data acquisition. Furthermore, around
2017-02-22 precipitation starts under similar wind speeds, which is accompanied by a drop in the
density of initiation of the 4D-OBCs in this cluster. This indicates that these particular dune erosion
surface activities are mainly initiated during periods of strong winds with low precipitation.

Clusters 2, 4, and 10 contain 4D-OBCs located in the backshore or intertidal zone. The 4D-OBCs in
clusters 10 and 2 appear in the backshore area, but the 4D-OBCs of cluster 10 have a longer duration,
whereas the segment size, maximum height change, and epoch of initiation are comparable. Further-
more, cluster 2 contains 4D-OBCs that predominantly occur in the intertidal zone around the beach
berm. These two clusters are thus separable based on their location and duration, but there is a slight
spatial overlap between them. This suggests that these define backshore and beach berm erosion
types where the underlying process displays different periods of forcing.

Cluster 4 also shows this overlap in location and duration. Still, in this cluster, a large portion of the
4D-OBCs appear further into the intertidal zone, and the maximum height change distribution has a
narrower range, which means this cluster is better characterized by its magnitude than clusters 2 and
10. This cluster thus defines intertidal and berm erosion of particular low magnitude.

Erosion clusters at large distance threshold
A distance threshold of 410 results in a larger amount of nodes per cluster (Figure 5.3C). Some of
the previously single-node clusters are merged at this distance threshold. Several clusters containing
these merged nodes are interpreted as intertidal erosion surface activities. We further inspect these
(2, 3, 11, and 1) to characterize the different types of intertidal erosion surface activities in the 4D-OBC
dataset.

Figure 5.3E shows the density plots of four features and the distribution of the start epoch of the 4D-
OBCs in these clusters. Clusters 2, 3, and 11 only contain 4D-OBCs located in the intertidal zone,
whereas cluster 1 also contains 4D-OBCs situated in the backshore and only encompasses the inland
part of the intertidal zone. Clusters 2 and 3 appear far into the intertidal zone but are distinguished
by their duration, maximum height change, and segment size. These aspects thus indicate that these
clusters represent different intertidal and near-subtidal erosion types. Moreover, the 4D-OBCs of the
larger, lowermagnitude and longer duration cluster 2mostly initiate around the start of themeasurement
period, whereas the 4D-OBCs of the smaller, short duration and higher magnitude cluster 3 initiate in
the second half of the measurement period. This suggests that the forcing of intertidal erosion changes
throughout the measurement period.

Cluster 11 also contains 4D-OBCs located in the intertidal zone, but these appear slightly more inland
and have lower maximum height change and segment size than the 4D-OBCs in clusters 2 and 3.
Furthermore, they initiate approximately evenly over the measurement period, which implies that more
stable underlying processes force these intertidal erosion surface activities.

Deposition clusters
Figure 5.4B and C show which nodes of the D-SOM are grouped at the distance threshold of 280 and
440, respectively. At a threshold of 280, several clusters contain only one node, just as in the E-SOM.
However, a larger cluster share contains more nodes, and fewer clusters contain nodes not neighboring
in the SOM. At a distance threshold of 440, several larger clusters are obtained.

In Table 5.2, the characteristics and interpretations of the clusters obtained at both levels for the D-SOM
are presented. These characteristics are defined based on inspection of the density distributions of all
features, using visualizations similar to the ones in Figure 5.3D and E, as well as the mean seed time
series and spatial shapes of the 4D-OBCs in the several clusters.
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Inter-correlation of deposition clusters and correlation with natural drivers
Figure 5.5 shows the timing of initiation of the 4D-OBCs in the different clusters at a threshold of 440.
The 4D-OBCs in cluster 5, identified as anthropogenic deposition, initiate mostly in between a specific
span at the start of March when it is known that preparations of the beach for the summer season
begin. Cluster 1, containing partially anthropogenic and aeolian deposition 4D-OBCs, has an equivalent
distribution over time, whereas cluster 2 appears approximately evenly over the measurement period.
All these clusters contain few 4D-OBCs with initiations at the final part of the measurement period as
these 4D-OBCs represent longer duration surface activities and are thus likely not finished before the
end of acquisition. Cluster 3, representing various berm, backshore, and dune depositions, shows
significant variation over time. Around 2017-02-23, a considerable amount of these 4D-OBCs initiate,
accompanied by large hourly precipitation, wind speed, and wave height. Furthermore, on this day,
the first of two intertidal bar 4D-OBCs matched in node D(2,1) of the D-SOM is destroyed. The other
intertidal bar destruction is not accompanied by a considerable wind speed nor the initiation of as many
4D-OBCs from cluster 3.
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Figure 5.5: A-C) Values of various natural drivers over the measurement period. D-E) Initiation count per day (as the size of
the dot) of the 4D objects-by-change (4D-OBCs) in clusters at a threshold of 440 identified as backshore and dune depositions

(D) and intertidal depositions (E). F) seed time series of height change of the two 4D-OBCs matched to node (2,1) of the
deposition Self-organizing Map, identified as intertidal bar depositions.
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To further investigate the destruction of these intertidal bars, we focus on the timespan surrounding
this destruction, particularly the initiation of the 4D-OBCs of the clusters obtained at a threshold of 280
within this timespan.

Figure 5.6 shows the timing of initiation and cluster labels of the 4D-OBCs surrounding this destruction,
as well as the precipitation, wind speed, wave height, and water level. At the most significant drop in
the height of the intertidal sandbar deposition, the water level is relatively low, the wave height is at its
highest, the mean wind speed lies around 10 m/s, and there is little to no precipitation. Furthermore,
a large number of 4D-OBCs from cluster 6 initiate. This cluster is characterized by its low magnitude
instant deposition, mainly in the backshore. Several other aeolian backshore and dune deposition
clusters also initiate. At the exact time of destruction, the only intertidal zone surface activity cluster
initiating is cluster 18, indicating that most of the sand is transported instantly to the backshore and
dune area, especially since a large amount of instant deposition events are initiated. This is in contrast
with the destruction of the second intertidal bar.
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Figure 5.6: A-D) Values of various natural drivers over the measurement period. E-F) Initiation count per day (as the size of
the dot) for the 4D objects-by-change (4D-OBCs) in clusters at a threshold of 280 identified as backshore and dune depositions
(D) and intertidal depositions (E). F) seed time series of height change of the chronologically first 4D-OBC matched to node

(2,1) of the deposition Self-organizing Map, identified as intertidal bar depositions.
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Figure 5.7 shows the timing of initiation and cluster labels of the 4D-OBCs surrounding the destruction
of this second intertidal bar and the precipitation, wind speed, wave height, and water level. Here, it
is first noticed that this destruction occurs in two steps. The first step is more instant and occurs at
a high water level. The precipitation, mean wind speed, and wave height are all relatively low at this
epoch. Initiation of several backshore and dune deposition 4D-OBCs occurs. This number is, however,
smaller than for the first intertidal bar, and the timings of initiation are more spread out over the temporal
window.

Furthermore, at the epoch of partial intertidal bar destruction, one 4D-OBC of cluster 8 is initiated. This
cluster represents instant high-magnitude deposition events at the far border of the observation area.
The initiation of these 4D-OBCs suggests that during this initial destruction of the intertidal bar under a
high water level, the sand is transported partially off-shore, as indicated by the relatively low amount of
backshore and dune depositions. The second part of the destruction is more gradual and partly occurs
during low tide. Even so, only a few aeolian backshore and dune depositions initiate.

In contrast, at the epoch the final destruction sets in, two 4D-OBCs of cluster 1 initiate. These represent
low-magnitude large-scale intertidal depositions, stretching from the berm into the intertidal zone. This
indicates that a larger portion of the sand during the destruction of this intertidal bar is transported and
distributed over the intertidal zone, compared to the destruction of the first intertidal bar. Less sand
is transported to the backshore, which could be due to lower wind speeds, wave height, and a higher
water level during the first part of the destruction. The low amount of precipitation and low soil moisture
does not increase aeolian deposition surface activities.
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Figure 5.7: A-D) Values of various natural drivers over the measurement period. E-F) Initiation count per day (as the size of
the dot) for the 4D objects-by-change (4D-OBCs) in clusters at a threshold of 280 identified as backshore and dune depositions
(D) and intertidal depositions (E). F) seed time series of height change at the destruction of the chronologically second 4D-OBC

of node (2,1) of the deposition Self-organizing Map, identified as intertidal bar depositions.
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5.2. Detailed 4Dobjects-by-change surface activity groups obtained
with Self-organizing Maps (SOMs)

This section presents the results concerning the third step in the workflow (Figure 5.1). These results
are detailed groups of surface activity obtained with the SOM algorithm as an intermediate step be-
fore the broader clusters of surface activity are obtained. The detailed groups of surface activity are
computed for both the beach and snow cover datasets. Thus, for the beach dataset, after (1) splitting
the dataset of 2,021 4D-OBCs into the subsets of 816 erosion and 1,205 deposition 4D-OBCs, (2) ex-
tracting the optimized selection of features, (3) we train two SOMs. One for each subset, using the
optimized configuration presented in Table 3.1. This results in two times 64 SOM nodes, each repre-
senting a detailed group of surface activity. For the snow cover dataset, the 813 4D-OBCs are split
into subsets of 278 depositions and 535 erosion 4D-OBCs, after which the same features except the
beach-specific cross-shore location feature are extracted. For each subset, a SOM is computed, re-
sulting in two times 25 nodes, all representing a detailed group of surface activity. We thus discuss the
detailed groups of surface activity obtained with two SOMs for the beach dataset (Section 5.2.1) and
two SOMs for the snow cover dataset (Section 5.2.2). For the beach dataset, this discussion is divided
into a global evaluation, an evaluation concerning the validation dataset, and an evaluation concerning
intertidal sandbar characterization. For the snow cover dataset, only a global evaluation is performed.

5.2.1. SOMs for the beach dataset
Figure 5.8 and Figure 5.10 show visualizations of the mean 4D-OBC feature vectors in the beach SOMs
for the deposition (D-SOM) and erosion (E-SOM) dataset, respectively. The values for the performance
metrics are presented in Table 5.3.

Table 5.3: Performance scores of the deposition Self-organizing Map (D-SOM) and erosion Self-organizing Map (E-SOM),
trained on the beach dataset

Mean silhouette score Quantization error Topographic errors
D-SOM 0.11 152.04 0.14
E-SOM 0.14 138.84 0.14

Deposition SOM
The D-SOM shows several patterns of sorting and grouping (Figure 5.8). First, it is noticeable that from
columns 1 to 8, the mean time series of height change in the 4D-OBCs changes from more instant
increases in height to more gradual height increases with a smaller magnitude, and, for most of the
4D-OBCs, the drop in height at the end of the temporal segment is more instant than the increase
in height at the start. Second, a clear sorting of duration is notable. From rows and columns 1 to 8,
the duration of the mean 4D-OBCs generally decreases from as long as 800h to 100h. There is a
noticeable sorting on segment size. On the right side of the SOM, columns 6 to 8, the mean 4D-OBCs
are smaller, and from there to the left, columns 6 to 1, the mean segment size increases on average,
with a few exceptions (e.g., D(1,2), D(1,1), D(1,4)).

Figure 5.9 shows the distribution of each of the mean feature values of the 4D-OBCs (A-G), as well
as the number of matched 4D-OBCs (H) and the mean feature distance of each node to the nearest
neighboring nodes (I). The 4D-OBCs are sorted on duration, with very long duration 4D-OBCs being
matched to the nodes D(1-3,2-4) (Figure 5.9A).

The sorting on segment size is also noticeable, but the global sorting is less rigid, as we find more
exceptions (Figure 5.9E). Generally, the first three features (duration, cross-shore location of seed,
and timing of minimum acceleration) exhibit a distinct global distribution pattern. In comparison, the
other four features show distributions with more local variations in mean feature values of the 4D-OBCs.
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Figure 5.8: Visualization of the deposition Self-organizing Map (D-SOM) trained with the 1,205 deposition 4D
objects-by-change (4D-OBCs) of the beach dataset. The resampled time series features + the first seven ranked features

(Table 3.1) are used. Each plot represents a SOM node. The x-axis of each plot represents the mean duration of the 4D-OBCs
in the node. The y-axis of each plot represents the mean height change of the 4D-OBCs in the node. The limits of both vary
between each graph. The black curves show the mean time series of the 4D-OBCs in each node, and the grey area is the

standard deviation. The background colors represent the mean segment size per node (on a logarithmic scale). Nodes without
a graph represent nodes where no sample is matched after training.

Regarding this global ordering, one can identify a clear sorting on cross-shore location (Figure 5.9B).
From the top right to the lower left, the mean cross-shore location of the seeds appears further towards
the sea. One SOM region containing mean 4D-OBCs far inland is visible (D(2-4,6-7)); these 4D-OBCs
have a low maximum height change and area under the curve (Figure 5.9D, F).

The timing of minimum acceleration (largest negative acceleration) also shows a clear sorting (Fig-
ure 5.9C). With this feature, surface activities are characterized that do not have gradual build-ups but
are likely more correlated to immediate initiation processes. The first two rows and columns (1+2) gen-
erally contain mean 4D-OBCs with a late epoch of minimum acceleration, ∼400h or later. As expected,
this is, in most cases, associated with longer durations. The nodes outside these two rows and columns
display relatively earlier moments of minimum acceleration. An interesting group of 4D-OBCs is the
SOM region D(3-5,3-4). Here, an early moment of acceleration is associated with longer durations
(∼400 h - ∼1000 h). The mean time series of height change shows a relatively rapid increase in height,
followed by an instant stagnation around the 100th epoch. The final drop in height, however, occurs
more gradually. This pattern of change is comparable to the mean time series and timing of minimum
acceleration in the lower right nodes of the D-SOM (D(6-8,6-8)).

The mean maximum height change distribution can be used to separate these two comparable SOM
regions into surface activities with a large and small magnitude. The mean maximum height change
is relatively high (>∼0.6m) in the 4D-OBCs in the lower right (D(6-8,6-8)). The previously identified
region (D(3-5,3-4)) shows significantly lower maximum height change (<∼0.4m). We thus identify two
instantaneous surface activity types with different characteristic intensities. One fairly outlying node
with a large maximum height change is node D(1,7). Here, the mean maximum height change of the
4D-OBCs is around 0.8 m, larger than its surroundings nodes, and comparable to the region (D(6-
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8,6-8)) and (D(1-2,1-2)). The mean time series of height change of the 4D-OBCs in this node display
little height increase during the first 300 epochs, after which a significant increase in height occurs.
The shape of the latter part of the time series is comparable to the 4D-OBCs in regions D(6-8,6-8)
and D(1-2,1-2) (Figure 5.8). This indicates that 4D-OBCs in node D(1,7) describe surface activities
resulting from a combination of processes. At first, the surface activity initiates like surface activities
represented by the 4D-OBCs in its surrounding nodes. However, at some point, another process is
superimposed on this surface activity, comparable to the shorter duration, higher magnitude surface
activities represented by the 4D-OBCs of SOM region D(6-8,6-8).

The area under the curve feature displays a distribution similar to the maximum height change dis-
tribution, though with subtle differences. The mean 4D-OBCs in nodes with a relatively large mean
maximum height change and a rather long duration also display a large area under the curve (e.g.,
D(7,7), D(1,1)). The distribution of the volume feature is similar to the segment size features, with
some subtle differences. These differences occur in nodes where the 4D-OBCs have large values for
the area under the curve and maximum height change feature (e.g., D(7,7)).

In Figure 5.9H, 4D-OBCs representing rare and common surface activities can be distinguished. The
least amount of 4D-OBCs appear in the top left corner of the SOM in D(2,1), D(2,2), D(2,3), D(3,2),
D(4,2), where per node only 2 or 3 4D-OBCs are matched. These 4D-OBCs show a relatively large
segment size (>100m2), long duration (>700h) and relatively gradual pattern of height change (see
Figure 5.8). Three SOM nodes with the largest number of 4D-OBCs (>51 4D-OBCs) are D(5-6,5) and
D(5,8). These 4D-OBCs thus represent the most common types of surface activity. The common
surface activities in D(5-6,5) are characterized by their relatively short duration (∼200 h to ∼400 h),
moderate size (∼100 m2), position in the backshore, and relatively low maximum height change, area
under the curve and volume. The 4D-OBCs in both nodes show a relatively abrupt increase in height
(Figure 5.8). The other node representing common surface activities D(5,8) is characterized by its
gradual pattern of height change, both during deposition and erosion (Figure 5.8). It represents an
almost convex shape, which is not observed as explicitly in any of the other D-SOM nodes. The 4D-
OBCs matched here show a short duration (∼150 h), small maximum height change (∼0.1 m), small
size (∼10 m2) and backshore location.

Several distinct surface activities are identified in the SOM distance plot (Figure 5.9I). For example,
D(1,1) shows a considerable feature distance to its surrounding nodes and thus contains 4D-OBCs
representing distinct surface activities. The same goes for the 4D-OBCs in D(2,1). D(5-8,1-2) and
D(1,4-8) are SOM regions with low feature distance between the neighboring nodes; all nodes in each
of these regions thus contain similar 4D-OBCs and are representative of similar surface activities.
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Figure 5.9: (A-G) Distributions of the mean feature values over the nodes of the Deposition SOM. The cross-shore location is
zero at the approximate location of the beach berm. The dune area starts around +50 m. (H) The number of matched 4D

objects-by-change per node. (I) The mean feature distance between each node and its 2-4 neighboring nodes.
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Erosion SOM
The pattern of sorting and grouping based on the resampled time series in the E-SOM are less apparent
in Figure 5.10 than for the D-SOM. Most nodes show gradual seed time series, like E(1,1) and E(4,5).
The graduality exists in the erosion and deposition parts of the seed time series of height change of
the 4D-OBCs. Some nodes do, however, contain 4D-OBCs with more abrupt height changes. This
abrupt height change occurs at the end of the temporal segments for most nodes (e.g., E(7,6), E(2,7)),
although some nodes contain 4D-OBCs with both abrupt height change at the start and end (E(8,1),
E(6,4). In contrast to the D-SOM, the SOM does not seem to be sorted on the shape of the time series,
as gradual and more instant mean 4D-OBCs occur over the whole SOM.

The patterns of global and local sorting of the various features, apart from the seed time series, are
analogous to what was identified for the D-SOM (Figure 5.11). The E-SOM thus enables the identifi-
cation and characterization of comparable surface activities as identified with the D-SOM. These are,
therefore, not further discussed.

Several interesting surface activity groups, different from what was identified for the D-SOM, can nev-
ertheless be distinguished. Several types of high-magnitude erosion surface activities are identified.
Node E(8,1), E(1,7) and E(7-8,6) all contain 4D-OBCs with large values of 0.9 m maximum height
change. These nodes thus represent high-magnitude erosion surface activities, at different elements
of the beach morphology, with various durations and timings of minimum acceleration. The mean seed
time series of height change in E(8,1) (Figure 5.10) exhibits instant and step-like erosion, while E(1,7)
contains gradual erosion. This implies that in the intertidal zone, the high-magnitude erosion events
occur more gradually, as the 4D-OBCs of E(1,7) are located there, while in the backshore, the erosion
is more instantaneous and can be related to anthropogenic activity. Nodes E(7,6) and E(8,6) show
instantaneous recovery after the erosion, where the height increases to more than the initial height.
This indicates that these nodes contain erosion events, after which high-magnitude deposition surface
activities often occur.

Figure 5.10: Visualization of the erosion Self-organizing Map (E-SOM) trained with the 816 erosion 4D objects-by-change
(4D-OBCs) of the beach dataset. The resampled time series features + the first seven ranked features are used (Table 3.1).

For a detailed explanation, refer to the caption of Figure 5.8.
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A few notable nodes, e.g., E(1,2), E(1,4), and E(8,5), display surface activities characterized by their
small sizes of less than 10m2. These 4D-OBCs are located in the backshore or dune area, whereas the
largest 4D-OBCs appear in nodes E(1-3,4) and E(1,5) and are located in the intertidal zone. This thus
implies that intertidal erosion events are more often characterized by their large size, and backshore
and dune erosion events are characterized by smaller sizes.

The most often occurring erosion surface activities are situated in E(3,8) and E(6,8) (Figure 5.11H).
These surface activities are characterized by their relatively small magnitude (∼0.15m), steep erosion
at the start of the activities, and more gradual recovery through deposition (Figure 5.10). This is in
contrast to the nodes representing less common surface activities (<10 4D-OBCs, e.g., E(1,3-6)). Here
the erosion occurs more gradually, with a fast recovery afterward.

More nodes and groups representing distinct surface activities are identified using the mean distance
plot (Figure 5.11I). One node with a distinct weight vector compared to its surrounding is node E(5,8).
This node represents surface activities characterized by their relatively large amount of sand displace-
ment over a long period. These characteristics are different compared to what characterizes other
backshore erosion surface activities (e.g., E(5,7), E(4,8), E(6,6); Figure 5.11B).
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Figure 5.11: (A-G) Distributions of the mean feature values over the nodes of the Erosion SOM. The cross-shore location is
zero at the approximate location of the beach berm. The dune area starts around +50 m. (H) The number of matched 4D

objects-by-change per node. (I) The mean feature distance between each node and its 2-4 neighboring nodes.
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Evaluation of the beach SOM using the validation dataset
To further evaluate the performance of the SOMs in terms of their ability to group 4D-OBCs, representing
similar surface activities, the distribution of the validation dataset (Section 4.3.5) over the SOM nodes
is investigated. We thus identify if similarly labeled 4D-OBCs also appear in nearby SOM nodes. This
is done for the D-SOM and E-SOM of the beach dataset. Figure 5.12A and Figure 5.12B show to
which nodes the 4D-OBCs of the validation beach datasets are matched, for the E-SOM and D-SOM,
respectively.

A: Distribution of the erosion 4D-OBCs of 
the validation dataset 

B: Distribution of the deposition 4D-OBCs 
of the validation dataset 

Figure 5.12: Distribution of the labeled validation 4D-OBCs over (A) the erosion Self-organizing Map (SOM) and (B) the
deposition Self-organizing Map. Every colored marker represents one 4D-OBC, and each color represents a surface activity

type. The mean feature distance map is visualized as background.

The intertidal erosion 4D-OBCs are located in one SOM region (E(1,4), E(2,4), E(3,4), and E(3,5)) with a
small feature distance between the nodes. The two beach berm erosion 4D-OBCs are also reasonably
close in nodes E(7,1) and E(5,3). Between these two nodes, one of the anthropogenic erosion 4D-
OBCs is matched (E(6,2)). This 4D-OBC is not situated close to the other anthropogenic erosion
4D-OBCs (E(7,4) and E(5,6)). The two foredune erosion 4D-OBCs do not appear close together either
(E(1,1) and E(8,4)). However, these nodes display similar mean time series, durations, and magnitudes
(Figure 5.10). The mean time series show an even shape, with an equal slope for the erosion and
recovery part. The other features also have similar values in both nodes. Only the segment size and
timing of minimum acceleration differ (Figure 5.11). Thus, two nodes with comparable characteristics
are not located close in the SOM.

The nodes with foredune erosion and beach berm erosion 4D-OBCs show distinct mean time series.
Node E(7,1), E(5,3), and the node in between E(6,2), likely representing beach berm erosion all display
relatively gradual erosion, followed by fast recovery through deposition. In E(6,2) and E(5,3), the time
series of the 4D-OBCs shows a two-step pattern. The nodes with foredune erosion 4D-OBCs exhibit
gradual height change during the erosion and recovery phase.

The 4D-OBCs manually identified as intertidal bar deposition events are located in the same part of
the SOM, on the left side (Figure 5.12B). A large spread is, however, noticeable. Two of the intertidal
bar 4D-OBC appear in a distinct SOM region (D(2,1) and D(2,2)), and the other intertidal bar 4D-OBCs
are situated in another SOM region (D(5-8,1-4)). Thus, several representations of intertidal bar de-
position events exist in the 4D-OBC dataset. The intertidal bar 4D-OBCs of nodes D(8,3) and D(8,4)
are matched to nodes with a relatively short duration (<300 h, Figure 5.9A) and lower volume (Fig-
ure 5.9G), compared to the other nodes with intertidal bar 4D-OBCs. Two nodes with intertidal bar
4D-OBCs (D(2,1) and D(2,2)) have an earlier timing of minimum acceleration (Figure 5.9C), but com-
parable durations (Figure 5.9A). Furthermore, the mean time series in these nodes shows a step-like
deposition, with a stagnation around 100 h (Figure 5.8). This is not the case in the other nodes with
intertidal bar 4D-OBCs. Those nodes exhibit a single slope of height change increase. The differences
in height change patterns thus distinguish these types of intertidal bar depositions.
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The 4D-OBCs identified as anthropogenic events are also situated in distant SOM regions, namely
nodesD(1,1) andD(8,8). These two nodes have different mean durations of the 4D-OBCs (Figure 5.9A),
whereas the mean time series appears similar in both nodes (Figure 5.8), implying that both nodes
characterize anthropogenic surface activity, and are distinguished by how long the deposited sand
remains at the same location.

The beach berm deposition 4D-OBCs all appear in the same SOM region, namely the top right above
the diagonal, with a few exceptions (D(7,5), D(3,8), and D(6,8). All these 4D-OBCs occur in nodes
with cross-shore locations around the beginning of the backshore area (Figure 5.9B). These nodes,
thus, characterize beach berm depositions, with various attributes defined by the other features. The
4D-OBC identified as sand deposition on the road lies close to the 4D-OBCs identified as beach berm
deposition (D(2,6)) but inside a node characterized by a more inland position (Figure 5.9B).

Performance of the beach SOM for the characterization of intertidal depositions
We perform a third evaluation by examining the effectiveness of using the SOMs to explore the charac-
teristics of a specific surface activity. We study the features of 4D-OBCs in nodes and nearby nodes
where two 4D-OBCs, identified as intertidal bar deposits (Figure 4.5), are matched. We aim to deter-
mine if these 4D-OBCs represent intertidal deposits and what characterizes and distinguishes them.

Intertidal bar 4D-OBC 3 is assigned to node D(2,1). In Figure 5.13, the spatial and temporal outline of
the 4D-OBCs assigned to this node and its three nearest neighboring nodes is visualized. For each
node, a maximum of three 4D-OBCs are shown.

Figure 5.13: A) The convex hulls of the 4D objects-by-change (4D-OBCs) in the node where the intertidal sand bar deposition
4D-OBC 3 is matched and its nearest neighboring nodes. For every node, a maximum of three 4D-OBCs are visualized. B)

The seed time series and timing of the same 4D-OBCs as in A. The line style relates the spatial outline to the seed time series
of the 4D-OBC.
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The 4D-OBCs in nodes D(2,1), D(2,2), and D(3,1) are all located in the intertidal zone, whereas the
4D-OBCs in node D(1,1) are situated in the backshore area (Figure 5.13A). These 4D-OBCs are small
and have angled shapes. Node D(2,2) and node D(2,1) show similar elongated segments parallel to
the shore. Each contains one smaller and one larger segment. D(2,2) includes one 4D-OBC located at
the beach berm. Node D(3,1) contains 4D-OBCs occupying the furthest observed part of the intertidal
zone. These segments have irregular shapes.

The 4D-OBCs in node D(2,1) initiate at different moments (2017-01-28 and 2017-03-19, Figure 5.13B).
The events do, however, have similar time series shapes. First, there is a small height increase over
a short period, after which the height is stable for around 5 days, then gradually increasing to reach
the same maximum height of around 0.8 m. The 4D-OBCs end with a sharp drop in height over a
short period. The 4D-OBCs in node D(2,2) are spatially similar, but the time series differs. The two
4D-OBCs located in the intertidal zone also initiate at two points in time slightly earlier than the 4D-
OBC in node D(2,1) (2017-01-16 and 2017-03-09). The height change for the first part only increases
slightly, after which the increase accelerates when the 4D-OBCs in node D(2,1) initiate. The height
then gradually increases but stays lower than the 4D-OBCs in node D(2,1). The decrease in height
occurs slightly before the decrease of the 4D-OBCs in node D(2,1). This implies that the 4D-OBCs in
these nodes likely are part of the same intertidal sandbar deposition events. However, the 4D-OBCs
in node D(2,1) have a larger maximum height and are slightly smaller than the intertidal bar 4D-OBCs
from node D(2,2). This indicates that the 4D-OBCs from D(2,1) represent the tallest parts of the same
intertidal bar, which is destructed the latest. The one 4D-OBC from node D(2,2), located at the beach
berm, displays a comparable time series initiated between the two other 4D-OBCs, but its segment
size and location are different. This 4D-OBC thus does not represent an intertidal bar, but because the
other features are similar to the weight vector of this node, it is grouped here.

The seed time series of the 4D-OBCs in node D(3,1) show a gradual build-up with a relatively abrupt
decrease in height at the final epoch. All 4D-OBCs initiate around the same time in between the first
4D-OBCs of node D(2,2) and D(2,1) and have time series comparable to the 4D-OBCs of D(2,2). The
maximum height lies around 0.4 m. These 4D-OBCs thus have similar temporal characteristics, while
their spatial outline differs.

The time series of the 4D-OBCs in node D(1,1) differ from the other 4D-OBCs discussed here. The
initiations all occur between 2017-03-07 and 2017-03-18. After initiation, the height increases instantly
and stays at one level over the whole span of the 4D-OBC before decreasing abruptly. This node thus
characterizes a different type of surface activity than the other three nodes discussed here, which is
also apparent by the large mean feature distance between the weight vector of D(1,1) and its neighbors
(Figure 5.9I).

4D-OBC 7, identified as intertidal bar deposition, is assigned to node D(5,3). Figure 5.14 shows the
spatial and temporal outline of the 4D-OBCs assigned to this node and its four nearest neighboring
nodes. For each node, a maximum of three 4D-OBCs are visualized.

Figure 5.14A shows that the 4D-OBCs in all these nodes are located in the intertidal zone. The 4D-
OBCs in nodes D(5,2) and D(5,3) are all elongated and occur at the same cross-shore location. The
4D-OBCs in node D(5,3) are smaller in the along-shore direction. The 4D-OBCs in node D(6,3) are
also elongated but appear wider in the cross-shore direction. Two of the three 4D-OBCs are located
more toward the backshore area. The 4D-OBCs in nodes D(4,3) and D(5,4) have smaller segments
with more rounded shapes than the other 4D-OBCs discussed here.

Figure 5.14B shows the time series and timing of the same 4D-OBCs. The 4D-OBCs in node D(5,3)
contain instantaneous deposition to a height of 0.2m. After which the height slightly increases gradually
and drops abruptly. The instant height increase of two of the three 4D-OBCs initiates around the same
time when the 4D-OBCs in node D(2,1) have their last jump toward their maximum height (Figure 5.13).
The other 4D-OBC in this node display a different timing of initiation, twice the duration, but with a
similar end epoch as one of the other 4D-OBCs in this node. These two 4D-OBCs thus describe parts
of the same intertidal bar deposition surface activity.

The first two 4D-OBCs in node D(5,2) display comparable duration, start epoch, end epoch, and max-
imum height change as the longest duration 4D-OBC in node D(5,3), but the increase in height over
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time is more step-like. The other 4D-OBC has a different outline, with a more gradual increase towards
a larger height followed by a slightly gradual drop in height.

Figure 5.14: A) The convex hulls of the 4D objects-by-change (4D-OBCs) in the node where the intertidal sand bar deposition
4D-OBC 7 is matched and its nearest neighboring nodes. For every node, a maximum of three 4D-OBCs are visualized. B)

The seed time series and timing of the same 4D-OBCs as in A. The line style relates the spatial outline to the seed time series
of the 4D-OBC.

The 4D-OBCs in node D(6,3) displays a similar time series shape as 4D-OBC 7, but the maximum
height changes are smaller. One of the 4D-OBCs in this node initiates directly after the local deposition
captured by 4D-OBC 7 is destructed, and another directly after that one. These 4D-OBCs are also
located in front of 4D-OBC 7 (with respect to the coast, Figure 5.14A). The third 4D-OBC in node
D(6,3) spans the same temporal segment as one of the 4D-OBCs in node D(5,3), while it also partially
overlaps its spatial segment. This 4D-OBC also spatially overlaps with two of the 4D-OBCs from node
D(5,2), indicating that they are all part of the same larger-scale surface activity.

The first two initiated 4D-OBCs of node D(5,4) have similar time series as the first two elongated 4D-
OBCs in node D(5,2), but with a slightly more gradual erosion at the end. These are the small segments
on the left side of the area shown in Figure 5.14A. This indicates that these are part of the same
intertidal bar deposition surface activity, but due to limitations of the scanner with high water, these are
not captured in their entire spatial extent. The last initiated 4D-OBC is located on the far right side of
the area. The time series of this 4D-OBC is comparable to the other 4D-OBCs in this node, but the
timing of initiation differs from any of the 4D-OBCs here, except one from node D(4,3). The end epoch
is similar to the one from 4D-OBC 7.
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The time series of the 4D-OBCs from node D(4,3) are all different in shape and not comparable to any of
the other 4D-OBCs under consideration. They are located in the intertidal area, from far seaward to the
beach berm. These 4D-OBCs can thus be identified as intertidal depositions, but their characteristics
are not easily interpretable as one type of surface activity. Instead, they represent various intertidal
and berm depositions, irrespective of the intertidal sandbars.
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5.2.2. SOMs for the snow cover dataset
Two SOMs are computed for the 813 4D-OBCs of the snow cover dataset—one for the deposition (278
4D-OBCs) and one for the erosion subset (535 4D-OBCs). The size of the SOM is set at 25 nodes after
an investigation of SOMs with a size of 16, 25, 36, 49, and 64 nodes (Appendix B). The SOMs are
trained using the resampled time series, duration, timing of minimum acceleration, maximum height
change, area under the curve, and volume feature, selected through our optimization method applied
on the beach dataset (Section 5.3). All other SOM parameters are set identically to the parameters for
the beach dataset (Table 5.1).

Figure 5.15 shows the SOM for the deposition 4D-OBCs (SD-SOM). The lower right nodes contain
4D-OBCs with a gradual increase in height over a longer period (SD(4,5), SD(5,4), and SD(5,5)). The
remaining nodes contain 4D-OBCs with more instantaneous height change and a mean duration of
3 h. A sorting on segment size is visible—the nodes in the top right show 4D-OBCs with the largest
segment size. Around SD(5,3), another SOM region with a large mean segment size is observable.
The maximum height change varies strongly over the SOM.
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Figure 5.15: Visualization of the deposition Self-organizing Map of the snow cover dataset (SD-SOM). Trained on the
resampled time series, duration, timing of minimum acceleration, maximum height change, area under the curve, and volume
feature. Each plot represents a SOM node. The x-axis of each plot represents the mean duration of the 4D-OBCs in the node.
The y-axis of each plot represents the mean height change of the 4D-OBCs in the node. The limits of both vary between each
graph. The black curves show the mean time series of the 4D-OBCs in each node, and the grey area is the standard deviation.
The background colors represent the mean segment size per node (on a logarithmic scale). Nodes without a graph represent

nodes where no sample is matched after training.

The gradual processes on the bottom right (SD(4,5), SD(5,4), and SD(5,5)) display both low and high
maximum height change. The timing, time series, and spatial extent of a part of the 4D-OBCs in these
nodes are visualized in Figure 5.16. These 4D-OBCs appear in the same region around the ski resort.
One of the 4D-OBCs in SD(4,5) initiates and ends simultaneously with all the 4D-OBCs in SD(5,5).
All the 4D-OBCs in these nodes start in a periodic instance, around 21:30 on three consecutive days,
lasting until 07:40 the next morning. The periodicity and locality of these 4D-OBCs and the knowl-
edge that bulldozer work has occurred in this area imply that these 4D-OBCs represent anthropogenic
preparation. It should be noted that the area in which these 4D-OBCs are located is part of the area
not acquired at night. The 4D-OBC in the other node displaying gradual deposition over a long period,
node SD(5,4), initiates at 11:00 and lasts until 16:00. The magnitude is lower than the magnitude of
4D-OBCs in surrounding nodes. This 4D-OBC might represent small daytime work on the ski resort
preparations.
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B: Temporal extent of 4D-OBCs
SE-SOM Node (4,5)
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Figure 5.16: A) The convex hulls of the 4D objects-by-change (4D-OBCs) matched in several nodes of the erosion
Self-organizing Map (SOM) of the snow cover dataset, representing gradual, long-duration 4D-OBCs. For every node, a
maximum of three 4D-OBCs are visualized. B) The seed time series and timing of the same 4D-OBCs of A. The line style

relates the spatial outline to the seed time series of the 4D-OBC.
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Figure 5.17 shows the SOM for the erosion subset (SE-SOM). Here, the lower right part of the SOM
(SE(4,5), SE(5,4), SE(5,5)) also contains the longest and most gradual 4D-OBCs. The graduality and
duration decrease from the lower right up to the left. The duration decreases towards amean duration of
3 h. The nodes representing gradual erosion events (SE(4,5), SE(5,4), SE(5,5)) occur at the same time
and around the same location as the gradual deposition events, visible in Figure 5.16. The difference
between the 4D-OBCs in these nodes is mainly the result of differences in the magnitude of change
and subtle differences in the timing of minimum acceleration. As such, some time series from 4D-OBCs
in different nodes appear similar but are not in the same node. Node SE(4,2) also shows 4D-OBCs
with similar graduality as nodes SE(4,5), SE(5,4), and SE(5,5), but the magnitude is lower, and the
size is larger. These 4D-OBCs initiate during the day and are located on a south-facing slope further
away from the ski resort, near the avalanche area. These 4D-OBCs, therefore, likely represent the
compaction or ablation of snow.
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Figure 5.17: Visualization of the erosion Self-organizing Map of the snow cover dataset (SE-SOM). Trained on the resampled
time series, duration, timing of minimum acceleration, maximum height change, area under the curve, and volume feature. For

a detailed explanation, refer to the caption of Figure 5.15.

The distinction between different types of instant short-duration 4D-OBCs is less clear than the dis-
tinction between gradual, longer-duration, and instant, short-duration 4D-OBCs. Figure 5.18 shows
the spatial and temporal extent of three 4D-OBCs matched to a selection of nodes of the SD and
SE-SOM. Several noteworthy groups of 4D-OBCs are visible. First, erosion and deposition 4D-OBCs
with a high magnitude (>1 m) and short duration are grouped in nodes SE(1,5) and SD(1,1). These
all appear in regions of the ski resort, where snow farming and ski resort works have been observed.
These 4D-OBCs thus likely represent bulldozer work. SE(5,1) and SD(1,5) contain relatively large, low-
magnitude instant erosion and deposition 4D-OBCs. Figure 5.18A shows that the 4D-OBCs in both
nodes are spread out over the area, appearing in the avalanche area. The spatial outlines represent
the shape of avalanche transport, represented by one 4D-OBC from SE(5,1) and one 4D-OBC from
SD(1,5). These 4D-OBCs occur simultaneously (Figure 5.18B). One 4D-OBC from node SE(5,1) is
also located in the same avalanche area, with a shape comparable to the gradual erosion 4D-OBCs in
node SE(4,3) (Figure 5.16). Some 4D-OBCs from these nodes are situated in the ski resort.

SE(2,2) and SD(3,1) contain most of the 4D-OBCs. The 4D-OBCs in these nodes are characterized by
their instant deposition or erosion of relatively small magnitude (∼0.15 m) and size. The locations of
the 4D-OBCs in these nodes are spread out over the area (Figure 5.18A), whereas the time series of
the 4D-OBCs in these nodes are comparable (Figure 5.18B). The 4D-OBCs thus represent small-scale
deposition and erosion events. As they are not fixed to one location, the underlying processes are likely
variable, from compaction/ablation to small-scale avalanches, to anthropogenic activity.
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B: Temporal extent of 4D-OBCs
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Figure 5.18: A) The convex hulls of the 4D objects-by-change (4D-OBCs) matched in several nodes of the erosion
Self-organizing Map (SOM) of the snow cover dataset, representing instant, short-duration 4D-OBCs. For every node, a

maximum of three 4D-OBCs are visualized. B) The seed time series and timing of the same 4D-OBCs as in A. The line style
relates the spatial outline to the seed time series of the 4D-OBC.
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5.3. Optimization of feature and Self-organizing Map (SOM) config-
uration

This section presents the results concerning the optimization step of the workflow (Figure 5.1). Here,
the reasoning behind the final SOM configuration used to obtain the results presented in the previous
sections is explained. These optimization results are all based on the beach dataset. The initial se-
lection of 18 features from the 36 features from Section 4.2 is presented in Section 5.3.1, after which
the performance under different subsets of this selection of 18 features is shown, and the final choice
for features is given (Section 5.3.2). Hereafter, the performance concerning the SOM size and kernel
standard deviation, obtained by iterative training of the SOM in different configurations, are presented
in Sections 5.3.3 and 5.3.4, respectively. Section 5.3.5 then demonstrates the performance of the SOM
algorithm concerning the choice of the subset size of the 4D-OBC dataset and input order during the
training of the SOM.

5.3.1. Initial feature selection
We select an initial subset of the features presented in Section 4.2, based on variance and correlation
between the features, using the methods presented in Section 4.5.1. Figure 5.19 shows the normalized
variance and correlation for each feature.

There is considerable variation in the variance of the features. The duration feature has the largest
variance. This feature, together with the cross-shore location of the seed, cross-shore location of the
bounding box center, the timing of minimum acceleration, the timing of minimum velocity, the timing
of maximum acceleration, and the timing of maximum change show a large variance, after which the
largest drop in variance is seen.

The threshold of correlation ρ, above which features are discarded, is set at 0.4. We chose this value,
as Ferreira and Figueiredo 2012 found that a value between 0.4 and 0.9 produces adequate feature
subsets. A specific value of 0.4 was selected as we want to minimize the number of features to lower
the chance of redundant features and increase the interpretability of the results. This means only 18
of the 36 features are being selected. The features based on the timing of events and the polynomial
features, in particular, have a large correlation. A large part of these features is thus discarded. The
resulting selection of features (Table 5.4) is used to optimize the SOM configuration further.

Table 5.4: Ranked list of selected features based on variance

Rank Features Normalized variance
1. Duration 0.057
2. Cross-shore location seed 0.046
3. Timing of minimum acceleration 0.046
4. Maximum height change 0.014
5. Segment size 0.004
6. Area under curve 0.004
7. Volume 0.004
8. Mean absolute slope 0.003
9. Residuals polynomial 2 0.002
10. Coeff. 1 polynomial 2 0.002
11. Residuals polynomial 1 0.002
12. Acceleration at minimum change 0.001
13. Mean acceleration 0.001
14. Total curvature 0.001
15 Coeff. 1 polynomial 1 0.001
16. Coeff. 1 polynomial 2 0.001
17. Coeff. 3 polynomial 3 0.001
18. Acceleration at maximum change 0.001
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Figure 5.19: Normalized variance of the features (in blue) and Pearson’s correlation of each feature with the first higher-ranked
feature not discarded through the correlation threshold (in green). The purple line indicates the threshold value of feature

correlation, above which features are discarded.

5.3.2. Optimization of feature selection
The iterative addition of the ranked features Table 5.4 in combination with the resampled time series
feature, results in the mean silhouette scores (Ssil), topographic errors (TE), and (normalized) quanti-
zation errors ((n)QE) shown in Figure 5.20. These only represent the scores based on the deposition
beach dataset. The erosion beach dataset scores appear very similar and are found in Appendix C.
Substantial differences are noted in the text.

Relation between silhouette score and feature selection
For all SOM sizes and kernel standard deviations, the Ssil is largest when only using the resampled
time series and duration feature or combined with the cross-shore location feature. With an increasing
number of features, the Ssil generally decreases. There is no increase in Ssil when adding more
features in combination with a larger SOM size. This is in contrast to what is hypothesized, as a
larger SOM offers more room for distributing the increasing amount of feature combinations possible.
Furthermore, there is no clear peak in Ssil after adding the first two features. Meaning that based on
the Ssil, only using resampled time series and duration or both and cross-shore location, the SOM
performs optimally.

Relation between topographic error and feature selection
The TE indicates a different optimal configuration of features. The TE shows large variations when
adding extra features to the configuration (Figure 5.20a). No clear general trend in TE is notable.
However, the TE is larger when only using the resampled time series and duration combined with a
large SOM, indicating that this set of features is not optimal. With an increasing number of features, the
TE deviates between approximately 0.1 and 0.2 for most SOM configurations, except for SOMs with 4
and 16 nodes, which under most feature combinations, combined with smaller kernel sizes, result in
larger TEs. The smallest SOM shows fluctuations of the TE ranging from 0 to more than 0.6. The small
values with some feature configurations are explained by the fact that, with such a small SOM, two
of the three possible second BMUs of a sample are neighboring. With this large ratio of neighboring
nodes, there is a higher chance that the second BMU is neighboring the sample. The large TE scores
we find in some configurations are explained by the fact that if the SOM in the training phase attains
a local optimum configuration of weight vector configurations, where two slightly different types of 4D-
OBCs are matched to diagonally opposing SOM nodes, there is little room for adaptation in later cycles
of training, to bring the two kinds of 4D-OBCs together, as the two other nodes are likely already fitted
to different types of 4D-OBCs. These high TE scores thus relate to the SOMs disadvantage of fitting
to a local optimum. The TE does not clearly indicate the best set of features but implies that only using
resampled time series and duration is not a useful feature set for correctly representing the beach
dataset’s topological relations.
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(a) Silhouette score and topographic error scores for the deposition beach dataset
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(b) Quantization errors and normalized quantization errors for the deposition beach dataset
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Figure 5.20: Performance metrics in relation to the number of features, SOM size (colors), and kernel standard deviation (line
type).
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Relation between (normalized) quantization error and feature selection
The QE and nQE show an inverse trend compared to the Ssil (Figure 5.20b). The QE increases with
an increasing number of features, which was hypothesized, as an increasing number of features adds
dimensions to the distance computation, thus increasing the distance between samples per definition.
The nQE, however, rises until 3-6 features are added on top of the resampled time series and then
drops again with an increasing number of features. For example, for a SOM with 16 or 64 nodes and
a quarter of the map width as kernel standard deviation, the nQE is smallest when using all features,
which can, therefore, be regarded as an optimal feature selection.

Proposed feature selection based on performance metrics
The Ssil, TE, QE, and nQE indicate that either a feature selection of resampled time series, duration,
and cross-shore seed location or a selection of all features are best used for our dataset.

The SOMs constructed with a feature selection of resampled time series, duration, and cross-shore lo-
cation (SOM A, Figure 5.21), and all features (SOM B, Figure 5.23) are evaluated for their effectiveness
in characterizing surface activities on a sandy beach. SOM A shows notable characteristics such as
sorting on duration, increasing diagonally from the bottom left to the top right corner, and a correlation
between resampled time series, duration, and segment size. However, a large variance in the time
series of height change within the 4D-OBCs grouped in nodes A(6-7,1-8) occurs, which indicates that
these nodes might not represent the same surface activities (assuming equal surface activities have
similar time series).

In contrast, SOMB has a lower variance in the time series of most nodes and shows better performance
in grouping and sorting on segment size and time series but worse on duration. Therefore, using all
features is deemed the better choice for representing surface activities in the beach dataset. However,
this configuration is not necessarily optimal for the use case, as the temporal dimension dominates
the organization of the SOM, resulting in similar intertidal sandbars being separated in the SOM (Fig-
ure 5.24). Thus, this configuration may not be suitable for investigating variations between different
types of intertidal sandbar activities. It can, nevertheless, be beneficial for examining surface activities
less defined by their spatial characteristics.

Final optimized feature selection
Altogether, these observations indicate that our data-driven selection of features based on Ssil, TE, and
(n)QE does not result in a proper feature selection for our use case. We, therefore, manually inspect
the SOM following an intuitive selection of features, namely resampled time series + the first 7 features:
duration, cross-shore location, timing of minimum acceleration, maximum height change, segment
size, area under the curve, and volume. With this selection, the ratio between spatial, temporal, and
spatiotemporal features is as equal as possible when selecting based on feature ranking. Thus, both
dimensions get an approximately similar weight.

In Figure 5.22, the SOM trained on the resampled time series + 7 features is visualized (SOM C). One
can identify a similar pattern of sorting on duration as in SOM A. However, the duration of the mean
4D-OBCs increases from row 7 upwards. Furthermore, there is no distinct region of nodes in which
the mean resampled time series shows a large variance and high magnitude. There is a region with a
large maximum height change in the average 4D-OBCs (see C(7-8,6-8)), but here the variance of the
resampled time series is significantly smaller.

Additionally, clear grouping on segment size occurs, with some large mean segment sizes (e.g., C(5-
6,3)). This is comparable to what was noted in SOM C. If we extend the comparison to SOM B by
identifying in which SOM region the three intertidal bars end up, we find that they are close together
(Figure 5.24a). 4D-OBCs 7 and 111 are near in the SOM and have the most similar seed time series of
height change, shape, and cross-shore location. 4D-OBC 3 appears slightly further away, but this is ap-
propriate, as its seed time series of height change also has a somewhat different magnitude and shape.
Therefore, this SOM enables the investigation of characteristics of different intertidal bar activities, as
the intertidal bar 4D-OBCs appear close in the SOM. This implies that other types of surface activity are
likely also closer together in the SOM. The intuitive selection of the first 7 features is therefore shown
to be the most useful for our use case and is consequently used for further analyses.
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Figure 5.21: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series, duration, and
cross-shore location of the seed as features. Each plot represents a SOM node. The x-axis of each plot represents the mean
duration of the 4D objects-by-change (4D-OBCs) in the node. The y-axis of each plot represents the mean height change of
the 4D-OBCs in the node. The limits of both vary between each graph. The black curves show the mean time series of the

4D-OBCs in each node, and the grey area is the standard deviation. The background colors represent the mean segment size
per node (on a logarithmic scale). Nodes without graphs represent nodes where no sample is matched after training.
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Figure 5.22: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series and first 7
features in the variance ranking (see Table 5.4). Refer to Figure 5.21 for a detailed description.
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Figure 5.23: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series and all 18
features obtained after the first features selection (see Table 5.4). Refer to Figure 5.21 for a detailed description.
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Figure 5.24: A: the locations of the best matching unit (BMU ) of three 4D objects-by-change (4D-OBCs) manually identified
as representing intertidal bars, in the SOM trained with the resampled time series + the first 7 features presented in Table 5.4.
The grid color indicates the mean feature distance of the node to its neighboring nodes. B: the locations of the same three
4D-OBCs, on a SOM trained on the resampled time series + all features presented in Table 5.4. D: the time series of height
change of the seed of the three 4D-OBCs, 7 and 111, appear similar, while 3 shows a similar shape to 111 but with a higher

magnitude. D: the cross-shore locations and convex hulls of the spatial segments of the same 4D-OBCs.
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5.3.3. Optimization of SOM size
The five SOM sizes; with 4, 16, 64, 256, and 1024 nodes; attain the Ssils, TEs, and (n)QEs as visualized
in Figure 5.20. Again, only the scores for the deposition beach dataset are visualized, but the scores
for the erosion dataset are comparable, and differences are noted in the text.

Relation between silhouette score and SOM size
The Ssil generally decreases with an increasing SOM size. This is logical as a larger SOM inhibits a
larger area over which the data can be distributed, and thus 4D-OBCs that appear in similar nodes in
smaller SOMs can get assigned to close but different nodes. This decreases the internode distance,
accompanied by only a small decrease in intranode distance, which is not necessarily a poor perfor-
mance or a reason for which one should choose a smaller SOM. It shows that one has to find a balance
between either achieving great internode separation, accompanied by a lower amount of detail, or vice
versa. What is, however, notable is that with a SOM larger than 64 nodes, the Ssil becomes negative
for most configurations, indicating that most of the 4D-OBCs are not assigned to the node of which the
mean feature vector of 4D-OBCs is closest in features space. Thus, the trained weight vector of the
node to which most of the 4D-OBCs are assigned to lies further in feature space than the mean feature
vector of another node, while the weight vector of this other node is further away. Therefore, the weight
vectors of the SOM do not represent the dataset well, as they do not represent centroids of clusters in
the dataset. It is thus clear that SOMs of these sizes are not useful for our beach dataset, as most of
the weight vectors of these SOMs show only slight variations, which are identified as not characterizing
surface activities. The fact that the Ssil does not increase or even stabilize with increased SOM sizes
implies that the beach dataset is well distributed, and more nodes only add seemingly random nodes,
not representing 4D-OBCs and thus not representing different types of surface activity. Sixty-four nodes
is deemed the maximum valuable size for the beach dataset.

Relation between topographic error and SOM size
The TE is unstable at smaller sizes (4 and 16 nodes). This relates to the larger chance of attaining
a local optimum with these smaller SOMs (see Section 5.3.2). The SOM of size 16, with an initial
kernel standard deviation of 0.5, does not show this unstable behavior, likely due to the large initial
kernel standard deviation, creating a lower chance for local optimum configuration. From SOMs with
a size of 64 and larger, the TE increases in most feature and kernel configurations. This is, however,
not the case for every feature configuration (e.g., TE for the deposition dataset, with resampled time
series + 6 features and initial kernel standard deviation 1/4), and for any configuration, the performance
also varies between the erosion and deposition dataset. The TE thus indicates that the dataset is well
represented either by a SOM with a large initial kernel standard deviation and 16 nodes or larger sizes
with any of the two kernel radii.

Relation between (normalized) quantization error and SOM size
The QE and nQE are both decreasing with increasing SOM size, which was hypothesized, as larger
SOMs contain more nodes and thus more area over which the 4D-OBCs can be distributed. Fewer
4D-OBCs are matched on each node, thus lowering the chance of a large internode variance, with the
resulting largeQE and nQE. For the initial kernel standard deviation of 1/4, with resampled time series+7
features, the largest decreases in QE and nQE occur between sizes 4 and 16, and 16 and 64. The
drop in QE and nQE from 64 to 256 and 256 to 1024 are approximately equal and significantly smaller.
Thus, the larger SOMs show decreasing intranode distance, but this increase is not proportional to the
increase in size.

Final optimized SOM size
The SOM size of 64 offers the best representation of the dataset, as the Ssil remains above 0, the TE
is comparable to other sizes, and the QE does not decrease significantly with larger sizes. On top of
this, a SOM with 64 nodes is still easily visualized and investigated, in contrast to a SOM with 256 or
more nodes.
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5.3.4. Optimization of SOM kernel standard deviation
A larger kernel size, in combination with equal SOM size and features, in general, shows a lower Ssil

and TE and a higher QE and nQE (Figure 5.20). This is because, with a larger kernel size, every 4D-
OBC has a larger radius of influence on the weight vectors of the SOM. Thus, all the weight vectors
deviate more towards feature vectors that occur more often in the data, i.e., the denser dataspace.
Therefore, topological preservation is better, hence the lower TE. However, the weight vectors of each
node also appear more similar, hence the lower Ssil and higher QE and nQE. Figure 5.25 shows a SOM
with 64 nodes trained on resampled time series+7 features, with an initial kernel width of 1/2 times the
SOM width. A lot of the nodes here (e.g., (7,6), (5,4), and (1,3)) have a large variance in the resampled
time series. With the same configurations but using an initial kernel standard deviation of 1/4 times
SOM width (Figure 5.22), this variance is lower in most nodes. Furthermore, a larger amount of nodes
with extreme segment sizes and durations appear, thus indicating that outliers and rare 4D-OBCs are
also represented better in a SOM with a smaller kernel standard deviation. We, therefore, choose to
use an initial kernel standard deviation of 1/4 times the SOM width, as we want to enable the detection
and characterization of rare surface activities.

Figure 5.25: Visualization of the Self-organizing Map (SOM) trained on the resampled time series + first 7 features from
Table 5.4 using a kernel size of 1/2 of the map width. For a detailed explanation of the visualization and color scheme, see

Figure 5.21.
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5.3.5. Optimization of SOM training subset size and order of input
The SOM configuration, with 64 nodes, initial kernel standard deviation of 1/4 times the SOMwidth, and
resampled time series + 7 features, is used to assess the influence of training using an MDA subset and
MDA order on the sorting and grouping of the SOM, with the model optimization methods as presented
in Section 4.5.3.

The MDA subset size tested contains 300 of the 1205 deposition 4D-OBCs. In Figure 5.26, it is visible
that this subset size shows an approximately even distribution over the first two principal components
of the full deposition beach dataset. These first two principal components explain only 66% of the
total variance of the data; how well the subset represents the total variance of the dataset can thus
not be determined based on only these two. However, it was found that the subset still displayed an
approximately even distribution for the third principal component. The subset should thus represent rare
and outlying 4D-OBCs and more common 4D-OBCs evenly, ensuring no overfit on denser dataspace.
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Figure 5.26: Distribution of the 4D objects-by-change in the beach deposition dataset, along the first two principal components,
in blue. Distribution of the subset of this dataset, sampled through maximum dissimilarity sampling, in green.

In Figure 5.27, the weight vectors of the SOMs obtained using the full deposition beach dataset for
training, with a random input order, MDA ranked input order, and flipped MDA ranked input order; and
using the MDA subset and order for training, are projected onto the first two principal components of
the full dataset. These weight vectors should represent characteristic feature vectors of the 4D-OBCs
in the deposition dataset. It is noticeable that for none of the configurations, the weight vectors span
the whole distribution of the dataspace, i.e., the most outlying weight vectors are not representing the
most outlying 4D-OBC feature vectors. The use of an MDA subset, however, does result in the widest
distribution of weight vectors, which was expected. The flipped version of the MDA order results in the
narrowest weight vector distribution.

In Figure 5.28, the density plots of the same weight vectors over the first three principal components
explaining 81% of the variance, are shown together with the density plot of the full 4D-OBC beach depo-
sition dataset to investigate further how well the weight vectors represent the dataset. The distribution
over the first principal component of the weight vectors trained with the MDA subset best represents a
normal distribution with a center around the center value of the principal components of the full dataset.
Meaning the weight vectors are the most evenly distributed. When using MDA ranked input order and
the full dataset during training, the distribution of the weight vectors along the first principal component
also has a wider and less skewed distribution. However, the highest data density still approaches the
peak data density of the full dataset. When a random input order is used, this peak is even stronger,
but it is still noticeable that the weight vectors do not represent the exact data distribution. The same
goes for the SOM trained on the full dataset with flipped MDA ranked input order, but this distribution
represents the full dataset the closest. For the second and third principal components, the relations
between the distributions are comparable to the first. However, it is noticeable that the MDA subset
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Figure 5.27: Distribution of the 4D objects-by-change (4D-OBCs) in the beach deposition dataset, over the first two principal
components, in black. Distribution of the weight vectors of the Self-organizing Maps; trained using the maximum dissimilarity
subset (MDA, in yellow), the full 4D-OBC dataset with MDA ranked input order (in purple), the full 4D-OBC dataset with random

input order (in red), and the full 4D-OBC dataset with the flipped version of the MDA ranked input order (in green).

causes the weight vector distribution over the third principal component to show a large density at the
higher values of the principal component, where the data itself has a low density, indicating that these
weight vectors better represent the outlying 4D-OBCs.

Using an MDA subset effectively mitigates the problem of overfitting on a denser dataspace, however
the SOM then is largely dominated by anthropogenic surface activities, and show the wide range of
characteristics of these high magnitude outlying events (Appendix D). As we still want to enable the
identification of rare and outlying 4D-OBCs, but are more interested in variations in surface activities
different than anthropogenic we choose the MDA order, as this offers a balance between overfitting on
the denser data space and overfitting on outliers.
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Figure 5.28: Density plots of the distribution of the 4D objects-by-change (4D-OBCs) in the beach deposition dataset, over the
first three principal components, in blue. Density plots of the distribution of the weight vectors of the Self-organizing Maps;
trained using the maximum dissimilarity algorithm subset (MDA, in yellow), the full 4D-OBC dataset with MDA ranked input
order (in purple), with random input order (in red), and with the flipped version of the MDA ranked input order (in green).
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5.4. Conclusions
In this chapter, the results at two levels of the workflow established in the previous chapter are pre-
sented. We also show the results of the SOM optimization methods.

• The hierarchical clustering of the SOM nodes with two distance threshold levels result in the
identification of 22 and 12 clusters of surface activity for the erosion SOM, and 20 and 8 clusters
of surface activity for the deposition SOM of the beach dataset.

• The clusters show interpretable relations and characterizations with respect to natural drivers.
The clusters are successfully used to study the destruction of intertidal bar systems at two points
in time.

• An optimized version of the SOM algorithm is used to obtain and characterize detailed groups of
surface activity from the 4D-OBCs of the beach and snow cover dataset.

• For the beach dataset, these detailed groups of surface activity are physically interpretable and
offer a good grouping of the validation dataset. The SOM is useful for exploring variations in
intertidal sandbar deposition surface activities. The preservation of topological relations of higher
dimensional feature space is slightly worse in the erosion SOM compared to the deposition SOM.

• The optimized methods applied on the snow cover dataset result in poorer performance, as 4D-
OBCs displaying different types of surface activity are grouped in one node.

• The optimization methods result in the selection of an optimal configuration of the SOM based on
the beach dataset. For the beach dataset this optimal configuration uses a feature selection of 8
features, 64 nodes, a kernel standard deviation of 1/4 of the SOM width, and an MDA input order
during training. The number of nodes is set at 25 for the snow cover dataset, after investigation
of a number of sizes.

• The optimized feature selection is not determined based on the performance metrics, as these
do not indicate a useful feature selection, but rather on the basis of manual investigation of the
SOM under various configurations.



6
Discussion

In this chapter, the methods and results of our workflow are discussed. In Section 6.1, the detailed
groups of surface activities obtained with the SOM are discussed, as well as a sensitivity analysis of the
parameters and the transferability of the SOMmethod. Section 6.2 presents the discussion concerning
the hierarchical clustering of the SOM nodes. Here we also discuss the intercorrelations between the
clusters and the correlations with natural drivers. In Section 6.3, we compare our results to previous
studies on monitoring surface activity and present a hypothetical comparison to other classification
methods that could be used.

6.1. Self-organizingMap (SOM) for the identification and character-
ization of detailed surface activity groups

SOM for exploring the feature distribution in 4D-OBC sets
A SOM was used to sort, group, and characterize different 4D-OBCs to identify detailed groups of
surface activities and explore what characterizes the data space of the 4D-OBCs. The results of the
beach dataset show that using a SOM, we can identify the distribution of features among the 4D-OBC
dataset. The SOM enables exploration of the relative importance of the features for the characterization
of 4D-OBCs, as the more important features exhibit the largest global ordering and grouping over the
SOM. Both for the deposition SOM (D-SOM, Figure 5.9) and erosion SOM (E-SOM, Figure 5.11), the
amount of global ordering decreases with an increasingly lower ranking of a feature (Table 5.4). The
lower-ranked features define local ordering. Thus, through inspection of the feature distributions, one
can identify how different surface activities are characterized. This is especially distinct for the D-SOM,
and for the E-SOM, the sorting on some features is weaker.

The sorting based on the resampled time series is weaker, as similar shapes of time series appear
throughout the SOM (as shown in Figure 5.10). This could imply that the resampled time series is not
crucial in characterizing erosion surface activities. However, this idea is disproven through hierarchical
clustering of the E-SOM nodes. This results in the formation of clusters that bring together nodes not
located near each other in the E-SOM. The nodes in this cluster are well characterized by their gradual
time series shape (Figure 5.10). This indicates that the E-SOM is not sorted as well in terms of its
topological order in feature space as the D-SOM, even though their topographic errors are very similar
(Table 5.3). This might be because the choice for SOM configuration is equal for the deposition and
erosion beach datasets, which show different characteristics. The number of 4D-OBCs in both datasets
differ (816 vs. 1205). The kernel standard deviation chosen as 1/4 might, therefore, be too small for
the erosion dataset, causing it to converge to a local optimum. This problem is encountered more often
in SOMs (Kohonen 2001).

By exploring these feature distributions (Figure 5.9, Figure 5.11), we can also identify which of the
selected features are likely redundant for the grouping of 4D-OBCs into different types of surface activity.
These are the area under the curve and volume feature, which considerably correlate with the segment
size and maximum height change feature. Thus, these features should have been discarded by our
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feature selection method. However, as this method only measures the correlation between two features
neighboring in the feature ranking, some high correlationsmight bemissed. Discarding these correlated
features might increase the performance, as it lowers the apparent fit to the segment size andmaximum
height change feature. Exploring the SOM’s feature distribution, one can also identify features that
show some correlation but are not as global as the previously mentioned ones. For example, both
large and small 4D-OBCs occur at any cross-shore location, but larger segment sizes are found more
often further from the shore (Figure 5.9 and Figure 5.11).

SOM for characterization of surface activities
By examining the mean feature vectors in a SOM node, we can identify detailed characteristics of
different surface activities. Combining this information with the number of matched 4D-OBCs, we can
determine both common and rare surface activities. For example, in the D-SOM, we can identify two fre-
quent 4D-OBCs in the backshore area with moderate size and short duration (nodes D(6,5) and D(5,5)
in Figure 5.8), but with different time series shapes. These likely represent aeolian deposition and
erosion activities but with different recovery intensities. This could be due to one being sheltered from
the wind for some time until strong wind occurs (D5,5), while lighter wind impacts the other throughout
deposition and erosion. This demonstrates the ability of the SOM to study the different characteristics
of seemingly similar surface activities. If more detailed characterization is desired, a new SOM can be
trained on only the 4D-OBCs situated within one of these highly populated nodes, creating a hierarchy
of SOMs for more in-depth exploration of the surface activities, like a workflow proposed by Palomo
et al. 2012.

SOM for identification of similar surface activities
Types of surface activities similar to one type of surface activity of interest can be characterized by
inspecting the 4D-OBCs in the SOM region surrounding the node where the 4D-OBC, describing the
surface activity of interest, is situated. When the feature distance between the weight vectors of the
SOM nodes is considered, the SOM becomes even more useful. This is indicated by our evaluation
using the validation dataset and the evaluation regarding the characterization of intertidal bars. The
performance concerning this notion is different for the D-SOM and the E-SOM due to variations in the
preservation of topological order.

Intertidal bar depositions are well separated from backshore and dune depositions, as indicated by
the distribution of the validation dataset over the D-SOM (Figure 5.12B). These intertidal bar 4D-OBCs
appear in different parts of the SOM and are well divided by regions of relatively large feature distance
between the SOM nodes. One main apparent issue with this SOM is that two nodes contain anthro-
pogenic deposition, but these are not neighboring. This is not necessarily a large problem as these
nodes are still well separated from non-anthropogenic 4D-OBCs, by the large feature distance between
the neighboring SOM nodes. However, if one wants to inspect the variations in anthropogenic deposi-
tions through inspection of a SOM node surrounding one 4D-OBC of interest, not all anthropogenic 4D-
OBCs can be found. This is caused by the different durations of the 4D-OBCs in these two nodes. One
contains anthropogenic depositions with a long duration, whereas the other contains anthropogenic
events with a short duration. This variation in duration indicates that one bulldozer pushed sand to one
position, and in some cases, the sand is transported again after a short time and, in other cases, after
a long time. Lowering the weight of the duration feature in the computation of the SOM or adding a
rectangular shape feature could bring these nodes closer together, as the rest of the features are very
similar (Figure 5.9). Nevertheless, it is clear that the SOM allows for the distinction and investigation
of different characteristics of surface activities in the broad group of anthropogenic surface activities.

All the 4D-OBCs manually identified as intertidal bars, as well as the beach berm deposition events,
appear in close proximity in the SOM, in contrast to the broader group of anthropogenic depositions.
One can thus obtain characterizations of different types of intertidal bar depositions through inspection
of a SOM region surrounding a known intertidal bar deposition 4D-OBC (Figure 5.13 and Figure 5.14).
All 4D-OBCs shown here are related to similar types of surface activity, namely intertidal depositions,
except for one node D(1,1). However, this node shows a considerable feature distance compared to the
other nodes (Figure 5.12B). In future work, this feature distance could be more appropriately visualized
by computing and visualizing the actual feature distance between the weight vectors of two nodes
instead of the mean distance to all nodes. In this way, the identification of similar nodes would be easier.
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The neighboring nodes show similar surface activities but with variations in size, location, duration,
magnitude, and time series shape. The SOM thus allows investigation of the variety of characteristics
that a surface activity and the 4D-OBCs representing a particular surface activity can exhibit while
also allowing to find similar activities occurring at different points in time by investigating the nodes
surrounding a sample of interest.

Differences between erosion and deposition SOM
The performance concerning the validation dataset of the E-SOM is lower than for the D-SOM (Fig-
ure 5.12A). Like for the D-SOM, intertidal 4D-OBCs appear close together and are thus correctly
grouped. However, anthropogenic, beach berm, and foredune erosion are all not situated in neigh-
boring SOM nodes. The different nodes in which each of the 4D-OBC types are located show large
similarities in their mean feature vectors even though they are not neighboring in the SOM. This is
confirmed by clustering the nodes using hierarchical clustering. Several nodes far apart in the SOM
are clustered, even at a low distance threshold level. As mentioned in the first paragraph, this likely
relates to the fact that the E-SOM does not converge to a global optimum. This relates to the selected
SOM configuration being equal for the deposition and the erosion beach dataset.

Issues related to 4D objects-by-change extraction
The spatial extents of the 4D-OBCs in some neighboring nodes differ considerably even though the
other features are comparable. This can occur due to incorrect growing of the 4D-OBCs, likely due to
missing data. In the case of, e.g., intertidal bars, some 4D-OBCs show similar shapes in their temporal
dimension as full intertidal bars 4D-OBCs, whereas their size is not visually remnant of an intertidal bar
(i.e., no elongated shape parallel to the coast). Some of these 4D-OBCs are very small, occurring on
the edges of the study area or in locations submerged at high tide. These, therefore, represent similar
surface activities as larger 4D-OBCs but are not grown to their full extent. This is not necessarily a
problem, as one could discard these by not incorporating specific nodes of the SOM that contain many
of these undergrown segments.

The spatial and temporal extents of several 4D-OBCs in different nodes overlap in both space and time
(e.g., the 4D-OBCs from node D(2,2) and D(2,1), Figure 5.13). This might be due to the method of
4D-OBC extraction. The highest-ranked seed is first used to grow a spatial region. Afterward, a lower-
ranked seed not incorporated in the previous segment might be selected. From this seed, a region
that incorporates the full extent of the previous segment is grown. One thus obtains two 4D-OBCs
representing part of the same surface activity, as noted by Anders et al. 2021. The processing of the
4D-OBCs could be enhanced by merging such segments.

6.1.1. Sensitivity analysis
The SOM optimization results show how sensitive the SOM algorithm is to features and parameter
variations. It was found that feature selection is a defining factor for the performance of the SOM. The
separation into detailed surface activity groups tends to be dominated by a specific dimension of the
4D-OBCs when using too many features derived from one dimension. Therefore, depending on the
environment under consideration, one has to obtain a balance in the selection of features. If it is known
that the spatial dimension, e,g, cross-shore location, can separate a large number of surface activities,
one could, in contrast to what was done here, add more weight to this feature while still incorporating
a large number of features from the temporal dimension. Knowledge of the types of surface activity in
the environment under consideration is thus essential for accurately grouping a set of 4D-OBCs.

The optimization results also indicate that the performance of the SOM largely depends on the size and
kernel standard deviation. However, in contrast to what is proposed by Kohonen 2013, a larger SOM
size, in this case, does not necessarily result in better performance. The optimal size largely depends
on the dataset size, and with this, in particular, the number of possible surface activities represented
by the dataset. Furthermore, the level of detail needed for a particular use case also influences the
needed size. Though, when applying a hierarchical clustering algorithm after the SOM, this factor is
of minor importance, as one can then identify less detailed levels of separation with the hierarchical
clustering algorithm.

The kernel standard deviation is of large importance for obtaining topological order of higher dimen-
sional data space into the two-dimensional grid, as well as reducing or increasing the influence of



80 Chapter 6. Discussion

outliers on the grouping of the SOM. As is identified by Clark et al. 2020 and Kohonen 2013, if one
wants to obtain global ordering, i.e., neighboring nodes contain 4D-OBCs neighboring in feature space,
the kernel width is best set as large as possible. However, it observed that this reduces the influence
of outliers and how distinct each node’s characteristics are. In other words, with a larger kernel stan-
dard deviation, the distribution of characteristic weight vectors becomes smoother, and the surface
activity groups are thus less well defined. In datasets with fewer rare and outlying samples, a larger
initial kernel standard deviation could enhance the ability to identify slight variations in the surface ac-
tivity characteristics through better topological preservation and prevent the SOM from reaching a local
optimum fit to the dataset.

The order of input and training subset selection also largely influences the effect of 4D-OBCs repre-
senting rare surface activities. With a random input order, the SOM is overfitted on denser data space
and thus more often occurring surface activities. Whereas, with an input order according to the maxi-
mum dissimilarity sampling algorithm (MDA) ranking, rare surface activities are better represented by
the SOM. When only selecting a subset of the full dataset of the most dissimilar samples, this effect
is even more substantial. This implies that when selecting the configuration, one has to consider how
important the particular rare surface activities are for the study. If these rare surface activities are in-
deed outlying events not of importance, the input order is of no importance. However, in our case,
rare surface activities, like intertidal bar depositions, are of considerable importance, and thus an input
order is essential. Nevertheless, a subset was not used, as this meant overfitting on the most dissimilar
samples, which were anthropogenic events, with large magnitude.

It should be noted that the selection of subset size for the training is made based on the first two
principal components, whereas this does not explain all the variance. A smaller subset could more
evenly capture the full data spread in its weight vectors, and a larger dataset will likely only push the
weight vector distribution closer to the denser part of the data space.

6.1.2. Transferability of SOM configuration
The results of the SOM applied on the snow cover dataset show that the optimized methods and fea-
tures are only partially transferable to a scenario where the 4D-OBCs display different surface activities
and their temporal seed segments are obtained differently. We can explore the gradual variations con-
cerning the magnitude of the events with the SE- and SD-SOM and obtain characteristics of rare, high-
magnitude surface activities. However, the separation of known surface activities is only achieved
in some cases. The avalanches and anthropogenic works are hard to separate with our optimized
workflow, as they show comparable sizes and magnitudes. Some geographical constraints or features
might be integrated to separate these events, like slope (Schweizer et al. 2003), aspect, and possibly
meteorological variables like the amount of solar irradiation at the time of initiation.

Longer-duration and instant short-duration processes are separated by the SE- and SD-SOM. However,
a large part of the gradual processes, identified as anthropogenic work during the night, might not be
gradual but appear gradual due to the lack of data in this area during the night (Section 3.3.2). This
shows that this duration feature does not necessarily distinguish well between different types of surface
activity, which was also the case for the anthropogenic deposition events on the beach.

The poorer performance on the snow cover dataset could also be that surface activities in this alpine
snow cover area are generally less easily distinguishable by their attributes. In this case, it can be
helpful to set a spatial constraint to group the different surface activities, primarily since it is known
where avalanches and anthropogenic activity occurs in this particular study area during acquisition. In
this sense, solutions like a GeoSOM (Bação et al. 2005) could be more helpful in characterizing the
dataset into different surface activities. The GeoSOM first matches samples based on their geographi-
cal location and then sorts based on other features.

Application of the SOM on new 4D-OBC sets
Thus, knowledge of which features are likely to be characteristic of certain surface activities, like the
cross-shore location for the beach, is essential for accurately grouping the 4D-OBCs into different
surface activities. Furthermore, it is beneficial to tune not only the features but also parts of the SOM
configuration for every new dataset, as it is shown that the performance differs between the erosion
and deposition SOM, even within the beach setting. This tuning should be done based on training using
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a few configurations and inspecting the results. It was found that this tuning is preferably done using
a small labeled 4D-OBC set, of which it is known which 4D-OBCs should be grouped close together.
For smaller datasets, configurations with a larger initial kernel standard deviation are proposed in order
to reduce the chance of topographic errors. With smaller datasets, fewer moments of weight vector
tuning occur, as the kernel standard deviation is lowered every training cycle (i.e., going through the
whole dataset once). Thus a larger chance of local optimum configuration occurs. It should, however,
be tested if this larger kernel standard deviation does not cause the different nodes to show weak
distinctive characteristics, which is a possibility identified in the sensitivity analysis. If this is the case,
a larger number of training cycles might also slightly increase the performance in terms of topological
preservation of higher dimensional data space. In that case, more moments of weight vector tuning
occur with larger kernel standard deviations.

In conclusion, the results imply that it is best to optimize the SOM size, and kernel standard deviation,
for both the erosion and deposition SOM separately, considering differences in the subset sizes and
an indication of the expected amount of types of surface activities. When transferred to another sandy
beach dataset, it is likely unnecessary to tune all the parameters except kernel standard deviation
relating to the dataset size, as the surface activities are expected to be similar. Nevertheless, at other
locations, different surface activities may initiate with different frequencies. This is, however, accounted
for when using a case-specific MDA order during training. When transferred to a completely different
environment it is advised to select a new set of features based on knowledge of the characteristics of
the study area-specific surface activities.

6.2. Hierarchical clustering for the identification of broader surface
activity clusters

The use of hierarchical clustering for the automated identification of higher-level groups of surface
activity is shown to be effective and valuable. Especially for the E-SOM of the beach dataset, it helps
bring together groups of nodes close in feature space but wrongly separated in the SOM. With the two
levels of thresholds set for the hierarchical clustering algorithms, we can characterize different levels
of separation in surface activity.

For the E-SOM, as an example, we inspected four clusters obtained with this method at each distance
threshold. At the lower level, the characteristic features of different clusters still showed slight overlaps
in feature space, but different variations in backshore and dune erosion are identifiable. For example,
one distinct group of dune erosion 4D-OBCs initiates only during high wind speed. At a higher threshold,
previously separate groups showing very distinct feature vectors, though still of comparable surface
activity, are merged. This allows for the identification of characteristics of broader groups of surface
activity.

For the D-SOM, the characteristics and interpretations of all clusters are presented in Table 5.2. At
the higher distance threshold of 440, some clusters are well-defined (e.g., clusters 1,4, 5, and 7) by
their tight range of characteristic feature values. In contrast, other clusters show a broader spectrum
of features (e.g., cluster 3). The largest amount of 4D-OBCs are in clusters with gradual deposition
and erosion in the berm, backshore, and intertidal zone. Several clusters represent specific intertidal
bar depositions that can be recognized as a large part of an intertidal bar. In contrast, others show 4D-
OBCs that contain only parts of intertidal bars (clusters 6 and 7 at t = 440). At the lower threshold level,
the clusters show more detailed and specific characteristics, and many of these detailed clusters are
still presentable as a specific type of surface activity, characterized mainly by their location, magnitude,
shape, and duration. Furthermore, it indicates that we can identify and distinguish the different groups
of surface activity that are known to exist on sandy beaches (Section 3.3.1).

In future studies, the two levels of clustering can be used together for subsequent surface activity
analysis. For the E-SOM, two clusters (2 and 10), one containing beach berm erosion 4D-OBCs, and
the other anthropogenic 4D-OBCs, are merged at the higher level. In contrast, the nodes containing
intertidal 4D-OBCs are all in separate nodes at the lower level and merge into broader intertidal erosion
clusters at a higher level. Thus, to obtain the same detail for all different types of surface activities,
one could use the intertidal clusters at a higher threshold level and the backshore and dune clusters
at a lower level. This difference in the size of the hierarchical clusters occurs because some surface
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activities are defined by a larger range of higher feature values (intertidal erosion activities). In contrast,
others are characterized within a tight range of feature values (beach berm and anthropogenic erosion).
Thus, if the same amount of detail in surface activity events is needed over the whole area, one has to
choose different levels of feature thresholds.

6.2.1. Intercorrelation of clusters of surface activity and correlation with natural
drivers

The results of the correlation between the hierarchical clusters and natural drivers (Section 5.1) depict
that for the sandy beach, physically interpretable relations between the 4D-OBCs of the different clus-
ters can be obtained, as well as relations between the 4D-OBCs of different clusters and natural drivers.
These relations are, in most cases, comparable to what was expected based on existing knowledge of
surface activity on a sandy beach but also suggests some relations deviating from what is known.

The 4D-OBCs classified as intertidal sandbar deposits were initiated and grew in height during lower
wave conditions, according to what is expected based on literature (Robin et al. 2009). Two periods with
the initiation of intertidal bar 4D-OBCs are observed. However, contrary to expectations, the destruction
of the intertidal bars did not only occur during heavy weather conditions. The first of the destructions
did, which is in accordance with the observations by Vos et al. 2020. Some slight differences are,
however, observed. Our results suggest that the destruction of the intertidal bar occurred during low
water instead of high water. Furthermore, our results imply that the sediment transport after destruction
mainly results in deposition activity in the backshore and beach berm due to hydrodynamic or aeolian
transport. In contrast to what is suggested by Vos et al. 2020, the dominant sand transport thus appears
to be onshore. It should, however, be noted that deposition events that might have occurred further
offshore are lacking in the 4D-OBC data as they cannot be observed with the TLS because these parts
are mostly submerged.

The second intertidal bar 4D-OBC initiation and growth period also occurs during low wave conditions.
Here, however, the destruction is not accompanied by heavy weather conditions. The destruction
occurs in two steps, and in contrast to the previous bar, the initial destruction occurs during high water.
The results suggest that the destruction of an intertidal bar complex during lowwave andwind conditions
is associated with larger sand redistribution in the intertidal zone, identified through a larger amount
of intertidal deposition 4D-OBCs being initiated, and less aeolian and hydrodynamic beach berm and
backshore 4D-OBCs. This can be related to lower wave energy and wind energy available for sand
transport. The actual reason for the intertidal bar destruction should be further researched in future
studies.

6.3. Comparison to existing studies
Comparison to existing studies on monitoring surface activity
We can cluster groups of spatiotemporal segments that are not initiated around the same time but
represent the same type of surface activity, in contrast to existing point cloud time series analysis meth-
ods. Existing studies in which full time series clustering was used to group similar change patterns
(Kuschnerus et al. 2021a; Winiwarter et al. 2022) allowed for the identification and characterization of
different change patterns occurring over the whole time-span of TLS acquisition. However, if compara-
ble surface activities occurred at different points in time, these were not identified as part of the same
type of change pattern.

Furthermore, in other existing studies using the near-continuous TLS to observe the accumulation,
transportation, and destruction of an intertidal bar, the intertidal bar deposition event had to be manually
identified (Vos et al. 2020). Using the combination of 4D-OBC extraction and clustering with the SOM
and hierarchical clustering, we can automatically identify the emergence of an intertidal bar system at
two different points in time and using the other clusters of surface activities, the post-destruction sand
redistribution can be efficiently assessed.

Comparison to other classification methods
The SOM requires parameter tuning, which might indicate a disadvantage compared to other clustering
algorithms when applying it on 4D-OBC sets in new environments. However, with little knowledge of
the exact number, characteristics, and types of surface activities, we are able to tune these parame-
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ters in order to identify physically interpretable and useful groups of surface activity. The advantage of
the SOM in this sense is that it allows for easy visual navigation through the groups of surface activity
obtained with a certain configuration, i.e., a configuration performs well if nodes with similar and phys-
ically interpretable feature vectors are situated close in the SOM. This enables simple tuning of these
parameters, deemed less complicated than tuning the cluster number for k-means clustering or the dis-
tance thresholds for DBSCAN. However, further studies could explore their potential for characterizing
4D-OBCs.

Furthermore, the SOM works as expected in terms of its ability to represent outlying 4D-OBCs, while
not being overfitted on these groups of 4D-OBCs. Using a SOM combined with hierarchical clustering
reduces the influence of outliers while still representing them. The direct application of hierarchical
clustering on the 4D-OBC set would likely result in the representation of outliers in separate clusters
up until a large distance threshold, as it is known that the hierarchical clustering algorithm is sensitive
to outliers (Xu and Wunsch 2005).

The 4D-OBCs could, in theory, also be grouped based on setting thresholds in a decision tree. This
decision tree could be established manually or automatically. When grouping 4D-OBCs manually,
knowledge is needed of specific values of features that distinguish the surface activities of interest.
Optimizing the SOM and hierarchical clustering workflow established in this thesis also requires knowl-
edge of which features possibly distinguish the different surface activities. However, knowledge of the
actual values of these features per surface activity is not necessary. As such, the workflow is advan-
tageous when extensive knowledge of surface activities in an environment is absent. For automated
configuration of decision trees and random forests (Breiman 2001) or other supervised classification
methods, a training dataset is necessary, capturing all different possible surface activities. This dataset
should exhibit most of the distribution in feature values per surface activity group present in the dataset.
This requires more particular knowledge of which surface activities are presented by the 4D-OBCs. In
contrast, the optimization of our workflow requires only an indication of the number of surface activities
present in the 4D-OBCs. Furthermore, creating a training dataset requires more work before training.
It should be noted, however, that our method requires more work after training in order to interpret the
different groups than a supervised classification method.





7
Conclusions and Recommendations

This chapter presents the conclusions drawn from this study as well as recommendations for improve-
ments in the workflow and further research.

7.1. Conclusions
This research aims to make spatiotemporal segments of morphological surface activity derived from
point cloud time series, called 4D objects-by-change (4D-OBCs), interpretable as different types of
surface activities. This is done by developing an unsupervised classification workflow to cluster them
into different groups, characterizing types of surface activities. We want to enable the analysis of the
impact and correlations of different types of surface activity through near-continuous terrestrial laser
scanning (TLS). Regarding this aim, the main research question to answer is:

How can different types of surface activity be characterized from a point cloud time series using the
spatiotemporal segments derived as 4D-OBCs?

This research shows that using a Self-organizing Map (SOM), together with hierarchical clustering,
various levels of groups of 4D-OBCs can be identified and characterized from a point cloud time series.
In this thesis, 4D-OBCs obtained on a sandy beach are analyzed. These groups of 4D-OBCs are phys-
ically interpretable as different types of surface activity and show logical correlations to natural drivers.
Furthermore, they can be used to find intercorrelations between the occurrences of different types of
surface activity. When transferring the method to the different environment of an Alpine area covered
by snow, the results are not as easily interpretable. In different environments, the parameters and
features used as input for the SOM need to be fine-tuned based on knowledge of the surface activity
processes in the area.

The subquestions are:
Which different types of surface activity occur in the two environments studied in this research?

In the sandy beach and Alpine snow cover study areas, various surface activities occur within the
spatial and temporal span of the point cloud and subsequent 4D-OBC acquisition. At the beach, sur-
face activities are in literature, often defined by their cross-shore location. We identify intertidal bar
depositions; aeolian dune and backshore erosion, transport and deposition processes; beach berm
deposition and erosion; and anthropogenic surface activities. In the Alpine snow cover area, the sur-
face activities are less well defined by one geographic axis but are constricted by geographic features
like slope and aspect. Here, snow avalanches, comprising erosion, transport, and deposition; anthro-
pogenic snow farming and ski resort works; and ablation or compaction of the snow cover are identified.
The characteristics that define and differentiate various surface activities vary between different envi-
ronments. This implies that, when analyzing 4D-OBCs for different study areas, unique challenges
arise in classifying them into different surface activities, which should be considered.
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Which unsupervised classification methods are applicable for the grouping of the 4D-OBCs into types
of surface activities

In this research, we use a Self-organizing Map (SOM) algorithm to first sort, group, and character-
ize the 4D-OBCs into detailed groups of surface activity, after which hierarchical clustering is used to
identify and characterize broader clusters of surface activity. This method is deemed useful and possi-
bly advantageous compared to other algorithms for the grouping and characterization of 4D-OBCs for
several reasons. First, the SOM can be used without specifying an exact amount of clusters present
in the data. Second, The SOM allows for identifying patterns in the 4D feature space of the 4D-OBCs.
Third, by combining the SOM with a maximum dissimilarity sampling algorithm (MDA), we can obtain
a balance between overfitting groups on denser data space while also ensuring that 4D-OBCs rep-
resenting rare surface activities are grouped separately. Fourth, the hierarchical clustering algorithm
allows for the identification of broader clusters of surface activity, which can enable the automated
identification of large-scale correlations between clusters of surface activity and natural drivers.

How does the choice of features influence the grouping of the 4D-OBCs into different types of surface
activity?

The identification and choice of useful features are essential for the performance of the SOM and
subsequent hierarchical clustering. A wide range of features can be extracted from the 4D-OBCs as
they contain both a spatial and temporal dimension. By ranking, selecting, and testing different sets
of features, it is found that when too many features extracted from one of these dimensions are used,
the SOM tends to be dominated by one specific dimension. One must find a balance between the two
dimensions suitable for the surface activities characteristic of the study area. For the sandy beach,
the best performance occurs when a set of features is used that are known to define different types of
surface activity. A data-driven approach to feature selection does not perform optimally in our case.

How can the unsupervised classification method be optimized for grouping the 4D-OBCs?

The optimization of the SOM is best performed using expert knowledge of surface activities and man-
ual investigation of different configurations, of features and parameters. The data-driven optimization
methods tested here only produce a distinctive choice for features or parameters when combined with
a manual investigation of the obtained groups. The optimization is thus best performed using a small
labeled 4D-OBC set, of which it is known which 4D-OBCs should be grouped close together. The SOM
size, kernel standard deviation, and input order are essential parameters to be considered when group-
ing the 4D-OBCs. The choice of parameter values depends on the dataset size, the number of potential
surface activities present, the level of detail needed, and the need to identify rare surface activities.

To what extent is the optimized unsupervised classification workflow transferable to another study area?

According to our results, the optimized methods and features are not fully transferable from one study
area to the other. Within one study area, different configurations of the SOM parameters for the depo-
sition and erosion part of the dataset might also result in better separation between different surface
activities and more global ordering of the SOM. In different environments, apart from choosing case-
specific features, three parameters should be fine-tuned. The SOM size should be set larger if more
detailed surface activity characterization is needed and for datasets inhibiting more types of surface
activity. A larger kernel size should be used if the influence of outliers needs to be reduced or if the
dataset size is smaller. However, this also causes the SOM to show more gradual variations; thus,
separate groups of surface activity are less well-defined. Another way of representing or not represent-
ing rare surface activities is by training on only a subset of maximum dissimilar samples or using the
(flipped) MDA ranking as input order. An indication of the specific values of these parameters as a
function of the characteristics of a dataset cannot be given based on this research.
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To what extent can the grouped 4D-OBCs be interpreted as different types of surface activity?

Using an optimized version of the SOM, different groups of 4D-OBCs can be identified, of which the
respective mean feature vectors can be interpreted as known surface activity types. This holds for
the sandy beach, where most of the 4D-OBCs manually interpreted as one type of surface activity are
grouped in adjacent parts of the SOM. Furthermore, one can find and characterize comparable surface
activities by inspecting the SOM nodes surrounding a SOM node where a 4D-OBC representative of
a surface activity of interest is matched. It is essential to consider the feature distance between the
weight vectors of the SOM in defining where comparable surface activities are to be situated. The clus-
ters of 4D-OBCs obtained with hierarchical clustering of the SOM nodes are interpretable as broader
types of surface activity. The initiation of the 4D-OBCs of different clusters can be related to variations
in natural drivers or known occurrences of anthropogenic work, showing that the grouping at this level
is indeed physically interpretable.

How do our methods of automated spatiotemporal extraction and subsequent grouping of surface ac-
tivity compare to other methods of identifying and classifying surface activity?

In contrast to existing studies on surface activity or geomorphological change monitoring, we can auto-
matically identify different types of surface activity present in a study area, independent of their relative
timing. This allows larger scale and more efficient studies on characteristics of surface activities, as
well as their underlying processes of initiation and finalization at different moments in time. Further-
more, the optimized workflow allows to study surface activities independent of specific knowledge of
feature values that define the different surface activities. On top of this, it is not necessary to identify all
the groups of surface activities present in the dataset before applying the workflow, as the SOM finds
these groups automatically.

To what extent can the grouped 4D-OBCs be used for the analysis of surface activity characteristics
and correlations between surface activities and natural drivers?

The grouped 4D-OBCs can, to a high extent, be used for the analysis of surface activity character-
istics and correlations between surface activities and natural drivers on a sandy beach. Our results
of the inter-correlations of the hierarchical clusters and correlations with natural drivers indicate that
the results of our workflow can be used to identify physically interpretable relations between different
clusters and natural drivers, both in accordance with and deviating from existing knowledge. We can
identify clusters of 4D-OBCs representing intertidal bar depositions, which all show the expected initia-
tion and growth of intertidal sandbar deposits during lower wave conditions, but with deviations in their
expected destruction patterns. The results suggest that applying our unsupervised classification work-
flow on the 4D-OBCs can provide valuable insight into the complex relations between surface activities
and natural drivers and merit further research.

7.2. Recommendations
The developed methods are shown to be of use for the characterization of different surface activity
groups found on a sandy beach. Nevertheless, several limitations and recommendations are identified
for which further research can be advantageous.

Use of case-specific features
The developed method for the sandy beach 4D-OBC set does not perform optimally on the snow cover
4D-OBC set. In further research on surface activity characterization in the alpine snow cover area, more
investigation is needed into case-specific features, defining the surface activities, like the slope. This
could vastly improve the performance in this case. Also, when applying the workflow to even different
environments, the specific features defining the surface activities must be examined beforehand.

Test other data-driven approaches of feature selection
The data-driven selection method for the features does not result in a clear choice for features, and a
manual selection through investigation of a selection of SOMs is still needed. Further studies on sur-
face activity characterization in different locations might benefit from relying on more extensive expert
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knowledge about the surface activities in the study area for feature selection or employing alternative
feature selection techniques like more comprehensive wrapper methods.

Increase topological preservation
The use of a hexagonal SOM could increase the topological preservation of higher dimensional feature
space without decreasing the distinctness of the characteristic feature vectors in each SOM node. It is
identified that the performance of the erosional SOM of the sandy beach for surface activity characteri-
zation is inferior to the depositional SOM due to worse topological preservation. However, the common
practice of increasing the kernel standard deviation of the SOM to increase topological preservation
would mean that the nodes themselves show less distinct characteristics. Thus, instead of increas-
ing this standard deviation, one can use a connected hexagonal lattice, as this would increase the
interconnection between nodes during the training phase with an equal standard deviation.

Merging of 4D-OBCs segments, before or after classification
The merging of 4D-OBCs representing the same surface activity event will increase the reliability of the
found relations between surface activity initiations. The identified presence of 4D-OBCs representing
the same surface activity can cause the number of initiations of one surface activity to seemingly go up,
even though not more surface activities of that type were, in reality, initiated. The merging of these seg-
ments by, e.g., setting limitations on the number of 4D-OBCs that can exist within one spatiotemporal
interval could thus increase the applicability and validity of the complete workflow.

More detailed investigation of surface activity clusters
Further analysis of the sandy beach clusters of surface activity can be beneficial to make a stronger
case for the identified redistribution of sand after intertidal sandbar destruction. Here, the initiation
of erosion and deposition clusters could be compared to each other instead of only comparing the
initiation of one of the two. Furthermore, future research could further relate the threshold natural
driver forcing necessary for specific surface activity initiation by comparing the driver intensity to the
number of initiations per cluster.

Application of the methods in an online setting
The workflow developed here could be tested and used in an online setting. This requires the develop-
ment of a Python pipeline integrating point cloud acquisition, co-registration, 4D-OBC extraction, and
characterization. For the case of a sandy beach, one could use the groups and clusters identified in this
study and match new 4D-OBCs to the closest of the detailed surface activity groups found in the SOM.
In this way, it enables the instantaneous identification of surface activity types of interest. Furthermore,
new 4D-OBCs obtained in this online setting could be used to train the SOM further and fine-tune the
characteristics of the detailed groups of surface activity.
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ABSTRACT:

The Earth’s landscapes are shaped by processes eroding, transporting and depositing material over various timespans and spatial
scales. To understand these surface activities and mitigate potential hazards they inflict (e.g., the landward movement of a shoreline),
knowledge is needed on the occurrences and impact of these activities. Near-continuous terrestrial laser scanning enables the
acquisition of large datasets of surface morphology, represented as three-dimensional point cloud time series. Exploiting the full
potential of this large amount of data, by extracting and characterizing different types of surface activities, is challenging. In this
research we use a time series of 2,942 point clouds obtained over a sandy beach in The Netherlands. We investigate automated
methods to extract individual surface activities present in this dataset and cluster them into groups to characterize different types
of surface activities. We show that, first extracting 2,021 spatiotemporal segments of surface activity using an object detection
algorithm, and second, clustering these segments with a Self-organizing Map (SOM) in combination with hierarchical clustering,
allows for the unsupervised identification and characterization of different types of surface activities present on a sandy beach. The
SOM enables us to find events displaying certain type of surface activity, while it also enables the identification of subtle differences
between different events belonging to one specific surface activity. Hierarchical clustering then allows us to find and characterize
broader groups of surface activity, even if the same type of activity occurs at different points in space or time.

1. INTRODUCTION

The current shape of the Earth’s surface is the result of com-
binations of erosion, transport, and deposition processes. These
are either naturally (e.g., wind, gravity) or anthropogenically
forced, and occur over various spatial and temporal scales. Ex-
amples of surface activities related to these processes in dif-
ferent geographic settings are rockfalls, avalanches, and sandy
beach erosion. Surface activities can therefore be defined as
events where the morphology of a local surface is changing over
a certain timespan. These surface activities cause severe nat-
ural hazards in many settings, such as shoreline retreat (Vous-
doukas et al., 2020). Knowledge of the impact and occurrence
of these activities is therefore essential to predict, mitigate and
adapt to the potential hazards they inflict. The large variety in
spatial and temporal scale, and the often spatiotemporally su-
perimposed and difficult to predict nature of surface processes
do impose challenges for the observation of surface activities
(Anders et al., 2021).

Near-continuous terrestrial laser scanning (TLS) enables mon-
itoring of surface changes over multiple time scales (Eitel et al.,
2016). In a near-continuous setup, a TLS device is placed at
a fixed location for months to years. 3D point clouds with up
to mm-scale accuracy and resolution can then be acquired at
(sub)hourly intervals. As such, a substantial amount of data is
collected that contains information on the changes in morpho-
logy of the scene’s surface. The vast amount of data (e.g., thou-

∗Corresponding author

sands of point clouds) collected through this setup brings chal-
lenges for the visual and manual extraction of interpretable and
useful information. To exploit the available point cloud time
series, methods are needed which identify, segment and char-
acterize occurrences of surface activity from these large four-
dimensional (3D + time) datasets.

Previous research on morphological change extraction from
such four-dimensional (4D) datasets, was focused on full time
series clustering, and as such, identifying areas of homogen-
eous surface change over the full time series (Kuschnerus et al.,
2021; Winiwarter et al., 2022). A drawback of these methods
is that individual occurrences of surface activity are not separ-
ated. Furthermore, it is impossible to cluster two similar surface
activities together if they do not occur around the same time.

The purpose of this research is to develop a method that en-
ables the identification of characteristic clusters of spatiotem-
poral segments in the point cloud time series dataset of a sandy
beach, that represent specific surface activities (e.g., sandbar
formation, aeolian storm erosion on a beach) in an unsuper-
vised manner. This large dataset is first reduced into individual
surface activities using a spatiotemporal segmentation method
presented by Anders et al. (2021). Next, the surface activities
are grouped into characteristic types using unsupervised classi-
fication methods. We identify different levels of clusters present
in the point cloud time series dataset, i.e., low-level clusters that
define specific types of erosion and deposition (e.g., sandbar
deposition vs. aeolian dune formation) and high-level clusters



(e.g., erosion vs. deposition). This is needed as different ap-
plications require different levels of characterization of surface
activity. One might for example be interested in the relative in-
fluence of storm erosion on the total magnitude of beach erosion
(e.g., Callaghan et al., 2009).

2. DATA

2.1 Study area and data acquisition

This research is focused on characterizing surface activity us-
ing a time series of TLS point clouds of a sandy beach on the
North Sea located in Kijkduin, The Netherlands (52°04’14” N,
4°13’10” E). On such sandy beaches, a combination of hydro-
logical processes (swash, tides), aeolian processes and anthro-
pogenic processes interact to erode, transport and deposit sand.
The tide causes part of the beach to be exposed periodically
in the intertidal zone (Figure 1). On the supratidal part of the
beach (backshore and dunes, see Figure 1), aeolian and anthro-
pogenic processes dominate, but with severe weather, hydro-
logical processes also influence the morphology of the beach.
The resulting surface activities on a sandy beach show temporal
scales ranging from seconds to years and even longer, while the
spatial extents range from millimeter to more than dozens of
kilometers. Our research focuses on processes that occur in the
range of days to weeks, over spatial scales of several meters to
hundreds of meters.

This particular beach is monitored using a near-continuous TLS
setup with a Riegl VZ-2000 scanner fixed on a hotel building
overlooking the beach. The setup is part of the CoastScan pro-
ject (Vos et al., 2017). We use a subset of the dataset acquired
from January to May 2017 (Vos et al., 2022). The scans cover
the dunes, backshore and intertidal zone. The point clouds at
the beach itself (ranging from 100 m to 600 m from the sensor)
have point densities between 2 and 20 points/m2.

Intertidal zone

Backshore

Dunes

Figure 1. Study area (star in B). The point clouds sample the
area visualized in A. The blue box represents the subset of the

study area as shown in Figure 2. Data: Aerial imagery ©pdok.nl
2017, borders ©Natural Earth 2022

2.2 Surface activities extracted as 4D objects-by-change

From the point cloud time series, spatiotemporal segments rep-
resenting individual surface activities need to be extracted auto-
matically, as a first step to reduce the large amount of data.
These segments represent the temporal and spatial extent of a
distinct surface activity, e.g. the build-up and consecutive de-
struction of an intertidal sandbar. In this paper we use spa-
tiotemporal segments, named as 4D objects-by-change (4D-
OBCs), extracted with the method presented by Anders et al.
(2021). The 4D-OBCs are obtained through first interpolat-
ing each point cloud to a regular grid with a spacing of 0.5 m

and computing for each grid point the distance to the first point
cloud, using the M3C2 method (Lague et al., 2013). Hereafter,
points of significant change are identified using a sliding tem-
poral window. From these starting points, temporal segments
are extended until the change with respect to the starting point
becomes zero again. These temporal segments serve as seed
candidates for a spatial surface activity segment. A region is
grown spatially by computing the similarity between the time
series of the seed point and the time series of the spatially neigh-
boring points, on the basis of the dynamic time warping (DTW)
distance (Berndt and Clifford, 1994). If the similarity is larger
than an adaptive threshold, the neighboring point is added to
the segment. The full details of the method can be found in
Anders et al. (2021). For this use case, the resulting 4D-OBCs
have been shown to represent 95 % of manually identified sur-
face activities (Anders et al., 2021). We use the derived dataset
containing 2,021 4D-OBCs, extracted from the 4D point cloud
dataset of Kijkduin, as input for our method. An example of
a 4D-OBC is shown in Figure 2. This 4D-OBC represents an
erosion form due to tidal activity in the intertidal area.
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Figure 2. Temporal evolution and extracted spatial segment of
an intertidal sandbar erosion surface activity.

3. METHODS

The methods used to characterize and visualize surface activit-
ies from the 4D-OBCs are summarized in five steps (Figure 3):
(1) split the 4D-OBC dataset into erosion and deposition surface
activities, (2) extract spatial and temporal features from the 4D-
OBCs to be used in the unsupervised classification methods,
(3) for both the erosion and deposition dataset create a train-
ing subset of the 4D-OBCs that show a maximum dissimilarity
with regards to the derived features, (4) with each subset train
a Self-organizing Map (SOM) and match all the 4D-OBCs to
this SOM, to explore the full dataset and organize it into char-
acteristic feature vectors. Lastly (5), use hierarchical clustering



to group these characteristic feature vectors and obtain different
levels of grouping.

Figure 3. Workflow with the five main steps to obtain grouped
4D-OBCs based on their features.

3.1 Feature extraction

We characterize the 4D-OBCs at first by deriving five features.
The nature of the 4D-OBCs allows for the incorporation of both
spatial (2) and temporal (3) features, as each 4D-OBC contains
time series of height change (one for each point incorporated
in the segment) and locations of all the points belonging to the
4D-OBC.

3.1.1 Spatial features We derive the size of the segment (as
the number of grid points in the final spatial outline of the 4D-
OBC) and the position of the seed of the segment relative to the
cross-shore axis. We only incorporate the cross-shore position
as this can distinguish processes occurring in the intertidal zone
from processes in the supratidal zone, while the along-shore po-
sition is not considered important to any separation in physical
processes.

3.1.2 Temporal features The three temporal features are
based on the temporal evolution of height of the seed of a 4D-
OBC. The shape and magnitude of the seed time series shows
strong variability among 4D-OBCs and is therefore expected to
be of value for the characterization of surface activities. We
resample the seed time series to a fixed number of epochs us-
ing linear interpolation, as the algorithms we use require a fixed
amount of features as input. The seed time series show a wide
variety in length as a result of variations in the nature of a sur-
face activity, ranging from 24 h to 1,344 h with a mean of
around 500 h. We therefore choose a resampling size of 500
epochs.

To incorporate information that is removed when resampling
the seed time series, we also extract features based on the ori-
ginal time series of the seeds. The features obtained from the
original time series are the area under the curve of the seed time
series and the duration of the seed time series.

Next, we extract the sign of each seed time series and use this
to split the dataset into erosion and deposition subsets. Here,
4D-OBCs with a negative sign are regarded as erosion and 4D-
OBCs with a positive sign are regarded as deposition. This res-
ults in a dataset of 1,205 deposition 4D-OBCs and 816 erosion
4D-OBCs. The sign feature itself is not used as input for the
algorithms.

3.1.3 Feature scaling The features are scaled before ana-
lysis as to mitigate any effect of variations in the units of fea-
tures. The scaling is done by normalizing each feature indi-
vidually to the range of 0 to 1 using min-max normalization,
i.e., on the basis of the minimum and maximum value present
in the dataset, for each feature. When scaling the resampled
time series, we set the minimum and maximum feature value
as the minimum and maximum occurring height change of all
4D-OBCs in the dataset, with respect to all epochs. As such,
the resampled time series retains its shape after scaling.

After scaling, all feature values, apart from the resampled time
series, are multiplied by 500 (the resample size of the time
series). Through this, we give equal weight to the separate fea-
tures as to the time series when computing distances between
feature vectors.

3.2 Self-organizing Map (SOM)

SOMs have proven to be suitable for data exploration and char-
acterization in various fields of research (see e.g.,Skupin et al.,
2013; Clark et al., 2020). The advantage of using a SOM over
other unsupervised classification methods, like k-means or prin-
cipal component analysis, is that a SOM can, to a certain de-
gree, preserve topological order of higher dimensional space
into lower dimensions. As such, a SOM shows not only the
characteristic feature vectors of the data, but also which of these
characteristic vectors are neighboring in the feature space. It
can consequently show gradual patterns of variation in the data.
The SOM thus inhibits good potential for the characterization
and visualization of the 4D-OBCs dataset, as the surface activ-
ities we characterize contain gradual variations, and boundaries
between their spatiotemporal properties are not necessarily dis-
tinct.

The SOM is a neural network which is used to map and cluster
high-dimensional data onto an n-dimensional grid or lattice
(Kohonen, 1990). All grid points contain a node (i.e., weight
vector, vj with j = 1, ...M , M = No. grid points) with a
length equal to the number of features of the input samples.
During each of the training cycles t = 1, ...T , all samples xi

(with i = 1, ...n, n = No. samples) in the dataset are iterat-
ively and in fixed order mapped to the closest node (our order
is based on a maximum dissimilarity ranking, see section 3.3)
and the weight of the node is updated. As a result, the final
variance between the weight vector and the mapped samples is
minimized.

The SOM algorithm consist of the following steps:

1. Initialize weight vectors, vj with j = 1, ...M
2. Select for sample xi the closest weight vector vj as best

matching unit (BMU)
3. Update the weight vector and the surrounding weight vec-

tors:
vj = vj + αthi,j(t)(xi − vj) (1)

here hi,j is a Gaussian kernel function defining the mag-
nitude of influence of the sample xi on the weight vectors
in the grid:

hi,j(t) = e

−d2
i,j

2σ2
t (2)

where di,j is the grid distance between vj and BMU, in
grid units; σt is the standard deviation of the Gaussian
kernel at cycle t, indicating the radius of influence of the
sample; and αt is the learning rate at cycle t.



4. Repeat step 2 and 3 for every sample in the dataset
5. Repeat step 4 for a given amount of cycles T

The initial values of the learning rate and radius are predefined,
and decrease with the number of cycles as a means to achieve
convergence, and both global and local ordering of the data.
The values at cycle t are computed using an asymptotic decay
function:

(αt, σt) = (αt−1, σt−1)
1

1 + 2t
T

(3)

SOMs can be generated with an arbitrary amount of dimensions
and shapes. As to obtain a visually interpretable representa-
tion of the data, we use a two-dimensional rectangular grid of
8 by 8 nodes. This is deemed to be large enough to describe
the distribution in the feature space of the 4D-OBCs, while still
allowing visual interpretability. The other parameters required
for the SOM generation were either empirically determined or
based on literature (Kohonen, 1990; Clark et al., 2020). All the
parameter settings can be found in Table 1. We implement the
SOM algorithm using the Python MiniSOM v2.3.0 implement-
ation (Vettigli, 2018). We train the algorithm using the subset
described in section 3.3 and afterwards assign all the 4D-OBCs
to a node by matching them to their closest weight vector.

No. nodes: 64
Shape: 8x8

Learning rate at epoch t0 (α0): 1.0
Std. dev. of kernel at t0 (σ0): 2.0

Distance metric: Manhattan
Weight initialization method: PCA

Order of input: Based on MDA ranking
No. training cycles (T ): 20,000

Table 1. Parameters for the Self-organizing Map

3.3 Subset selection for training

We select a subset of the 4D-OBCs dataset to be used in the
training phase of the SOM algorithm, using a maximum dissim-
ilarity sampling algorithm (MDA; Kennard and Stone, 1969).
Areas in the feature space with a larger data density represent
a larger area of the SOM (Clark et al., 2020). Selecting a max-
imum dissimilar subset prevents that the SOM is dominated by
surface activities that occur more often and enables a better rep-
resentation and identification of rare surface activities (Bakker
et al., 2022).

The selection of the most dissimilar samples is executed as fol-
lows: (1) compute the distance matrix between all samples in
the dataset based on the Manhattan distance, (2) select the two
most distant samples as initial subset, (3) select the next sample
as the sample that maximizes the smallest distance to any of the
samples already in the subset, and (4) repeat step three until the
desired size of the subset is reached. A ranked subset based on
dissimilarity is then obtained. We choose the final subset sizes
such that the samples in the subsets show an approximately uni-
form distribution along the first two principal components of the
full datasets.

3.4 Hierarchical clustering

The SOM nodes serve as the input for a hierarchical cluster-
ing algorithm, through which we can identify different levels
of separation present in the datasets (Scott et al., 2020). We
compute the full hierarchical tree using the mean feature vec-
tors of the 4D-OBCs assigned to each SOM node. We therefore

start with all mean feature vectors in separate clusters and it-
eratively merge these together on the basis of the intracluster
distances. In this way, we obtain a specific clustering level of
the dataset per distance threshold. We use an average linkage
criterion based on the Manhattan distance to determine if two
clusters are merged. The Python sklearn v1.0.2 agglomerative
clustering implementation is used for clustering.

3.5 Evaluation

We evaluate the performance of the SOMs in terms of their abil-
ity to characterize and visualize the dataset, through visual in-
spection of the mean feature vectors of the 4D-OBCs in each
of the SOM nodes and their variance. The example 4D-OBC
shown in Figure 2 is used to assess if the 4D-OBCs assigned
to neighboring nodes in the SOM are indeed related to com-
parable surface activities, and what distinguishes them. This is
done through inspection of the feature vectors of the 4D-OBCs
in the node where the example is assigned to, and its surround-
ing nodes.

The performance of the hierarchical clustering algorithm at
each distance threshold is evaluated using the mean silhouette
score ssil over all samples (Rousseeuw, 1987). Each sample
here represents the mean feature vector of a SOM node. For
each of these, ssil is computed as follows:

ssil(x) =
b(x)− b(a)

max(b(x), a(x))
(4)

where x is a sample, a(x) is the mean distance between the
sample and all other samples in the cluster it is assigned to,
and b(x) is the mean distance between the sample and all the
samples belonging to the closest cluster it is not assigned to. We
then take the mean of all the silhouette scores to obtain one rep-
resentative value. The silhouette score has a value close to 1 if
the separation between clusters is large, while the intra-cluster
variability is low. The score has a value close to 0 if many
clusters overlap. If the score is smaller than 0, many samples
are assigned to the wrong cluster.

Using the mean silhouette scores we can therefore estimate at
which distance thresholds clusters appear that represent groups
of surface activities. If at a certain distance a local optimum in
silhouette score exists (i.e., with increasing distance threshold
the silhouette score drops again), this indicates that the clusters
at this threshold show a larger separation and smaller intra-
cluster distance than after merging. These clusters might there-
fore hold a physical value and show clusters of high level sur-
face activities. If from one distance threshold to the other the
silhouette score jumps and stabilizes with increasing distance
threshold, the clustering at that threshold is also of interest, as
there is a large distance between all the clusters at this threshold.

4. RESULTS

4.1 Self-organizing Maps

The training subsets of the two datasets are found to be appro-
priate at a size of around a quarter of the full dataset. For the
erosion and deposition dataset this results in a subset of 200 and
300 4D-OBCs, respectively. With each subset, we train a SOM
algorithm, using the settings provided in Table 1. After training,
we match all the 4D-OBCs in the datasets to the closest weight
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Figure 4. A) Visualization of the erosion Self-organizing Map (SOM E). Each plot represents a SOM node. The x-axis of each plot
represents the mean duration of the 4D objects-by-change (4D-OBCs) in the node. The y-axis of each plot represents the mean height
change of the 4D-OBCs in the node. The limits of both vary between each graph. The black curves show the mean time series of the
4D-OBCs in each node, and the grey area the standard deviation. The background colors represent the mean segment size per node
(on a logarithmic scale). Nodes where no graph is visible represent nodes where no sample is matched after training. B) shows the
convex hulls of the 4D-OBCs found in the nodes inside the blue polygon in A. The example shown in Figure 2 is visualized with a

blue dotted line. C) shows the seed time series and timing of the 4D-OBCs as in B.



vector. In Figure 4A and Figure 5A we visualize the SOMs for
the erosion and deposition dataset, respectively.

In both SOMs there is a clear sorting on the duration of the sur-
face activities. For the deposition SOM (Figure 5A, referred to
as SOM D for Deposition) from columns a to h and rows h to a
the mean duration in the nodes increases, with a few exceptions
(e.g., node D(h,g)). There is also noticeable sorting on segment
size, though the pattern is less explicit than for duration. There
is a clear pattern where on the bottom right the nodes show
sharp increases in height (instant deposition) followed by fairly
steep erosion, with a low number of 4D-OBCs being matched
to these nodes. From here, following the columns and rows
towards a, the mean time series of height change in the nodes
becomes more gradual. Several groups of similar nodes can
also be identified. One clear group of nodes, where few 4D-
OBCs are matched, are the previously mentioned instantaneous
change nodes with high magnitude and small size. This group
roughly encompasses the bottom right quarter of SOM D (al-
though D(h,a) and D(h,b) could also be included, despite their
larger size). Another group of nodes, where few 4D-OBCs
are matched, is characterized by 4D-OBCs with a long dura-
tion (∼400 h - 1200 h), large size (∼100m2 - 10000m2) and
small magnitude (up to ∼0.5 m). This group is visible in the
top row D(a,a-h). From column a-d downwards, this group
gradually transforms into nodes with shorter durations. The
latter SOM region also possesses the nodes where the largest
amount of 4D-OBCs are matched (e.g., D(c,c), D(c,d), D(h,d)
and D(h,e)). These nodes show 4D-OBCs with a duration
between ∼100 h and 400 h, with a size of around 100m2 and
magnitude of maximum ∼0.5 m. The variance of the seed time
series of the 4D-OBCs is fairly high in these nodes and a dis-
tinct shape is thus less pronounced. Several outlying nodes (i.e.,
a low amount of matched 4D-OBCs) are D(a,h), D(a,g), D(d,c),
D(e,b) and D(f,d). The 4D-OBCs in most of these outlying
nodes are large (∼1000m2 - 10000m2) and of relatively low
magnitude, but show a variety of durations.

For the erosion SOM (Figure 4A, referred to as SOM E for
Erosion) the mean segment size in the nodes approximately in-
creases from the top left rows a-h and columns a-h, with some
exceptions (e.g., E(c,f)). Most of the nodes are more gradual,
and nodes that show a sharper decrease in height tend to have
a lower magnitude than the instant deposition surface activities
in SOM D (e.g., E(d,a) and E(g,a)). Groups of nodes are less
easily distinguished than in SOM D, as there are more gradual
variations from node to node. Some groups of nodes are nev-
ertheless noticeable. One group is comprised by the highly
populated node E(e,a) and its neighbors (E(a-b,e-g); group I).
These nodes show 4D-OBCs with a low magnitude (minimum
of ∼0.1 m), relatively gradual erosion, and relatively long dur-
ation (∼400 h - 1200 h). To the right, this duration decreases,
and the amount of 4D-OBCs matched there also decreases. A
second group is a highly populated area of node E(a,c) and its
neighbors (group II). Here, the low magnitude 4D-OBCs are
also present, but the height changes over time are more in-
stant. Furthermore, the duration is shorter, and at the end of
the time series, the height increase is substantial and instantan-
eous. This indicates that a deposition activity commonly oc-
curs directly after such an erosion activity. A third interest-
ing group is visible on the right side of SOM E (E(d-h,g-h),
group III), here 4D-OBCs are matched that show a large size
(up to ∼10000m2), with mean magnitudes slightly larger than
most nodes in group I and II, and a more gradual erosion and
recovery phases. In this group, the mean durations vary over

the full range of durations present in the dataset. There are a
few outlying nodes (E(h,c), E(h,d), and E(a,h)) that represent
fairly instantaneous or step-like 4D-OBCs with a large mag-
nitude (down to -1.5 m). The 4D-OBCs represented by E(a,h)
are distinguishable from the others by their shorter duration.

4.1.1 Example of the identification of intertidal erosion
The intertidal erosion activity shown in Figure 2 is assigned to
node E(f,h). Figure 4B and C show the spatial and temporal out-
line of the 4D-OBCs assigned to this node and the surrounding
nodes. Figure 4B shows that all the 4D-OBCs grouped in these
nodes occur in the intertidal zone. The 4D-OBCs assigned to
E(f,h) are generally slightly larger and stretch out towards the
backshore. The nodes E(e,h) and E(g,h) contain fairly elong-
ated segments, whereas the segments of the 4D-OBCs in E(e,g)
and E(f,g) are shorter. E(g,g) shows both elongated and short
segments.

Figure 4C shows the time series and timing of the same 4D-
OBCs. There is variation in duration of the 4D-OBCs contained
in node E(f,h). Some of the durations are similar to the dura-
tion of the 4D-OBCs in the other nodes. What distinguishes the
4D-OBCs in node E(f,h) is the magnitude of the change. The
minimum height change (for three of the four 4D-OBCs visual-
ized) is closer to zero, than for the 4D-OBCs in the other nodes.
Moreover, the 4D-OBCs captured in node E(f,h) shows more
gradual recovery than most of the 4D-OBCs captured by the
other nodes, with the exception of the example 4D-OBC shown
in Figure 2.

4.2 Hierarchical clustering

We hierarchically cluster the mean feature vectors of the 4D-
OBCs in the nodes of SOM E and SOM D separately. It is found
that the silhouette score generally increases with an increasing
distance threshold, there are nonetheless several plateaus where
the silhouette stabilizes. What is more, the silhouette score
related to the clustering of SOM D exhibits a local optimum
around a distance of 200. We investigate what characterizes the
clusters found at this threshold and identify if this indeed res-
ults in a physically relevant grouping of surface activities. At
this distance threshold the SOM nodes of the deposition dataset
are clustered into 16 clusters. The nodes incorporated in each
of the clusters are visualized in Figure 5B.

We further inspect cluster 0, cluster 1 and cluster 12, as these
contain nodes with visually comparable mean feature vectors.
The bottom right cluster is also investigated which contains not-
ably different mean feature vectors (cluster 5). Figure 5C-F
shows density plots of the cross-shore location with respect to
the edge of the data array (Figure 5C), duration (Figure 5D),
and starting epoch of the 4D-OBCs allocated to the respect-
ive cluster (Figure 5F). We also show the density plots of the
maximum height change derived from the seed time series (Fig-
ure 5E).

The three apparently similar clusters (0, 1 and 12) show not-
ably different characteristics. Cluster 0 and 12 both con-
tain 4D-OBCs mostly found in the intertidal zone (between -
150 m and - 300 m). The durations of the 4D-OBCs do how-
ever differ. Cluster 12 is defined by shorter durations, with
a density peak around 170 h, whereas cluster 0 shows a peak
around 610 h, while also containing activities of longer dur-
ations. It is suggested that these define two types of inter-
tidal deposition where the underlying process displays differ-
ent periods of forcing. This is also indicated by the fact that
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Figure 5. A) Visualization of the deposition Self-organizing Map (i.e., SOM D). For detailed explanation refer to the caption of
Figure 4. B) The clusters found with a distance threshold of 230. Each grid point refers to a node in A, each color and number

represents one cluster of nodes. C-F) Density plots of four features of the 4D objects-by-change grouped in cluster 0, 1, 5 and 12.

cluster 0 shows two distinct peaks of initiation in the density
plot (see Figure 5F), whereas the peaks of cluster 12 are less
distinct, indicating that the initiation occurs more frequently.
Moreover, the difference in characteristics between cluster 1
and the previously mentioned clusters is considerable, as the
4D-OBCs in cluster 1 predominantly occur closer to the back-
shore area (between -100 m and -150 m), suggesting that these
surface activities are more influenced by aeolian drivers. The
4D-OBCs in this cluster on average also show a longer duration,
and a larger peak at low maximum change than the aforemen-
tioned clusters. These last two characteristics also distinguish
the cluster from cluster 5. 4D-OBCs in cluster 5 predominantly
occur in the backshore area, but slightly land inward. They are
characterized by a large maximum height change and shorter
duration. These aspects indicate that cluster 5 shows anthropo-
genic deposition by bulldozers, as it has already been identified
that such activities occur in this part of the beach (Kuschnerus
et al., 2021).

5. DISCUSSION

From the analysis of our dataset, we can see that types of sur-
face activities similar to one type of surface activity of interest
can be found by inspecting the 4D-OBCs in the SOM region
surrounding the node where the 4D-OBC, describing the sur-
face activity of interest, is found. All 4D-OBCs shown in Fig-
ure 4B and C are related to the same type of surface activity,
namely intertidal sandbar erosion, but with variations in loca-
tion, extent, duration, magnitude and time series shape. The
4D-OBC shown in Figure 2 is a slightly outlying surface activ-
ity, as it shows a similar magnitude, location and size as the sur-

face activities captured in the same node, but with a shorter dur-
ation and faster recovery to initial state. The SOM thus allows
to investigate the variety of characteristics that a certain surface
activity can exhibit, while also allowing to find similar activ-
ities occurring at different points in time, by investigating the
nodes surrounding a sample of interest. It should be noted that
this was investigated only for one example of intertidal sandbar
erosion in the scope of this paper.

We find that some 4D-OBCs that are not grouped together ac-
tually show a lot of similarities. The two 4D-OBCs with a cen-
ter epoch around 2017-04-01 (cyan and pink in Figure 4C) are
matched in different nodes, even though their visualized spa-
tial and temporal features are similar. Furthermore, there is one
4D-OBC in node E(g,g), that shows the same elongated outline
as the 4D-OBCs in node E(e,h) and E(g,h), with a similar time
series. These 4D-OBCs thus show very similar surface activit-
ies while not being grouped together. It has to be explored in
further work what is the exact reason of this behavior.

A more extensive parameter tuning of the SOM algorithm
might enhance the performance of the SOM. So far, most of
the settings were determined on the basis of visual inspection
or literature. The use of the full seed time series, or even all
the time series of grid points in a 4D-OBC, instead of only
the resampled seed time series, in combination with a DTW
distance metric instead of Manhattan distance, might also
improve the performance. In future work, these settings will be
tested and performance will be assessed using e.g., a labelled
test dataset and quantification of the intra-node distances.



The use of a hierarchical clustering algorithm for the automated
identification of higher level groups of surface activity is shown
to be very effective and valuable for our dataset. As an ex-
ample we inspected four of the clusters found with this method,
which showed characteristic types of surface activity with con-
siderable separation in the feature space. In contrast to previous
methods of point cloud time series analysis, in which full time
series clustering was used to group similar change patterns, we
are able to cluster groups of spatiotemporal segments that are
not initiated around the same time, but do represent the same
type of surface activity. It may be explored if using a hierarch-
ical clustering algorithm directly on the 4D-OBCs instead of
first organizing it in a SOM achieves better or comparable res-
ults.

6. CONCLUSION

The aim of this research is to develop a method that enables the
identification and characterization of types of surface activity
present in large near-continuous point cloud time series.

A Self-organizing Map (SOM) in combination with a maximum
dissimilarity sampling algorithm (MDA) can sort 4D-objects-
by-change (4D-OBCs) that represent single surface activities.
The SOM enables to identify gradual patterns existing in the
4D feature space, as well as groups of surface activities repres-
ented in the dataset. The combination with the MDA allows for
the identification of both rarely and frequently occurring sur-
face activities. Furthermore, one can identify and characterize
comparable occurrences of a certain type of surface activity of
interest, by means of investigating the respective SOM node
and its surroundings.

Hierarchically clustering these SOM nodes is shown to be
a promising method of identifying distinct groups of surface
activity. It further allows for the identification of broader but
distinct groups of surface activity present in the dataset.

The presented methods allow exploration of the different prop-
erties of the 4D-OBCs and group them together. For example,
in the case of bulldozer works and erosion in the intertidal zone,
we could group similarly behaving time series and show what
distinguishes these groups from one another. Even for 4D-
OBCs that appear in the same location, e.g., in the intertidal
zone, or around the same time, our methods allow to group them
separately and identify why these 4D-OBCs represent different
surface activities. A next step is investigating what the driving
mechanisms behind the found groups of 4D-OBCs are.
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B
Deposition SOMs of snow cover dataset

with various sizes

The following deposition SOMs are inspected to determine the appropriate size of the SOM, to be used
for the transferability test.
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Figure B.1: Visualization of the deposition Self-organizing Map of the snow cover dataset with 16 nodes. Trained on the
resampled time series, duration, timing of minimum acceleration, maximum height change, area under the curve, and volume
feature. Each plot represents a SOM node. The x-axis of each plot represents the mean duration of the 4D-OBCs in the node.
The y-axis of each plot represents the mean height change of the 4D-OBCs in the node. The limits of both vary between each
graph. The black curves show the mean time series of the 4D-OBCs in each node, and the grey area is the standard deviation.
The background colors represent the mean segment size per node (on a logarithmic scale). Nodes without a graph represent

nodes where no sample is matched after training.
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Figure B.2: Visualization of the deposition Self-organizing Map of the snow cover dataset with 36 nodes. For a detailed
explanation of the visualization and color scheme, see Figure B.1.
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Figure B.3: Visualization of the deposition Self-organizing Map of the snow cover dataset with 49 nodes. For a detailed
explanation of the visualization and color scheme, see Figure B.1.
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Figure B.4: Visualization of the deposition Self-organizing Map of the snow cover dataset with 64 nodes. For a detailed
explanation of the visualization and color scheme, see Figure B.1.
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Performance scores for the optimization

of the erosion SOM
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110 Appendix C. Performance scores for the optimization of the erosion SOM

(a) Silhouette score and topographic error scores for the erosion beach dataset
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(b) Quantization errors and normalized quantization errors for the erosion beach dataset
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Figure C.1: Performance metrics in relation to the number of features, SOM size (colors), and kernel standard deviation (line
type).



D
Appearance of the beach deposition

SOM with various training order inputs

In the optimization methods various input orders during training of the SOM are tested, as well as the
use of a subset determined on the basis of a maximum dissimilarity sampling algorithm. The resulting
optimal choice for input order and subset is partially determined through inspection of the following
SOM visualizations.
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Figure D.1: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series + first 7
features from Table 5.4 and a random input order of the full dataset. Each plot represents a SOM node. The x-axis of each plot

represents the mean duration of the 4D objects-by-change (4D-OBCs) in the node. The y-axis of each plot represents the
mean height change of the 4D-OBCs in the node. The limits of both vary between each graph. The black curves show the

mean time series of the 4D-OBCs in each node, and the grey area is the standard deviation. The background colors represent
the mean segment size per node (on a logarithmic scale). Nodes without graphs represent nodes where no sample is matched

after training.
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Figure D.2: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series + first 7
features from Table 5.4 and a flipped maximum dissimilarity sampling input order of the full dataset. For a detailed explanation

of the visualization and color scheme, see Figure D.1.
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Figure D.3: Visualization of the deposition Self-organizing Map (SOM), trained using the resampled time series + first 7
features from Table 5.4 and a maximum dissimilarity sampling input order and subset of 300 samples. For a detailed

explanation of the visualization and color scheme, see Figure D.1.
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