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Summary

The green energy transition is underway. Numerous countries, companies, organizations
and individuals are now committed to pursuing a sustainable future. While the exact com-
position of the future energy mix remains undecided, certain technologies, like offshore
wind, are bound to play a prominent role.

Connecting renewable energies to the grid does not come without a challenge. In most
cases, the energy produced by renewable generators needs to be transformed before being
fed into the grid, for which power-electronic converters are typically used. These converters
are a fundamental piece of the integration of renewables into the grid but, at the same time,
pose a challenge due to their inherently different behaviour from traditional equipment.

As the population of converters increases, numerous complications have emerged. An
instability phenomenon occurs when an electrical disturbance exceeds the capacity of the
system to manage it, leaving insufficient margin to restore balance. As a result, an equi-
librium point is not regained and the voltages and currents escalate uncontrollably. Among
other consequences, losing stability may result in the undesired tripping of protections, dam-
age to equipment, or in the worst case, system blackouts.

Due to the proliferation of converters, new mechanisms that trigger instability have ap-
peared in recent years. Extensive research has been conducted into the role of Phase-Locked
Loops (PLLs) in instability initiation. The PLL is an algorithm that, based onmeasurements,
is able to estimate the grid frequency and phase angle ensuring the converter synchroniza-
tion with the grid. When connected to a weak grid, the PLL has difficulties maintaining
synchronism, impairing the ability of the converter to control the active and reactive power
injected into the network. Even though some power grids are inherently weak in their nor-
mal operational state, weak grids are often a consequence of a grid reconfiguration due to
a fault. When a fault or short-circuit occurs, it is usually isolated by disconnecting a sec-
tion of the network. This alters the network structure, which may induce a weak grid state.
One realization leading to the work in this thesis is that faults are typically unbalanced, and
therefore, a weak grid condition often coincides with an unbalanced condition.

This thesis presents an analytical model of the PLL that reveals the time-periodic dy-
namics resulting from the imbalance. When embedded in an impedance-based model of the
converter, the resulting equations can predict when the converter will become unstable in
both weak and unbalanced conditions. Among other results, this thesis shows how the grid-
voltage imbalance and the current-reference strategy considered during fault-ride through
affect the stability margins of the converter.

Further, the expansion of grid-connected converters has led to a rise in the concerns about
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Chapter 0. Summary

harmonic generation. A harmonic is a distortion that appears in the voltage and/or current
signals at frequencies other than the fundamental. These distortions have the capability of
propagating through the system, leading to reduced efficiencies, accelerated insulation age-
ing, measurement inaccuracies, and other consequences. Power-electronic converters base
their operation on the switching of semiconductors, which inevitably produces harmonic
distortion.

Despite harmonics not being new phenomena, dealing with harmonics in modern power
systems is challenging due to the difficulty of predicting distortion levels in converter-based
power systems. Modelling-based distortion estimation is fundamental in the connection
process of renewable energies to the grid, as a key requirement in the grid-code compliance
procedures that precede the operation of the plant. Accurate prediction of distortion levels
is also important in project planning, in order to estimate the need (or absence thereof) of
harmonic-mitigation measures.

However, forecasting the summation or cancellation of harmonics in a system with sev-
eral converters is difficult due to the randomness of the harmonic generation by converters,
and typical methods used in the past have proven inaccurate when compared to distortion
measurements. An emerging method to deal with the statistical variation of the harmonic
emission is to apply Monte Carlo simulations. This thesis studies the importance of corre-
lation and frequency-coupling effects in the results of offshore wind farm harmonic studies
obtained with the Monte Carlo method. The results show that, while frequency-coupling ef-
fects due to converter control non-linearities do not significantly affect results, correlation
effects can have an important impact on distortion estimation.
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Samenvatting

De groene energietransitie is in volle gang. Talrijke landen, bedrijven, organisaties en in-
dividuen hebben zich gecommitteerd aan een duurzame toekomst. Ook al ligt de exacte
samenstelling van de toekomstige energiemix nog niet vast, zullen bepaalde technologieën,
zoals wind op zee, een belangrijke rol spelen.

Het verbinden van hernieuwbare energie aan het elektriciteitsnet is niet zonder uitdag-
ing. In de meeste gevallen moet de door hernieuwbare bronnen opgewekte energie worden
getransformeerd voordat het kan worden aangesloten op het net. Hiervoor worden typisch
vermogenselektronische omvormers gebruikt. Deze omvormers zijn een fundamenteel on-
derdeel van de integratie van hernieuwbare bronnen met het net, maar tegelijkertijd vormen
ze een uitdaging vanwege hun afwijkend gedrag van traditionele apparatuur.

Terwijl de populatie van omvormers toeneemt zijn er vele complicaties verschenen. Een
fenomeen van instabiliteit vindt plaats als er een kleine of grote verstoring is en het systeem
niet genoeg marge heeft om hiermee om te gaan. Het resultaat hiervan is dat het evenwicht-
spunt niet wordt teruggevonden en spanningen en stromen zich ongecontroleerd kunnen
ontwikkelen. Het verlies aan stabiliteit kan onder andere leiden tot het ongewenst afschake-
len van beveiligingen, schade aan apparatuur of, in het ergste geval, systeemuitval.

Vanwege de toename van omvormers, zijn er in de afgelopen jaren nieuwe mechanis-
men ontstaan die instabiliteit kunnen veroorzaken. Er is veel onderzoek gedaan naar de
rol van zogenaamde ‘Phase-Locked Loops’ (PLLs) als initiator van instabiliteit. De PLL
is een algoritme dat, gebaseerd op meetdata, in staat is om de netfrequentie en fasehoek
in te schatten, zodat de omvormer gesynchroniseerd blijft met het net. Wanneer het ver-
bonden is aan een zwak net heeft de PLL moeite om synchroon te blijven, waardoor de
omvormer niet in staat is om het actieve en reactieve vermogen dat op het net geïnjecteerd
wordt te beheersen. Hoewel sommige elektriciteitsnetwerken inherent zwak zijn in hun nor-
male operationele toestand, zijn zwakke netten vaak het gevolg van het herconfigureren van
het netwerk door een storing. Als een storing of kortsluiting plaatsvindt, wordt de storing
meestal geïsoleerd door het loskoppelen van een deel van het netwerk, waardoor de net-
structuur wordt aangepast en soms in een verzwakte toestand raakt. Eén realisatie die heeft
geleid tot het werk in deze scriptie is dat storingen typisch niet in balans zijn en daarom een
zwakke toestand van het net vaak samen lijkt te vallen met een ongebalanceerde toestand.

Deze scriptie presenteert een analytischmodel van de PLL dat de tijd-periodieke dynam-
ica laat zien die ontstaan als gevolg van een imbalans. Wanneer ingebed in een impedantie-
gebaseerdmodel van de omvormer, kunnen de resulterende vergelijkingen voorspellen wan-
neer de omvormer instabiel zal worden onder zowel zwakke als ongebalanceerde omstandighe-
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Chapter 0. Samenvatting

den. Onder andere resultaten toont deze scriptie dat de netspanningsonbalans en de stroom-
referentiestrategie die tijdens de fault-ride through wordt toegepast, de stabiliteitsmarges
van de omvormer beïnvloeden.

Bovendien heeft de uitbreiding van netgekoppelde omvormers geleid tot een toename
van zorgen over harmonische generatie. Een harmonische is een vervorming die optreedt in
de spanning- en/of stroomsignalen op andere frequenties dan de grondfrequentie. Deze ver-
vormingen zijn in staat om door het systeem te propageren, wat leidt tot inefficiënties, het
verouderen van isolatie, en andere gevolgen. Vermogenselektronische omvormers baseren
hun werking op het schakelen van halfgeleiders, wat onvermijdelijk harmonische vervorm-
ing veroorzaakt.

Ondanks dat harmonischen niet een nieuw fenomeen zijn, is het omgaan met harmonis-
chen in moderne netsystemen uitdagend vanwege de moeilijkheid om het niveau van ver-
vorming in omvormergebaseerde netsystemen te voorspellen. Modelgebaseerde schatting
van vervorming is fundamenteel in het aansluitingsproces van hernieuwbare energiebron-
nen op het net, als een sleutelvoorwaarde bij de netcode-nalevingsprocedures die vooraf-
gaan aan de ingebruikname van een energiecentrale. Nauwkeurige voorspelling van ver-
vormingsniveaus is ook belangrijk in de planning van een project, om de behoefte (of het
ontbreken daarvan) aan harmonische mitigatiemaatregelen te kunnen inschatten.

Het voorspellen van de som of opheffing van harmonischen in een systeemmetmeerdere
omvormers is echter moeilijk vanwege de willekeurigheid van de harmonische generatie
door omvormers. De gangbare methoden die in het verleden werden gebruikt bleken on-
nauwkeurig vergeleken met vervormingsmetingen. Een opkomende methode voor het om-
gaan met statistische variatie van de harmonische emissie is het toepassen vanMonte Carlo-
simulaties. Deze scriptie onderzoekt het belang van correlatie en frequentiekoppelingsef-
fecten in de resultaten van harmonischen bij windparken op zee verkregen door de Monte
Carlo-methode. De resultaten laten zien dat, hoewel frequentiekoppelingseffecten als gevolg
van niet-lineariteiten in de omvormerbesturing de resultaten niet significant beïnvloeden,
correlatie-effecten een belangrijke impact kunnen hebben op de voorspelling van een ver-
vorming.

xii
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Notation

Space vectors and complex transfer functions
This thesis uses space vectors and complex transfer functions for the majority of the math-
ematical derivations. Both elements are noted with an overhead arrow, as for example:
⃗⃗ ⃗⃗ ⃗⃗𝑣dq = 𝑣d+𝑗𝑣q; ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣𝛼𝛽 = 𝑣𝛼+𝑗𝑣𝛽; ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻dq(𝑠) = 𝐻d(𝑠)+𝑗𝐻q(𝑠); and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐻𝛼𝛽(𝑠) = 𝐻𝛼(𝑠)+𝑗𝐻𝛽(𝑠).
The upper index ∗ denotes complex conjugate as in: ⃗⃗ ⃗⃗ ⃗⃗𝑣∗dq = 𝑣d−𝑗𝑣q and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻∗dq(𝑠) = 𝐻d(𝑠)−
𝑗𝐻q(𝑠). The upper index ref is used for references to control loops.

A complex transfer function is a transfer functionwith complex coefficients [124]. Com-
plex transfer functions are very useful for representing Two Input Two Output (TITO) sys-
tems. An example of a TITO system is shown below:

[𝑉2d𝑉2q] = [
𝐻dd(𝑠) 𝐻dq(𝑠)
𝐻qd(𝑠) 𝐻qq(𝑠)] [

𝑉1d
𝑉1q] (1)

If the input and output voltages are represented as a space vector (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq = 𝑣1d+𝑗𝑣1q and
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2dq = 𝑣2d + 𝑗𝑣2q, respectively), and if the transfer function matrix complies with certain
symmetry conditions (i.e. 𝐻dd(𝑠) = 𝐻qq(𝑠) and 𝐻qd(𝑠) = −𝐻dq(𝑠)), then the system can
be represented with only one complex transfer function as:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2dq = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻dq(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq (2)

where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻dq(𝑠) = 𝐻dd(𝑠) + 𝑗𝐻qd(𝑠). These symmetry conditions are met by a lot of
systems, including certain converter controllers. If these symmetry conditions are not met,
then the TITO system can be represented with two complex transfer functions, as in:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2dq = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻+(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻–(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣∗1dq (3)

where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻+(𝑠) =
1
2 [𝐻dd(𝑠) + 𝐻qq(𝑠) + 𝑗(𝐻qd(𝑠) − 𝐻dq(𝑠))] and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻–(𝑠) =

1
2 [𝐻dd(𝑠) −

𝐻qq(𝑠) + 𝑗(𝐻qd(𝑠) + 𝐻dq(𝑠))]. One advantage of this notation is that the space vectors
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣∗1dq can be interpreted as a rotating vector at a certain frequency and its conjugate,
which rotates at the same frequency but in the opposite direction (or sequence).

Further, the main advantage of using complex transfer functions in converter modelling
is the easiness of performing frame transformations. A transformation from the 𝑑𝑞 frame
to the 𝛼𝛽 frame can be performed with a simple frequency shift [125]; for example: if
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2dq = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻dq(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq, then the voltages in the 𝛼𝛽 frame are: ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2𝛼𝛽 = 𝑒𝑗𝜔𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2dq and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1𝛼𝛽 =
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Chapter 0. Notation

𝑒𝑗𝜔𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1dq. The relationship between them can be easily found as: ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣2𝛼𝛽 = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐻𝛼𝛽(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑣1𝛼𝛽,
with ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐻𝛼𝛽(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐻dq(𝑠 − 𝑗𝜔) where 𝜔 is the frequency at which the 𝑑𝑞 frame rotates.

Phasors
Additionally, phasor notation is used in certain parts of the thesis, especially in Chapter 4.
This is identified with bold notation e.g., IWT = 𝐼∠𝜙. Note that phasors are different from
space vectors in that space vectors are dynamic (usually, space vectors rotate at a certain
frequency) whereas phasors are static.

xx



Chapter 1
Introduction

1.1 Motivation

1.1.1 Offshore wind power plant development
By the end of 2021, there was approximately 236GW of wind energy capacity installed
in Europe: 207GW onshore and 28GW offshore (see Fig. 1.1) [1]. If the promises made
by European governments are kept, it is expected that, in the period 2022-2026, another
116GWof newwind farmswill be installed on the continent. Around 25%of this should be
offshore wind. This means that, between 2022-2026, the European wind offshore capacity
is expected to double.

Total wind energy capacity in Europe
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Figure 1.1: Total installed wind energy capacity in Europe [1].

Further ahead, the European Green Deal sets the target of making the EU carbon-neutral
by 2050 [2]. In order to achieve this goal, in 2018, the European Commission envisioned an
installed offshore wind capacity between 230 and 450GW by 2050 [3]. With 450GW in-
stalled, offshorewind could provide around 30%of Europe’s electricity demand in 2050 [4].
Some reports argued then that, indeed, it is feasible to deploy 450GWby 2050 [4]. Later, in
2020, the European Commission estimated that an installed capacity of 300GW of offshore
wind by 2050 was realistic and achievable [5]. In parallel, the International Energy Agency
(IEA) calculated in 2019 that offshore wind could become the number one source of power
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Chapter 1. Introduction

generation in Europe around 2040, and that high capacity installations are expected in the
upcoming years in China, the United States, Korea, Japan, and others [6]. A recent analysis
made by the International Renewable Energy Agency (IRENA) indicated that offshore wind
could have, globally, an installed capacity of 380GW by 2030 and more than 2000GW by
2050 [7].

Despite variations in the exact installation predictions by different organizations, nowa-
days, it is undoubted that offshore windwill become a fundamental pillar in the future energy
mix. As such, offshore wind power plants must operate in a safe, efficient and resilient man-
ner, which includes ensuring the stability and power quality of the farms. However, as a
Power Electronic Converter (PEC)-based system, this is not always straightforward.

1.1.2 Stability, harmonics and voltage imbalance in offshore wind
power plants

The stability and power quality properties of offshore wind farms depend, among other
things, on the type of HV connection to shore. A schematic of both HVAC and HVDC
configurations, with some of the nomenclature used in this thesis, is shown in Fig. 1.2.

CONVERTER CONVERTER CONVERTER CONVERTER

…

CONVERTER CONVERTER CONVERTER CONVERTER

…
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DC

Array cables

Offshore 

transformer DC link
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Wind turbine 
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(a)
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Offshore 
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Onshore 
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(b)

Figure 1.2: Offshore wind farm schematic with a) HVDC connection; b) HVAC connection.
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Nowadays, the preferred choice forwind turbine systems is variable-speed generators [8],
which may be: full converter technology (also called type IV wind turbine), or Doubly Fed
Induction Generator (DFIG) technology (also called type III wind turbine). The focus of
this thesis is type IV wind turbines, since they are more common in offshore wind farm
applications. If an instability or power quality problem appears in a type IV wind turbine,
the grid-side inverter (see Fig. 1.3) might be the culprit, since it is the one directly facing
and interacting with the grid. Thus, much of the effort of this thesis is focused on modelling
and analysing this converter.

AC

ACDC

DC

Other filter 

stages

G

Generator-side

converter

Grid-side

converter

Output

inductor

Step-up 

transformer

Figure 1.3: Schematic of a type IV (full converter) wind turbine.

(a) Harmonic stability

Instability related to converter control loops may happen in both HVDC and HVAC con-
nected offshore wind power plants. An HVDC connection implies a small system offshore
that operates relatively independently from the rest of the power grid and in which PECs
manage virtually 100% of the power. Apart from issues originated from the low inertia in
the offshore system, harmonic stability interactions may appear between the PECs in the
wind turbines and the PEC in the HVDC substation. One of the particularities of HVDC-
connected wind farms is that the impedance of the offshore HVDC converter highly influ-
ences the grid impedance seen by the wind turbine converters. The impedance of HVDC
converters is quite complex compared to the passive impedance of overhead lines and cables.
At some frequency ranges, its real part can even be negative, making the system more prone
to resonant phenomena [9]. Further, to increase efficiency, offshore wind power plants are
usually designed to minimize resistive losses, which lowers the damping in the system.
Fig. 1.4 summarizes some of the main harmonic instability challenges in HVDC-connected
offshore wind farms.

In contrast, HVAC-connected wind farms may be vulnerable due to the long HV link to
shore. There is abundant literature that reports that there is a break-even distance after which
using HVDC transmission is more financially efficient than the HVAC counterpart. How-
ever, some papers argue that, if innovative reactive power compensation schemes are con-
sidered, the break-even distance might be higher than what it is usually assumed [10,11]. In
fact, there are a lot of offshore wind farms connected via long HVAC cables, like the Gemini
wind farm in the Netherlands (which has an export HVAC cable of around 100 km [12]), the
Horns Rev B wind farm in Denmark (which has a 100 km AC cable connection divided be-
tween 42 km of subsea cable and 58 km of onshore cable [13]), or the recently built Hornsea
One project in the UK (which consists of 145 km offshore plus 38 km onshore [14]).

Therefore, offshore wind farms with long HVAC connections are common. This pro-
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Figure 1.4: Harmonic instability challenges in HVDC-connected offshore wind farms.

duces some harmonic instability challenges, as summarized in Fig. 1.5. From the point
of view of the wind farm, a long HVAC cable makes the grid connection weaker, which,
apart from several frequency and voltage stability challenges, it might make synchroniza-
tion challenging for converters after a big disturbance [15]. In particular, in a weak grid, a
disturbance might make the voltage at the Point of Common Coupling (PCC) to oscillate
significantly, making it challenging for the PLL in the converter to synchronize. The esti-
mated phase-angle by the PLL might be oscillatory or might take a long time to converge,
which influences the currents injected by the converter, affecting the voltage at the PCC
and further degrading the stability of the system. Also, when multiple converters are con-
nected in parallel to the grid (like each string in a wind farm), the grid impedance causes
their dynamics to be coupled, since the current injected by one converter affects the voltage
at the PCC that is followed by another converter (and vice-versa), which might affect the
harmonic stability of the system [16].
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Figure 1.5: Harmonic instability challenges in HVAC-connected offshore wind farms.

In addition, due to the distributed nature of the cable shunt capacitance and series induc-
tance, the cable creates multiple resonant frequencies in a wide frequency range. Further,
due to the large capacitance of the long HVAC connection, some of these resonances can
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Chapter 1. Introduction

appear at lower frequencies, even between the second and the third harmonic order [17].
These might overlap with the converter control loops in the wind turbines, which might cre-
ate stability problems. Further, the HV transmission in offshore wind farms has very low
damping by design, which makes the resonances in the system to have high-quality fac-
tors [17], further increasing the risk of undamped or poorly damped oscillations. Finally,
offshore wind farms are usually constructed in designated areas in the sea, leading to many
offshore wind farms being constructed close to each other (geographically). If these wind
farms are connected to the grid at a nearby electrical connection point, interactions could
occur [15]1.

Recent research has put much attention into harmonic stability, since it has caused sig-
nificant oscillations and resonance problems in real applications; for example, in type IV on-
shore wind farms [18], in solar farms [16,19], in data centers [20], in point-to-point HVDC
links [21,22], in STATCOM applications [23] or in railway systems [24,25]. Some of these
systems present oscillations in the sub-synchronous range, some in the super-synchronous
frequency range, and some in both.

Concerning offshore wind farms specifically, a harmonic instability event occurred in
the HVDC-connected BorWin1 plant in Germany in 2014 [26]. After increasing the output
power level of the plant to its rated capacity, the plant started to interact with the offshore
HVDC rectifier substation, resulting in stability oscillations in the super-synchronous fre-
quency range. These oscillations damaged the filters at the HVDC station, which left the
plant out of operation for several months. The loss of revenue due to this disruption was
calculated to amount to hundreds of millions of euros approximately [27].

TenneT Germany has reported another harmonic stability phenomenon in an HVDC-
connected wind farm [28]. During normal grid operation, an AC cable was energised in the
offshore grid in order to connect another wind farm to the same HVDC offshore substation.
This led to a variation of the resonant frequency seen by the wind turbine converters, driv-
ing the converters to instability. Immediately after the cable connection, high oscillations
occurred, which led to a trip of the HVDC system. In this case, the resonant frequency was
found to be around 451Hz. The distorted voltage waveform is shown in Fig. 1.6 a) and b).

Another example is the disruption that occurred in August 2019 in the HVAC-connected
Hornsea offshore wind power plant in the UK. A remote phase-to-earth fault caused an un-
balanced voltage dip at the point of connection of the wind farmwith the grid. This led to the
wind farm to inject reactive power for voltage support, but in an oscillatory manner [29] (see
Fig. 1.6 c)). As a result, the over-current protection systems in most wind turbines tripped,
causing the de-loading of the wind farm from 799MW to 62MW. The sudden loss of wind
generation contributed to cause a wide black-out in the UK power system [27]. It was later
determined that, during the incident, the turbine controllers reacted incorrectly due to an in-
sufficiently damped electrical resonance in the sub-synchronous frequency range [30]. The
Hornsea wind farm has type IV wind turbine generators installed.

As a final example, [31] focuses on a sub-synchronous oscillation that happened in an
HVAC-connected offshore wind farm that uses type IV wind turbine generators. When one
of the two exporting offshore cables was taken out of service, the Short Circuit Ratio (SCR)

1Some TSOs try to prevent this from happening by connecting wind farms at different points of the HV grid,
even if that means significantly de-routing the offshore transmission cable. In an HVAC-connected wind farm, this
would materialize in an even weaker (longer) cable connection.
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of the connection reduced to an extremely low value (1.2 − 1.5 at the MV terminal of the
turbine transformer approximately). It was observed that an 8.5Hz oscillation gradually
appeared when the total active power injection was increased to one third of the total active
power capacity (see Fig. 1.6 d) and e)). The total export power of the farm had to be curtailed
to avoid oscillations. After the incident, a number of converter control parameters were
tuned to stabilize the system.

(a) (b)

(c)

(d) (e)

Figure 1.6: Examples of harmonic instability events in offshore wind farms. Example 1: HVDC-connected wind
farmwith high-frequency oscillation a) measured voltage; b) zoom version of the voltage [28]. Example 2: HVAC-
connectedHornseawind farm during theAugust 2019 event c) reactive power oscillations due to a sub-synchronous
resonance [30]. Example 3: HVAC-connectedwind farmwith low-frequency oscillation d)measured active power;
e) measured reactive power [31].
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(b) Steady‑state harmonic distortion

The issue of harmonic distortion in offshore wind farms has attracted much attention for
many years [32]. Offshore wind farms are prone to high harmonic distortion due to several
reasons. One reason could be that wind farms are PEC-dominated systems, and therefore
they are systems with high penetration of harmonic sources. However, this is not neces-
sarily the leading cause of harmonic problems in wind farms. An example of the harmonic
spectrum obtained from different commercial wind turbines is shown in Fig.1.7. Despite the
different manufacturers and topologies of the wind turbines (in this image, two have a DFIG
topology while the other has full conversion) it is clear that the harmonic distortion from
the wind turbine is relatively low. Other authors also agree that the characteristic emission
of wind is small if they are well-designed and, therefore, that this is usually not the cause of
system harmonic problems [9].
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Figure 1.7: Example of the current harmonic spectrum from commercial wind turbines [33].

In a wind farm with HVDC interconnection, another possible source of harmonics is
the HVDC offshore converter. However, in a similar way to wind turbine converters, the
HVDC rectifier needs to comply with strict harmonic limits. Therefore, it is not expected
to be a high harmonic source. For HVAC-connected wind farms, apart from wind turbine
converters, the other main harmonic source is the background harmonics present in the grid
(i.e., the harmonics created by other users of the grid that provoke background harmonic
distortion at the Point of Common Coupling of the farm). However, this source is also
relatively low, since system operators make sure to comply with harmonic limits in order to
deliver high power quality to their customers. The harmonic limits may vary from country
to country depending on their grid codes [34], but in general, the limits on harmonics are
quite low (always below 5%, and the majority of the times below 3%), as shown in Fig. 1.8.
As put in [9] about the grid background distortion, these harmonics can vary over time and
depend on the power system configurations, but are relatively small.

Therefore, the risk of having high harmonic distortion in offshore wind farms is not due
to emission but, rather, due to amplification. Note that, as mentioned before when discussing
stability, the cable systems in offshore wind farms (transmission and collection) have very
low damping by design, which makes the resonances in the system to have high-quality
factors [17]. Also, the resonant profiles in offshore wind farms might be especially prone to
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Figure 1.8: Voltage harmonic limits in HV networks in different countries [35].

harmonic amplification. This may happen in both HVDC-connected and HVAC-connected
wind farms.

HVDC-connected wind farms are analysed in [26]. The authors express concern for
possible harmonic amplification, since the impedances in the offshore grid have multiple
resonance peaks, as seen in Fig. 1.9. The resonant peaks change with the switching config-
uration, meaning that there is a risk of overlapping with typical emission orders (e.g., the
5th or 7th harmonic orders).

(a) (b)

Figure 1.9: Example of grid impedance in an offshore grid of an HVDC-connected wind farm [26].

In the case of HVAC-connected wind farms, there is a risk of harmonic amplification
due to the long HVAC cable. This long cable introduces resonances in a wide frequency
range, increasing the likelihood of harmonic amplification. Fig. 1.10 shows an example
of the impedance seen from the offshore transformer in an HVAC-connected wind farm
considering offshore and onshore cable.

Indeed, recent studies [36] have shown that the main reason for the high harmonic mea-
surements in HVAC-connected offshore wind farms is not the high emission sources but,
rather, the amplification of the harmonics in the transmission cables. Fig. 1.11 shows volt-
age and current harmonic measurements performed at the Anholt offshore wind farm in
Denmark. In Fig. 1.11 a) it can be seen how the current harmonic distortion is high at the
onshore-offshore cable connection point. However, in Fig. 1.11 b), it is shown that the
current distortion at the offshore substation is even higher, indicating amplification of the
harmonic distortion through the offshore cable.
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Figure 1.10: Impedance seen from the offshore transformer in an HVAC-connected wind farm considering offshore
and onshore cable.

(c) Voltage imbalance

This section addresses voltage imbalance. In HVAC-connected wind farms, from a steady-
state perspective, there might be three sources of voltage imbalance, which are summarized
in Fig. 1.12.

The first source is the background imbalance that is present in the HV grid (due to, for
example, railway connections). This source is expected to be low, since system operators
take great care in maintaining the imbalance below specified limits. For example, IEC
61000-3-13 suggests a planning level limit of 1.4% for HV networks. Another example is
the measurement campaign in different onshore wind farms connected to an HV weak grid
presented in [38]. Here, voltage imbalance levels at the PCC range from 0.5 − 2% (with
10min averaging).

It is worth mentioning that international standards are often customized to local grid
conditions and can be tighter or looser [39]. Also, to be precise, it is important to clar-
ify that voltage imbalance measurements are aggregated over a certain period. In partic-
ular, imbalance assessment is based on 95% quantiles of the 10min mean values for one
week [40]. These values are appropriate to address long-term (thermal) effects [40]. How-
ever, they might mask higher imbalance values that might appear in a shorter time period,
which might be detrimental for certain equipment (for example, commutation failure in
LCC HVDC converters). This means that, even if a certain HV busbar is compliant with
standards (imbalance lower than 1.4%), the imbalance can be higher on a short-term basis.
In fact, in [41], it is argued that in weak networks (e.g., rural areas and heavily populated
residential areas), the voltage unbalance in distribution grids can reach 10% for short dura-
tions of time like tens of seconds (while the limit is usually 2%). Therefore, the background
voltage imbalance level is expected to be low, although the limit of 1.4% can be potentially
misleading.

The second source of imbalance in offshore wind farms is the network and equipment
asymmetries in the offshore wind farm. In particular, the HV connection to the grid typically
has two parts: the offshore cable and the onshore cable. The HV offshore connection is
typically designed with three-core cables, which means that the conductors, within the same
armour, are in symmetrical trefoil formation. In contrast, the HV onshore connection is
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(a) (b)

Figure 1.11: Voltage and current harmonic measurements in Anholt wind farm at (a) onshore-offshore cable con-
nection point (b) offshore substation [37].

frequently made with single-core cables in flat formation, which generates asymmetries
due to unequal mutual coupling between phases. An example would be the Anholt wind
farm in Denmark, with approximately 60 km of onshore cable in flat formation [36]. Other
equipment asymmetries might also contribute to the imbalance. For example, wind turbine
step-up transformers are usually three-phase transformers with three limbs (e.g. [42]), which
is a similar transformer architecture to the one used in many distribution systems. In this
type of transformers, the centre leg of the three phases has a different magnetizing current
than the outer legs, creating asymmetry.

The third possible source of imbalance in HVAC-connected wind farms is power elec-
tronic converters. The PEC behaviour is not necessarily the same in both sequences, depend-
ing significantly on the converter controls. As an example, this can be seen in the asym-
metrical impedance presented by two-level converters with 𝑑𝑞-based current control [43].
In a 𝑑𝑞-based current control, the PI controller generates an infinite gain at 0Hz in the 𝑑𝑞
frame, which translates to an infinite impedance at 50Hz in the 𝛼𝛽 or 𝑎𝑏𝑐 frame. How-
ever, this 0Hz in the 𝑑𝑞 frame does not translate as an infinite gain at 50Hz in the negative
sequence, which means that an imbalanced voltage at the terminals of the converter might
induce the converter to create negative-sequence current, even if the current reference is
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Figure 1.12: Possible sources of imbalance in HVAC-connected offshore wind farms.

purely positive sequence.
In contrast, other control loops have similar behaviour in the positive and negative se-

quences and can present high gain at 50Hz in both sequences. For example, this is the
case for PR control in the 𝛼𝛽 frame or the double synchronous reference frame current con-
trol [44]. Since the offshore wind turbines are increasingly required to control positive and
negative sequence currents during faults [45], it is expected that the wind turbine converter
controls are designed in such a way that both sequences are fully controllable, and thus, that
these converters do not contribute to imbalance levels in the farm in normal operation.

Therefore, the leading causes for steady-state voltage imbalance in HVAC-connected
wind farms are considered here to be the (low) background voltage imbalance in the grid,
and the network imbalance, primarily due to the onshore cable in flat formation. In order to
show the significance of these two imbalance sources, several power flows are conducted in
PowerFactory. The onshore cable is modelled as a flat formation cable with cross-bonding
with a variable length, the grid as a voltage source with variable voltage imbalance level,
and the wind farm simply as a current source that inputs the nominal current of the combined
wind turbines (with power factor PF = 1). A schematic of the simulation and the results
are shown in Fig. 1.13.

Fig. 1.13 shows that, even when the background distortion in the grid is low, the im-
balance at the onshore-offshore connection point can be higher due to the onshore cable.
Despite this, the actual value depends on whether the voltage imbalance limits apply in the
offshore network or not, which might depend, among other factors, on the ownership of the
cable.

In HVDC-connected offshore wind farms, the voltage at the offshore network is con-
trolled by the HVDC converter. Therefore, neither the grid nor an HV asymmetrical export
cable connection are possible sources of imbalance in these systems. Thus, the expectation
is that the voltage imbalance is kept low in steady-state, as opposed to faulty conditions in
which high voltage imbalance might also appear.

Indeed, the voltage imbalance in offshore wind farms might be very high during asym-
metrical fault conditions. For example, [46] simulates several types of faults at an HVAC-
connected wind farm, and the negative-phase-sequence voltage at the system bus bar is
46.2%, 19.6% and 44.7%, depending on the fault. In [47], the simulation results of sev-
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Figure 1.13: Voltage imbalance level at the offshore substation as a function of onshore cable length and grid
voltage background imbalance.

eral faults at the offshore grid in an HVDC-connected wind farm are shown. At the wind
turbine terminals, the imbalance level can be even higher.

Voltage imbalance may become a power quality issue in offshore wind farms in a similar
sense as harmonics: if the wind turbine injects high unbalanced currents or if the network
amplifies/creates unbalanced currents (e.g., due to network asymmetry), the voltage imbal-
ance may become significant, which may affect the operation of other equipment connected
to the power grid. To the author’s knowledge, however, real examples of such events have
not been reported in the literature.

However, another issue is whether the presence of imbalance may affect the operation
of the wind farm. Voltage imbalance may significantly affect wind turbine operation during
faulty conditions, and as a consequence, Low Voltage Ride Through (LVRT) capabilities
have been well researched in the literature. In addition, during normal operation, steady-
state voltage imbalance, despite its low levels, may still have a significant impact on the
operation of wind farms if the type III wind turbine technology is used. This is due to the
fact that DFIGwind turbines have their stator directly connected to the grid, and that voltage
imbalance has a great impact on rotating machinery. One example is the Sanmenxia onshore
wind farm in China. The voltage imbalance created by a nearby railway system affects the
wind turbines, which start to create high negative sequence currents to the point that their
protections have tripped on several occasions [48, 49]. Other events are reported in [50].
Consequently, the influence of railway-generated voltage imbalance in DFIG-based wind
farms has been studied in the literature [51–54]. In general, the effect of background voltage
imbalance on DFIG wind turbines has been a concern for many years [41, 55].
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1.2 State of the art

1.2.1 Scope

The topics of stability and power quality in offshore wind farms are very broad subjects
that encompass multiple phenomena (see Fig. 1.14). In this section, the state of the art is
reviewed focusing on the topics that are dealt with in this thesis: harmonic stability, har-
monic distortion, and voltage imbalance. As this section portrays, these three topics have
been well researched in the literature, although usually from the perspective of considering
them separate issues. In contrast to the state of the art presented here, in this thesis, the
relationship between them is explored. In particular, the focus is on the influence of voltage
imbalance on the harmonic stability and harmonic distortion of wind turbine converters in
offshore wind farms.

Power quality
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Figure 1.14: Topics and sub-topics within stability and power quality in offshore wind farms.

Note that power system stability is a complex problem that involves multiple phenom-
ena. While stability is a global condition of the system, past literature has classified instabil-
ity into different types of problems, in an attempt to separate the different possible dynamics
involved in the instability, the analysis tools for predicting the potential occurrence of an
unstable situation, and the possible remedial measures. In the past, a widely accepted clas-
sification of power system stability was the one given in [56], encompassing rotor-angle
stability, frequency stability, and voltage stability.

However, the growing penetration of power-electronic converters is changing the dy-
namics of the electric power system, which has led to the appearance of new stability phe-
nomena that were not observed in traditional power systems. As a consequence, a new sta-
bility classification has been recently proposed in [57]2. In this new classification, two new
types of stability appear: “resonance stability” and “converter-driven stability”. In parallel,
recent literature has also focused on a new concept called “harmonic stability” [59]. The

2A summary of this report can be found in [58].
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differences, similarities, and overlaps between these concepts are subsequently explained
to clarify the scope of this thesis.

In the new stability classification [57], “resonance stability” does not refer to any power
system unstable situation that involves a resonance. Instead, it refers to the resonant situa-
tions in which rotating machines directly participate in provoking the instability. This type
of resonance usually happens at sub-synchronous frequencies; thus, it is usually named
Sub-Synchronous Resonance, or SSR. This phenomenon can appear due to: a) a resonance
between a series-compensated electrical network and the mechanical torsional frequencies
of the turbine-generator shaft (this would be an electromechanical resonance, named “tor-
sional” in [57]); and b) due to a resonance between series compensation and the electrical
characteristics of the generator (this would be an entirely electrical resonance, named “elec-
trical” in [57]). This distinction is shown in Fig. 1.15.
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Figure 1.15: New stability phenomena in converter-based power systems, including the typical mechanism by
which they are triggered, and their usual frequency range.

Torsional resonance has happened in traditional power systems3 with little or no pres-
ence of power-electronic conversion [60]. With the connection of PECs to the grid, the
torsional resonance of existing synchronous generators can be negatively affected, but also
positively affected if the PEC controls are adequately designed [61]. In contrast, electri-
cal SSR has never occurred in traditional power systems [58]. It has only been since the
connection of PECs that this phenomenon has been observed.

In particular, electrical SSR has occurred in situations in which Doubly-Fed Induction
Generator (DFIG) based wind turbines are connected to series-compensated lines. In this
instability, the inductance of the stator (which is directly connected to the grid) forms a res-
onance with the series (capacitive) compensation in the network. This resonance typically
appears at sub-synchronous frequencies, where the DFIG wind turbine can create a neg-
ative resistance behaviour due to, partly, the induction generator effect (IGE), and partly,

3Thus, torsional resonance is not a new stability phenomena, although it is new in the classification. According
to [58], this instability type was not included in the previous classification because the time scale in which SSR
occurs was not considered in [56].
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due to the converter controls. This phenomenon has been observed on several occasions;
for example, in Texas (USA) [62], in Minnesota (USA) [63], and in the North-China Power
Grid [64]. A detailed explanation of the phenomenon is found in [65].

Electrical resonance can also appear without the involvement of rotating machines. In
particular, it has been observed in systems with power-electronic converters. This occurs
when the converter faces a resonance in the grid4, and the converter provokes the amplifi-
cation of the resonance oscillations (usually, voltage and current oscillations) by lowering
the damping of the system in that specific frequency range.

The phenomenon of electrical resonance triggered by power-electronic converters is, in
the classification in [57], within the label “converter-driven instability”. It is worth pointing
out that, in the electrical SSR phenomenon (which, as mentioned before, usually involves a
DFIG wind turbine connected to a series-compensated network), the power-electronic con-
verter connected to the rotor might also participate in destabilizing the resonance. However,
in this case, the induction-generator effect also reduces the damping in the system and, there-
fore, the electrical SSR is usually classified separately from “converter-driven instability”.

Also, note that resonance is not the only way in which converters can become unsta-
ble. Thus, the label “converter-driven instability” encompasses also other instability mech-
anisms other than resonance; for example, converter transient (large signal) instability due
to a loss of synchronism in the presence of large disturbances [66], or instabilities related to
converter current or voltage limiting strategies [67].

The term “harmonic stability” has two interpretations in the literature. In [57], it is con-
sidered that harmonic stability occurs only when the inner fast control loops of the converter
interact with passive grid components, generating oscillations in the range of hundreds of
hertz to several kilohertz (like the phenomenon described in [68]). In contrast, in [59], it
is considered that “harmonic stability” consists of any event in which a power-electronic
converter lowers the damping in the system, creating oscillations in which any control loop
in the converter might be involved, and which can appear at above and below the funda-
mental frequency. This thesis follows the interpretation given in [59]. This means that,
in this thesis, the term “harmonic stability” encompasses all the phenomena that the label
“converter-driven instability” in [57] groups, except the instabilities caused by certain non-
linearities and large signal behaviour in the converter. This is shown in Fig. 1.15. In this
sense, it is worth mentioning as well that, in [69], the harmonic instability phenomenon is
called composite instability, in order to emphasize that the resonant frequency of the inter-
connected system depends on all the components, including converters and their control.

Finally, another ambiguous term is SSR. In a literal interpretation, the term should en-
compass all resonances that happen below the fundamental. However, in practice, this is
not the case. The term Sub-Synchronous Oscillation (SSO) is usually used to encompass
all resonance events below the fundamental; whereas SSR is usually used only for torsional
resonance or for the resonance that may happen when DFIG-based wind farms are con-
nected to series-compensated lines [65] (see Fig. 1.15). Under this understanding, SSR is a
type of SSO. Note that it is possible to have an electrical resonance in the sub-fundamental
frequency range for reasons other than SSR. Sub-synchronous oscillations have happened

4From the converter’s perspective, everything else in the power system is part of the grid and, therefore, from
this perspective, a resonance in the grid might be caused by a cable, a filter (sometimes, even the converter’s own
filter), by other power-electronic converters, or others.
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in data centers [70, 71], in electric railways [72] and, according to [65], they can happen in
both DFIG-based (type III) wind farms and full-converter (type IV) wind farms when con-
nected to weak grids. For example, type IV onshore wind farms have had sub-synchronous
oscillation issues in Xinjiang (China) [18] and in Texas (USA) [73] when connected to grids
with low Short Circuit Ratio (SCR). A review of SSO events related to wind farms is found
in [65], where it is concluded that a lot of real-world SSO events in these systems can be
classified as either “series capacitor SSO” (for type III wind farms interacting with series
compensation) or “weak grid SSO” (for type III or type IV wind farms interacting with
weak grids). A more thorough review, that includes both wind farms and PV farms is found
in [74], and it supports the conclusion of using the terms “series capacitor SSO” or “weak
grid SSO”. Nonetheless, it is worth remembering that there are other mechanisms for the
appearance of SSOs other than “series capacitor SSO” and “weak grid SSO”, like torsional
resonance. In any case, according to the classification in [57], the SSR (torsional or elec-
trical) falls under “resonance stability”, whereas the events related to converter interactions
in weak grids fall under “converter-driven stability”, albeit that both of them can be SSOs.

No matter the exact terminology, it is clear that new stability phenomena have appeared
in power systems in the presence of PECs. One that has attracted much research in re-
cent years is the harmonic stability issue, which is a small-signal oscillatory instability that
appears when the converter interacts with the grid impedance or with other converters, un-
leashing an electrical resonance phenomenon at a wide range of frequencies. This is the
type of instability addressed in this thesis.

Finally, the issue of stability and harmonics can be confused since, sometimes, stability
oscillations can be so poorly damped that are almost sustained. When the voltage or cur-
rent waveforms are measured, these oscillations might appear to be steady-state harmonics.
These oscillations are what some literature calls “resonance-induced harmonics” [9,75]. An
example of these harmonics, with frequency at 289Hz, is shown in Fig. 1.16.

Figure 1.16: Measured resonance-induced harmonic (i.e., a sustained stability oscillation) in a real system [9].

From the signal processing perspective, it is true that a sustained stability oscillation and
a steady-state harmonic are indistinguishable. However, in this thesis, both phenomena are
differentiated, since the underlying causes are different.
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1.2.2 Modelling and analysis
Generally speaking, a PEC can interact with the electromechanical dynamics of machines
and the electromagnetic transients of the network due to the wide time scale of its controls.
However, the exact matching in between grid stability phenomena and the converter control
loops that might influence them, is very case dependent.

On the grid side, stability phenomena such as, for example, rotor-angle stability, may
happen in narrower or wider frequency ranges depending on the characteristics of the net-
work (e.g., probably wider in weak grid scenarios). For example, the transients that occur
in MV and LV grids with dispersed distributed generation are usually expected to be faster
than in HV transmission grids with high levels of inertia [76]. On the converter side, de-
pending on the specific application under consideration (including the voltage and power
level, grid-connection requirements, and other specifications), the power-electronic con-
verter might present very different architectures: topology selection, semiconductor choice,
switching-frequency decision, control-layout implementation, passive component sizing,
etc. The effect that all these converter elements have in different frequency ranges depends
on how they have been designed to match the application requirements. Therefore, there is
not a unique answer as to which converter controls influence which stability phenomena.
However, looking at a specific application, it is useful to regard the frequency as a matching
translator between the two, as illustrated in Fig. 1.17.
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Figure 1.17: Frequency as a translator in between stability phenomena in a specific grid to a certain converter
component designed for a specific application.

Whenmodelling a PEC, three key elements are to be considered : (1) the controls, which
can be represented to full extent (with the details of the PI controllers, etc.) or by the use of
a transfer function of a certain order to represent the main dynamics; (2) the semiconductor
power stage, which can be represented with different levels of complexity: thermal model,
ideal switch, via an equivalent model (e.g., a voltage source), etc.; and (3) the passive hard-
ware components; i.e., the capacitors, inductors, etc. which are usually represented as pure
inductances and capacitances (or perhaps with a small resistor to represent losses).
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With respect to the first element, for many converter topologies and modulation strate-
gies, the selection of the switching frequency imposes an upper limit in the control band-
width design. Especially in the case of medium-voltage MW-level applications, optimized
designs typically lead to the choice of semiconductors with high blocking voltages that are
operated at low switching frequencies (𝑓sw < 3 kHz). For the specific case study of PECs
in offshore wind turbines, the switching frequency can indeed be assumed to be limited to
1 − 2 kHz (or below) and, thus, the current control bandwidth presents and upper limit of a
few hundreds of hertz (see Fig. 1.18).
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Figure 1.18: Typical control layers in a grid-following type IV wind turbine generator and their relevance in
different frequency ranges.

Given the nested control architecture typically implemented inWTG converters, the up-
per control loops (e.g., reactive-power controller or AC voltage controller) are limited to a
smaller bandwidth. The Phase-Locked Loop (PLL) has been shown in the literature to pose
harmonic stability problems if designed too fast, and as such its bandwidth is typically lim-
ited below 50Hz, sometimes even below 30Hz. The main function of the DC link voltage
controller is to ensure power balance in the DC link. When there is a wind speed change,
the incoming power from the machine-side converter is modified, and thus maintaining a
constant voltage (i.e., constant energy accumulated in the DC capacitor) ensures that the
incoming power is pushed towards the grid-side converter. Since these dynamics are rel-
atively slow, the bandwidth of the DC voltage controller is typically limited to only a few
tens of hertz, or less. Note that certain control loops are implemented in the 𝑑𝑞 frame (e.g.,
PLL, DC link voltage controller), and therefore have their effect concentrated around 50Hz
(being their effect narrower or wider depending mostly on their bandwidth). Further, note
that the current control in the Machine-Side Converter (MSC) might have a high bandwidth,
but from the grid perspective, it can be ignored in many studies due to the effect of the DC
voltage loop, as proven in [77, 78].

With respect to the second element, the switching stage, for studies limited to only a few
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hundreds of hertz, an average model of the converter that uses controlled-voltage sources
may be used. If it is desired to extend the range of the study up until frequencies near the
switching frequency (roughly, 𝑓sw2 and above), then the switching and modulation strategies
together with the switching devices must be explicitly modelled.

With respect to the third element, the passive hardware devices, certain elements may be
ignored selectively depending on the frequency range (e.g., the capacitor in the DC link may
be relevant for modelling 100Hz oscillations in single-phase power systems or three-phase
unbalanced systems, but perhaps not in other studies [76]).

Since different control loops and converter components might be involved in different
events, harmonic instability can manifest in very different ways. Consequently, the PEC
model needed to reproduce and analyse different instabilities might vary, having to include
more or fewer details of different control loops [76]. For the specific case of Type IV wind
turbine generators in weak offshore networks, a modelling recommendation is provided in
Fig. 1.19.
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Figure 1.19: WTG modelling recommendation for different stability phenomena in the power grid.

Note that the control architecture shown in Fig. 1.18 and the approximated matching
stability phenomena shown in Fig. 1.19 are valid in the case of Type IVWTGs, but may not
be valid in other cases of grid-connected converters (e.g., HVDC Modular Multilevel Con-
verters, where other control loops, like the ones in charge of circulating currents or capacitor
balancing, may be relevant in certain frequency ranges). Also, note that Fig. 1.19 is focused
in stability studies, although many other power system studies may be done considering
converters. For example, in the context of scheduling, optimization and planning studies,
many power flow problems are typically carried out, in which PECs are usually represented
in steady-state as a constant current source. In these studies, attention must be paid to the
correct modelling of the consumption/generation pattern by the converter: e.g., constant
power behaviour, constant current behaviour, etc. In order to properly represent this be-
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haviour, certain outer control loops of the converter might have to be modelled. Finally, the
frequency ranges shown in Fig. 1.19 might need to be narrowed or widened depending on
the power system to which the WTG is connected. In general, a suitable model for studying
transient stability of a converter in strong grids might not be detailed enough to study the
same phenomenon in a weak grid.

Since the dynamics involved depend on the specific instability event, the remedial mea-
sures to attenuate the problem might also differ (e.g., the control parameters to modify or
the filter resonant frequency to adjust). Thus, each harmonic event might involve different
dynamics, require different models for its analysis, and involve different remedial measures.
This is an important reason why, even though the fundamental mechanism as to how har-
monic instability occurs is by now understood (i.e., electrical resonance), much research has
been devoted and is still devoted to this phenomenon. Note that, when a specific control
loop is involved in an instability situation, it is not necessarily with a detrimental effect.
There are certain frequency ranges in which the converter can help to stabilize the system
(Fig. 1.20).
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Figure 1.20: Different stability phenomena occur in different frequency ranges [79].

Some of the instability mechanisms modelled and studied in the literature include con-
verter interactions: with its own filter [80], with other parallel inverters and their filters [81],
with other converters connected in a meshed network [68], with a lengthy cable [82], be-
tween the PLL and the grid [83–86], with the negative resistance behaviour of constant
power loads [87], due to the outer control loops [88], due to the PWM modulator [89, 90],
due to the sampling process [91], and others. Traditionally, grid-following inverters have
been screened for possible harmonic instability mechanisms; however, recent efforts have
also focused on grid-forming converters, showing that they are also susceptible to this type
of instabilities (e.g. [92, 93]).

In recent years, extensive research has been performed for finding the best method
to study harmonic stability for converter systems. Since this instability type is a small-
signal phenomenon, linear methods have gathered considerable attention. On the one hand,
a small-signal approach can not guarantee global stability of a non-linear system; how-
ever, it informs about local stability. In fact, according to [94], most instabilities seen in
converter-based power systems can be detected by applying linear control system theory.
Two system-level linear-analysis methods have gathered the most attention: the impedance-
based method in the frequency domain, and the state-space eigenvalue analysis in the time
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domain. Several papers compare the advantages and disadvantages of bothmethods [59,95].
On the one hand, the impedance-based method is usually praised because of its black-box
capabilities. An impedance model of a converter can be derived: analytically, if all the
details of the controls and parameters are known; numerically, with detailed time-domain
simulations; or with measurements of the real system. The analytical approach is interesting
because it reveals the relation of different parameters and control loops. The measurement
in the real system is interesting because it provides the highest confidence in the accuracy of
the model with respect to the real system; although this confidence is subject to performing
the measurements correctly, which can sometimes be a challenge. The numerical method
usually provides sufficient accuracy, and does not present the difficulties of measurements
in the real system. Once the impedance model is obtained, it can be given to third parties to
perform system-wide stability studies, without having to reveal details of the control design,
which are usually proprietary. In wind farm systems specifically, this black-box character-
istic is very appealing, since they are usually multi-vendor systems. In an HVAC-connected
wind farm, the supplier of the wind turbines and a possible STATCOM can be different; and
in an HVDC-connected wind farm, this happens with the supplier of the wind turbines and
the HVDC system.

The base of eigenvalue analysis is finding the state-matrix of the system, and calculating
its eigenvalues. The disadvantage lies in the fact that the eigenvalue calculation is an ill-
conditioned problem, so for high-order systems, the accuracy quickly decays. In traditional
power systems with synchronous generators, the rotor-angle stability was often studied us-
ing the eigenvalue method. However, in that specific case, the frequency range of interest
was the low-frequency range, where the network transients can be ignored. Under this as-
sumption, the passive network can be modelled as a set of algebraic equations (as opposed
to differential equations), which reduces significantly the order of the system to analyse.
PECs, however, can interact in many frequency ranges. If the eigenvalue method is to be
used to study a wide frequency range, measures should be taken to guarantee the accuracy of
the eigenvalue calculation, like increasing the precision of the computer calculations (e.g.,
increasing double precision to quadruple, or more). If the eigenvalue method is used in the
lower frequency range, perhaps some network simplifications can be performed, depending
on the system. For example, [31] uses the eigenvalue method to model a sub-synchronous
oscillation in an HVAC-connected wind farm. Alternatively, the wind turbines and the col-
lector cable can be aggregated to help in performing such studies. This is done, for example,
in [94]5. Another disadvantage of the eigenvalue method is its difficulty in considering the
frequency dependence of assets [26] (e.g., skin effect).

On the other hand, one weakness of the impedance method is that it does not provide
participation factors like the eigenvalue method. However, some techniques have been re-
cently developed to identify the converter or converters that participate more in a particular
oscillation mode using impedance models (e.g. [97, 98]). Further, another disadvantage of
the impedance method is the limited observability of certain states, given its dependence
on the definition of local source-load sub-systems, which makes it necessary to investigate
the stability at different sub-system interfaces [95]. Nonetheless, the evaluation of stability
with the impedance-based method is very time efficient, and therefore this is not a signifi-

5Any kind of aggregation must be dealt with great care, because the aggregation process might mask internal
unstable modes of the system (i.e., provoke an undesired pole-zero cancellation) [96].

21



Chapter 1. Introduction

cant disadvantage.
As a result, many authors are now considering to use the impedance method for system-

level stability studies. In real multi-vendor systems, this might be the most practical so-
lution to preserve the intellectual property of manufacturers. Once it is decided to apply
the impedance-based method, a question arises as to whether using the Nyquist stability
criterion, bode-based criteria, or others. This question has also been addressed in the liter-
ature [99–102].

In addition, it is worth mentioning that, at first, the impedance models developed were
SISO models [43], where the impedance represents the current that a converter creates at a
specific frequency, as a result of a voltage at its terminals at the same frequency. Later, it
was found that certain dynamics in the converter create frequency couplings, in the sense
that a single perturbation frequency in the voltage can create two (or more) frequencies in
the current (e.g., [89, 91, 103, 104]).

The interest in frequency coupling dynamics appeared from real-life experiences. Usu-
ally, when a harmonic instability phenomenon occurs, an oscillation with a relatively con-
stant frequency starts to enlarge (see the examples in Fig. 1.6). However, sometimes it has
occurred that two coupled frequencies start to grow. For example, the current that appeared
in an SSO event in an onshore wind farm zone in North China is shown in Fig. 1.21 a) and
b) [65]. The current measured contains one main oscillation of 50% of the fundamental
and a coupled frequency. Another example of an instability event involving coupling fre-
quencies is shown in [105, 106], where a type III wind turbine started to interact with the
inductive grid, creating oscillations at 37 and 63Hz. The voltage spectrum of this event is
shown in Fig. 1.21 c), and the current spectrum of a STATCOM connected to the farm in
Fig. 1.21 d) [74].

A third example happened inWest China in 2015. The specific zone has a lot of onshore
wind farm connections and long lines, making the SCR small. On July 1st 2015, a type IV
wind farm started to oscillate. The oscillations occurred around 77Hz with a coupled fre-
quency of approximately 23Hz [94] (see Fig. 1.21 e)). The frequency coupling, which
appeared in the sub-synchronous range, coincided at times with the torsional frequencies of
a nearby synchronous-generator-based power plant, thus triggering a strong torsional inter-
action. According to [65], the oscillation was caused by the interaction between the weak
AC grid and the type IV wind generators, and is confirmed to be due to an inappropriate
Phase-Locked Loop (PLL) design. Changing the wind turbine control mitigated the prob-
lem.

Therefore, increasing research has been done for developing more accurate converter
models that incorporate frequency coupling dynamics, and other dynamics, to accurately
represent and understand the mechanisms that drive converters into instability. As a con-
sequence, not only Linear Time Invariant (LTI) but also Linear Time Periodic (LTP) [107]
models are becoming increasingly common.

In any case, both LTI and LTP models are linearised versions of a non-linear system
and, therefore, can only guarantee local stability. In a real application, impedance-based
analysis (based on LTI or LTP converter models) can be performed to detect the situations
in which the system presents a low stability margin. In this sense, the number of potentially-
problematic situations can be narrowed down, after which time-domain EMT simulations
are recommended for further screening [28, 94].
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(a) (b)

(c) (d)

(e)

Figure 1.21: Examples of harmonic instability with frequency coupling dynamics. Example 1: SSO measured in
an onshore wind farm zone in North China a) current waveform; b) current spectrum [65]. Example 2: oscillations
measured in an onshore type III wind farmwith weak grid interconnection c) voltage spectrum; d) current spectrum
from a connected STATCOM [74]. Example 3: Event in West China e) spectrum of the oscillating current output
from type IV WTs [94].

For harmonic studies, in order to model a distortion-generator device, a current source
with the specific harmonic distortion can sometimes be used. However, in order to model
PECs specifically, literature has shown that it is better to model the converter as a Norton (or
Thevenin) equivalent [32]. In this equivalent, the current source represents the characteristic
emission of the converter (i.e., the emission that the converter generates in normal operating
conditions, when confronted to a perfectly balanced and undistorted voltage), while the
impedance represents the distortion that the converter generates as a response to background
distortion in the voltage at its Point of Connection (PoC). Therefore, the impedance used for
stability studies can also become practical in harmonic studies. Recent literature proposes
more advanced harmonic models of PECs in which the statistical variability of the harmonic
emission is considered. However, considering an MIMO model for the impedance, that
includes frequency couplings, has not been done in the literature.
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Sometimes, the distortion at a particular busbar is of interest. For example, this can be
the case at the point of interface of a particular new or planned installation with the grid. In
these cases, aggregation of the new installation elements and aggregation of the grid can be
helpful to address the role of each sub-system in the overall distortion at the interface. In the
case of offshore wind farms, the aggregation of the whole wind farm can be performed as a
Norton equivalent, while the grid can be aggregated as a Thevenin equivalent, as shown in
Fig. 1.22. From this figure, (1.1) can be derived.

~

Grid equivalent model WF equivalent model

PCC

𝑉𝑃𝐶𝐶 (ω)

𝐼𝑃𝐶𝐶(ω)𝑍𝑔(ω)

𝑉𝑔(ω) 𝑍𝑊𝐹(ω) 𝐼𝑊𝐹(ω)

Figure 1.22: Schematic of Wind Farm (WF) to grid connection at the PCC.

𝑉PCC(𝜔) =
𝑍WF(𝜔)𝑍g(𝜔)
𝑍WF(𝜔) + 𝑍g(𝜔)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

𝑍post(𝜔)

𝐼WF(𝜔) +
𝑍WF(𝜔)

𝑍WF(𝜔) + 𝑍g(𝜔)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
HG(𝜔)

𝑉g(𝜔) (1.1)

In (1.1), the influence of both harmonic sources (wind farm harmonics 𝐼WF, coming from
the wind turbines, and background harmonics 𝑉g) is shown. Also, (1.1) shows how their
amplification depends on the relation between the grid equivalent impedance 𝑍g and the ag-
gregated wind farm impedance 𝑍WF. The amplification factors of the harmonic sources are
usually called Harmonic Gain (HG) and post-connection impedance (𝑍post). It can clearly
be seen in (1.1) that, if 𝑍WF+𝑍g ≈ 0 (i.e., if there is a series resonance in between the wind
farm and the grid), the amplification can be very high [9]. In the Netherlands and several
other countries [34,108], the methodology for addressing steady-state harmonic compliance
in OWPPs is inspired by this schematic (Fig. 1.22).

Two useful tools for harmonic analysis at the system level are the harmonic power flow
(which is a power flow performed at different frequencies) and the impedance frequency
scan (in which the frequency-dependent impedance of the network is obtained, which helps
to reveal possible resonance points). Finding the possible resonance points is also relevant
from the stability point of view.

If a resonant frequency in the power system is undamped or poorly damped, and if a har-
monic source (e.g., a converter or other device) injects harmonic currents at that frequency,
very high oscillations can appear in the system. In the end, these are just amplified steady-
state harmonics. Sometimes, the harmonics are not injected in steady state but in a transient
manner. A typical example is the harmonics injected at twice the fundamental frequency
(and other frequencies) when energizing a transformer. This process has excited some low-
frequency cable resonances in the past; for example, in HVAC-connected offshore wind
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farms [109]. In any case, no matter whether the harmonic injection mechanism is steady or
transient, if there is a resonant frequency in the power system that is undamped or poorly
damped, the system is not strictly unstable; however, if the resonance is stimulated, the
consequences may be equally destructive.

In general, resonant phenomena are more pronounced if the system is unloaded (i.e., no
active power is transmitted). This can happen, for example, during the system energization
or when some wind turbines are out of service and the cable network is unloaded. The
overall damping is higher when the system is loaded [110].

For imbalance propagation studies, a similar approach as the one for harmonic studies
can be applied, except that, in this case, only the 50Hz frequency is addressed. This means
that, for modelling PECs, the network, and other power system elements, the frequency
dependency of elements has no impact as long as the 50Hz characteristics are accurately
represented. For the wind turbine converter models in particular, as mentioned before, the
converter controls are expected to be designed so that full controllability of positive and
negative sequence currents is achieved. Therefore, the control gain is expected to be infinite
at 50Hz in both sequences, which means that the impedance is infinite at 50Hz and that
the converter behaves like a perfect current source (with both sequences) at this frequency.
Therefore, a Norton equivalent is not necessary formodelling thewind turbines in imbalance
propagation studies. Note that, in this case, a harmonic power flow is not needed but only
a normal power flow.

It is worth clarifying that there are different definitions of imbalance although, usu-
ally, the degree of imbalance is expressed as the ratio of the negative- and zero-sequence
components to the positive-sequence component. In particular, the appearance of negative-
sequence voltage is usually the primary concern due to its impact on three-phase rotating
machinery. Hence imbalance usually refers to negative-sequence imbalance [111]. In the
specific case of offshore wind farms, zero sequence components (at 50Hz or other fre-
quencies) are not expected to propagate throughout the farm since the wind turbine step-up
transformers and the offshore transformers both usually have one side of the transformer
connected in delta configuration. Therefore, in this thesis, when addressing voltage imbal-
ance issues, the focus is exclusively on negative-sequence voltage.

1.2.3 Remedial measures
Stability and harmonics are sometimes treated in parallel when addressing remedial mea-
sures. Usually, passive filtering and active filtering techniques are considered when thinking
about solving harmonic issues. Passive filtering consists of installing passive filters as shunt
elements to decrease voltage distortion at the point of interest [112]. These filters work by
providing a low impedance path to the harmonic currents. In offshore wind power plants,
they might be installed: at the wind turbine level, at the offshore substation, or at the onshore
substation.

Active filtering, however, is a term that is usually used when power-electronic devices
measure a specific distortion in a voltage or current signal, and generate the necessary op-
posite waveform to cancel out the harmonic (i.e., a distortion with opposite phase angle).
In this way, the PEC absorbs/suppresses the harmonic. Usually, this is performed with a
PEC connected in a shunt manner to the distortion [113]. Active filtering is a term also used
when the objective is to eliminate a current or voltage harmonic generated by the converter
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itself; which might involve a total or partial cancellation of the harmonic. For example, the
distortion can be separated in the part due to the characteristic emission of the converter, and
in the part that the converter generates due to the background distortion (non-characteristic
emission), and one or both can be compensated [114].

Another approach is to modify the controller in the power-electronic converter in order
to shape its output impedance, changing the resonant profile of the network and reducing the
harmonic amplification. This approach can include damping an existing resonance, or mov-
ing a resonance to another frequency where there are no significant harmonic sources. This
method is sometimes called active damping, and some articles consider it a type of active
filtering [115]. An example of real application is given in [115, 116], where active filter-
ing (in particular, active damping) was installed in the wind turbine converters of Anholt
offshore wind farm (Denmark) in order to damp a resonance that was provoking harmonic
amplification.

These active filtering functions can be implemented in various power-electronic con-
verter devices in a wind farm, for example, in the wind turbine grid-side converter [115],
the STATCOM in an HVAC-connected wind farm [117–119], or the HVDC converter in an
HVDC-connected farm. The control function can be implemented to correct the harmonics
at a local bus to which the PEC connects, or at a remote bus [113].

Both active and passive filtering have advantages and disadvantages, as discussed in
the literature [112]. The main advantage of active filtering is that it has the potential to be
adapted to cope with the changing network configurations6, and that the same device can be
used to compensate several frequency components [121]. The main disadvantage of active
filtering is that the frequency bandwidth of action is limited. In any case, the solution to
harmonic problems in complex wind farm systems might be a combination of all types of
solutions [112].

Changing the resonant profile of the network can also be beneficial in terms of stability,
which is why damping techniques are usually discussed also within this field. This applies
to both active damping and passive damping techniques. For example, [122] discusses an
active damping technique for wind turbine converters in HVDC-connected wind farms to
improve stability. Also, [94] shows an example in which installing a passive filter in the
low-voltage side of the offshore transformers, which is tuned at a specific frequency where
the wind farm is non-passive, can help to increase the passivity of the system.

Further, some solutions apply to harmonic problems only. In particular, some solu-
tions try to increase harmonic cancellation at the wind farm level. For example, the carrier
of different close-by wind turbines can be synchronized with a specific phase-angle dis-
placement to promote harmonic cancellation [32]. Another solution could be to modify the
vector group of the wind turbine step-up transformers. Sometimes, these measures have
been called “active filtering in groups of wind turbines” [112]. These measures are more
or less effective depending on the frequency range. Also, different modulation techniques
have different emission profiles, so that could be another degree of freedom to reduce or
modify the harmonic emission of PECs [113].

Further, apart from passive and active damping, other methods can be applied to address
stability issues. Some other methods that have been applied in real wind or solar farms are

6For example, due to different configuration topologies of the network or due to different number of wind
turbines in operation, the resonances in the network can significantly vary [120].
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reviewed in [94], which include: internal operational scenarios (which consist in analysing
the different network topologies that may happen within a farm and trying to avoid the
topologies that lead to worse resonance conditions), external operational scenarios (which
is the same as the one before, but considering the different topologies in the external grid),
converter set-point adjustment (which, for example, might be reducing the output power of
the wind turbine converters under certain operating conditions), converter control adjust-
ment (i.e., control tuning), and system fault level increase (in order to increase the SCR of
the grid, different measures can be applied, e.g., the installation of synchronous condensers).

Voltage imbalance in offshore wind farms can also be compensated using power elec-
tronic devices like STATCOMs. Also, certain papers have discussed the possibility of using
the wind turbine converters themselves to compensate the voltage imbalance created by the
asymmetrical HV connection [111] or by other connectees at other nodes in the grid [123].

1.3 Research objective and research questions

Stability, steady-state harmonics, and voltage imbalance are all issues that appear in off-
shore wind farms. As it has been reviewed, there is abundant literature that explores: the
origin and causes of these issues, the modelling of power-electronic converters (and other
devices) for studying and predicting the appearance of these phenomena, and the possible
solutions to these problems. Thus, significant effort has been paid to study these problems
independently.

However, the links between these issues have not been thoroughly addressed. This thesis
explores a specific relationship between these issues: the effect of voltage imbalance on
stability and harmonic performance. Since voltage imbalance exists in offshore wind farms
in normal operation and, also, at much higher levels, during faulty conditions, it is a problem
with awide range of characterizations thatmay affect the converter steady-state and dynamic
operation. Therefore, the research objective of this thesis is:

Research Objective
To investigate offshore wind turbine converters and their stability and harmonic
generation in the presence of voltage imbalance.

In order to achieve this objective, several research questions have been defined, which
have been answered in the different chapters of the thesis.

Chapter 2. How does the grid voltage imbalance affect the stability and harmonic
rejection capability of the PLL?
Grid voltage synchronization is one of the main challenges for grid-connected convert-
ers in the presence of imbalance. In order to study the stability and harmonic amplifica-
tion/rejection of the PLL, small-signal methods are often utilized. However, typical Linear
Time Invariant (LTI) models of PLL are not sufficient to characterize the issue. In this the-
sis, Linear Time Periodic (LTP) models of PLLs are derived and used to characterize the
stability and harmonic properties of PLLs. The study of the transient characteristics of PLLs
is out of the scope of this thesis.
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Chapter 3. How does the grid voltage imbalance affect the stability and harmonic
generation of the wind-turbine converter?
At the converter level, several sources might generate LTP behaviour. Literature has often
focused on the LTP dynamics that the control 𝑑𝑞 asymmetries can create, which induce the
converter to generate frequency couplings. This thesis develops models to characterize the
periodic dynamics of converters due to voltage imbalance and the control 𝑑𝑞 asymmetries
due to the PLL, and shows that even voltage imbalance dynamics alone can drive the con-
verter to instability. The study of the transient response of converters is out of the scope of
this thesis.

Chapter 4. How do the converter frequency couplings affect the harmonic compliance
of the wind farm?
The LTP dynamics generated by the voltage imbalance and other reasons induce the con-
verter to have frequency coupling dynamics. That is to say, for a specific voltage harmonic
at the terminals of the converter, the converter generates more than one harmonic (at differ-
ent frequencies) in the output current. This effect is not taken into consideration nowadays
in wind farm harmonic studies. This thesis analyses the impact of this phenomenon.

1.4 Methodology

The methodology followed to answer the research questions in Section 1.3 is shown in
Fig. 1.23. An iterative process has been implemented, in which, starting from the concept
and analytical modelling, the verification/validation is performed either with computer sim-
ulations only or with simulations and experiments combined (depending on the chapter in
question). After being verified/validated, the models can be used for further analysis and to
obtain the conclusions for the research question.

Concept
Analytical 

modelling

Solution

Simulation

Experimental 

results
Further 

analysis

Model 

verification / 

validation

Research 

question
Conclusions

Figure 1.23: Thesis methodology.
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1.5 Contributions
Themain contributions of this thesis relate to the study of harmonic stability and steady-state
harmonics in offshore wind farms, and are summarized below:

• An LTP model of the PLL for the study of the effect of voltage imbalance on the
stability and harmonics (Chapter 2)

• The quantification of the reduction of the PLL stability damping with increasing volt-
age imbalance, and a method to overturn this effect (Chapter 2)

• Amodel of thewhole converter that includes the LTP dynamics induced by the voltage
imbalance and by the 𝑑𝑞 asymmetries in the PLL (Chapter 3)

• The uncovering of the relationship between PLL dynamics and current-reference gen-
eration strategies and their influence in the converter passivity (Chapter 3)

• The analysis of the effect of frequency coupling dynamics on the harmonic studies at
the wind farm level (Chapter 4)

During the duration of this thesis, several publications have been made, which are listed
at the end of this thesis. The relation between the different chapters and the publications is
as shown in Fig. 1.24.

[C1]

Chapter 4 – Harmonic Distortion: 

Enabling Monte Carlo vs Summation Law

Chapter 3 – Harmonic Stability: Part 2 

Converter Modelling and Analysis

Chapter 2 – Harmonic Stability: Part 1 

PLL Modelling and Analysis

Chapter 1 – Introduction

Others

[J1]

[J2, C2, C3, C4]

[C6]

[J3, C5, C7]

Harmonic 

Stability

Harmonic 

Distortion

[J]: Journal paper

[C]: Conference paper

Figure 1.24: Relation between thesis chapters and publications.

1.6 Thesis outline
The thesis outline is shown in Fig. 1.25, starting with the introduction in Chapter 1, that
provides input to the rest of the document. Since the final chapter are the conclusions, the
rest of the document constitutes the body of the thesis, where the majority of the work is
summarized.

29



Chapter 1. Introduction
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Figure 1.25: Thesis outline.

The body of the thesis is organized in a bottom-up approach from the converter controls’
perspective: Chapter 2 analyses one of the most critical control loops in the presence of
imbalance, the PLL. Then, the PLL models generated in Chapter 2 are fed into Chapter 3,
that analyses the dynamics of the full converter. Finally, the impedance-based model of the
converter serves as input to Chapter 4, where the whole wind farm perspective is adopted.

In Chapter 2 and Chapter 3, both harmonic stability and harmonic distortion at the PLL
and converter-level, respectively, are addressed. However, since the focus is more on the
former, it is considered that Chapter 2 and Chapter 3 form one unity that addresses the topic
of harmonic stability. In Chapter 4, the model of the wind turbine converter generated in
Chapter 3 is advanced further and then used for the analysis of steady-state harmonics at
the wind farm level. Thus, the focus of Chapter 4 is on the topic of harmonic distortion
exclusively, and forms a second unity that addresses the second main topic of the thesis:
harmonic distortion in offshore wind farms. Finally, Chapter 5 gives conclusions and rec-
ommendations for future work.
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Chapter 2
Harmonic Stability
Part 1 – PLL Modelling and Analysis

Wind energy converters are required to ensure an adequate Low-Voltage Ride Through
(LVRT) response. In order to achieve this, it is necessary that the converter keeps syn-
chronism with the grid even in the presence of significant levels of voltage imbalance. This
is especially challenging under weak grid conditions, like in offshore wind farms. In order
to ensure synchronism in the case of a fault, several advanced Phase-Locked Loop (PLL)
methods have been developed in the literature, like for example, the Decoupled Double
Synchronous Reference Frame PLL (DDSRF-PLL). However, their modelling and stability
analysis is usually performed without taking into account the effect that the imbalance has
on the PLL dynamics. In particular, this chapter shows that the typical model used for anal-
ysis in literature, a Linear Time Invariant (LTI) model, can be inaccurate in predicting the
stability limit of the PLL. In contrast, this chapter develops a Linear Time Periodic (LTP)
model that is able to predict exactly the stability limit for all levels of imbalance. Further,
this chapter shows that the DDSRF-PLL has frequency coupling dynamics in the presence of
voltage imbalance, and that only the LTPmodel is able to capture them. In certain frequency
ranges, these coupling dynamics might be very relevant, which is important for estimating
the harmonic rejection capability of the phase tracking system.

This chapter is based on:

• L. Beloqui Larumbe, Z. Qin and P. Bauer, “Guidelines for Stability Analysis of the
DDSRF-PLL Using LTI and LTP Modelling in the Presence of Imbalance,” in IEEE
Open Journal of the Industrial Electronics Society, vol. 3, pp. 339-352, 2022.
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2.1 Introduction
Numerous papers have been published about small-signalmodelling of Phase-Locked Loops
(PLLs). In the particular case of single-phase PLLs or Frequency-Locked Loops (FLLs),
the Linear Time Invariant (LTI) models have been recently challenged, as they are not ca-
pable of modelling the double-frequency oscillation typical in these structures. Several ar-
ticles [126–128] have recently shown that the LTI models of different single-phase PLLs or
FLLs are not able to predict the stability boundaries for different parameter variations, in
comparison to the Linear Time Periodic (LTP) models which perform the task. In order to
model more accurately the dynamic effect of certain non-linearities in Second-Order Gen-
eralized Integrators (SOGI)-based PLLs/FLLs, [129] proposes also the use of LTP theory.
Further, [130] recommends the use of signal-flow graphs for easier understanding of the
harmonic propagation in LTP systems, with the application example of single-phase PLLs.

With respect to three-phase PLLs, recent literature shows that LTP modelling might be
necessary in the presence of a DC component in the input voltage [131] or in the presence
of imbalance1 [132, 133]. Specifically, [132] focuses on a SRF-PLL and shows that the
100Hz oscillations that are caused by voltage imbalance in this type of PLL, brings LTP
dynamics to the system. When the positive-sequence voltage phase-angle detected by the
PLL (𝜃PLL+) signal is fed back in the SRF-PLL, if the negative-sequence voltage (𝑉n) is
high enough, the 100Hz component in the PLL 𝑑𝑞 signals will inter-modulate with any
perturbation 𝑓dq+p that may be present in the 𝜃PLL+. This means that, if the voltage has a
perturbation at 𝑓dq+p (defined in the 𝑑𝑞 frame), the frequencies 𝑓dq+p and 𝑓dq+p ± 2𝑓1 will
appear at 𝜃PLL+ (where 𝑓1 is the fundamental frequency). In turn, these frequencies are part
of the signal (𝜃PLL+) which is fed back, so inter-modulation happens again and, therefore,
in the end, 𝜃PLL+ will have the frequencies 𝑓dq+p ± 2𝑓1, 𝑓dq+p ± 4𝑓1, etc. The presence of
(infinite) frequency couplings is typical in LTP systems [134].

In the case of single-phase or three-phase PLLs in the presence of imbalance, the chosen
approach for LTP analysis is usually to develop a Harmonic Transfer Function (HTF) model
in the frequency domain (e.g. [126–128, 131, 132]). Alternatively, [133] proposes a state-
space in the time domain, with which stability can be assessed with the eigenvalues of the
monodromymatrix. This chapter contributes to the topic by developing aHTFLTPmodel of
the Decoupled Double Synchronous Reference Frame PLL (DDSRF-PLL) in the presence
of imbalance. In particular, two different DDSRF-PLL implementations are modelled, and
it is shown that the LTP approach predicts accurately the stability boundaries of the PLLs.
Depending on the specific implementation, it is shown here that the LTP dynamics might
appear at 𝑓dqp ± 2𝑓1 (and beyond) or at 𝑓dqp ± 4𝑓1 (and beyond).

This chapter starts by describing the two DDSRF-PLL implementations (or methods)
under study. Among many possibilities for three-phase PLLs, the reason for choosing the
DDSRF-PLL in this thesis is that it is a commonly implemented technique that has been
shown to present good performance under imbalance conditions [135]. Subsequently, the
LTI and LTP models are derived for both DDSRF-PLL methods in Section 2.3 – 2.6, which
are verified in Section 2.8. An explanation of the LTI and LTP model differences is shown
in Section 2.9. Later, Section 2.10 compares the LTI and LTP models for stability studies,

1It is worth to observe that, from a mathematical perspective, a single-phase voltage is equivalent to a three-
phase voltage with considerable imbalance.
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concluding that the LTP model is accurate in all imbalance levels, whereas the LTI model is
not. With respect to harmonic studies, the suitability of both models is tested in Section 2.11,
concluding that the LTP model is also better than the LTI model. Therefore, using the LTP
model derived, this chapter finishes by analysing the impact of the grid voltage imbalance
in the stability margins and harmonic rejection performance of the DDSRF-PLL.

2.2 Description of DDSRF‑PLL methods

In this thesis, the PLL follows the phase-angle of the positive-sequence voltage (𝜃1+ =
𝜔1𝑡 + 𝜙vp) and of the negative-sequence voltage (𝜃1– = −𝜔1𝑡 − 𝜙vn)2, defined in (2.1).
The outputs of the PLL are 𝜃PLL+ and 𝜃PLL–, which might not be exactly accurate, having
some error as: 𝜃PLL+ = 𝜃1+ + Δ𝜃1+ and 𝜃PLL– = 𝜃1– + Δ𝜃1– [136].

𝑣a(𝑡) = 𝑉p cos(𝜔1𝑡 + 𝜙vp) + 𝑉n cos(𝜔1𝑡 + 𝜙vn)

𝑣b(𝑡) = 𝑉p cos(𝜔1𝑡 + 𝜙vp −
2𝜋
3 ) + 𝑉n cos(𝜔1𝑡 + 𝜙vn +

2𝜋
3 )

𝑣c(𝑡) = 𝑉p cos(𝜔1𝑡 + 𝜙vp −
4𝜋
3 ) + 𝑉n cos(𝜔1𝑡 + 𝜙vn +

4𝜋
3 )

(2.1)

2.2.1 Method 1: Direct tracking of 𝜃1–
Fig. 2.1 shows the schematic of method 1 (M1). This method uses two separate SRF-PLLs,
one for tracking the positive sequence and one for the negative sequence. The logic behind
this design is to try to make the PLL symmetrical. This method is called direct tracking
since it uses a SRF-PLL to directly track the negative sequence. The phase angle obtained
by this SRF-PLL, 𝜃PLL–, is used within the decoupling network of the DDSRF-PLL, which
means that, in steady state, the negative-sequence frame in the decoupling network rotates
perfectly with 𝜃1– = −𝜔1𝑡 − 𝜙vn. Thus, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉fildq- has, in steady state, 𝑉n in the 𝑑 channel and
0 in the 𝑞 channel.

Usually, the nominal voltage (𝑉nom) is used for designing the parameters for the positive-
sequence SRF-PLL (details in Appendix A). The input to the negative-sequence SRF-PLL,
however, varies a lot, since 𝑉n ranges from being very low in normal operating conditions
to being very high during certain faults. For minimizing this effect, normalization can be
performed as:

𝑉normq– =
𝑉decq–

√(𝑉decd– )2 + (𝑉decq– )2
. (2.2)

Thus, if𝑉normq– is multiplied by𝑉nom, the same PLL constants can be used for the positive-
and negative-sequence SRF-PLL.

2Note that, in a three-phase system, it is mathematically equivalent to analyse a three-phase signal in the positive
sequence with a negative frequency (𝑓 < 0) to analysing a three-phase signal with positive frequency (𝑓 > 0) in
the negative sequence. Also, if the voltage is expressed as a space vector in the 𝛼𝛽-frame, the negative-sequence
vector rotates at −𝜔1𝑡 − 𝜙vn.
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Figure 2.1: Method 1 (M1) for DDSRF-PLL implementation: Direct tracking of negative-sequence voltage phase-
angle.

2.2.2 Method 2: Indirect tracking of 𝜃1–
The schematic of method 2 (M2) is shown in Fig. 2.2. This method uses only a positive-
sequence SRF-PLL, and uses the phase-angle it creates, 𝜃PLL+ in all the decoupling network
transformations. This means that, in steady state, the negative-sequence frame in the decou-
pling network does not rotate with 𝜃1– = −𝜔1𝑡−𝜙vn, but rather with−𝜃1+ = −𝜔1𝑡−𝜙vp.
When representing the negative-sequence voltage in such a frame, the space vector has the
form 𝑉n𝑒𝑗(𝜙vp−𝜙vn). Note that, unless 𝜙vp = 𝜙vn, the signal that serves as input to the
𝑎𝑡𝑎𝑛2 function does not have a 𝑞 channel equal to 0. Therefore, the output of the 𝑎𝑡𝑎𝑛2
function in Fig. 2.2 is, in steady state, equal to 𝜙vp −𝜙vn. The 𝜃PLL–, then, can be obtained
by subtracting 𝜃PLL+ from the output of the 𝑎𝑡𝑎𝑛2 function.

This method is the traditional DDSRF-PLL shown in [137] but with additional blocks to
calculate 𝜃PLL– and 𝑉n. This method is called indirect tracking since it only tracks directly
the positive-sequence phase angle, while the negative-sequence phase angle is derived from
the signals in the network.

2.3 LTPmodel of method 1

In this thesis, the 𝑑𝑞 frame rotating with 𝜃1+ is called ideal positive-sequence 𝑑𝑞 frame
whereas the non-ideal one rotates at 𝜃PLL+. Similarly occurs for the negative sequence. In
order to derive the model, the first step is to analyse the rotational transformations shown in
Fig. 2.1. This is explained in detail in [J1]. As an example, if the phase-angle error is con-
sidered sufficiently small, the impact of the phase-angle error in one of the transformations
in Fig. 2.1 is given by:
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Figure 2.2: Method 2 (M2) for DDSRF-PLL implementation: Indirect tracking of negative-sequence voltage
phase-angle.

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉nonidealdq+ = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗Δ𝜃1+ ≈ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+(1 − 𝑗Δ𝜃1+)
= ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ − 𝑗𝑉pΔ𝜃1+ − 𝑗𝑉n𝑒−𝑗(2𝜔1𝑡+𝜙vp+𝜙vn)Δ𝜃1+.

(2.3)

Taking into account all transformations, it can be found:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq+ = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ − 𝑗𝑉pΔ𝜃1+ − 𝑗𝑉n𝑒−𝑗(𝜙vp+𝜙vn)Δ𝜃1–𝑒−𝑗2𝜔1𝑡) (2.4)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– − 𝑗𝑉nΔ𝜃1– − 𝑗𝑉p𝑒+𝑗(𝜙vp+𝜙vn)Δ𝜃1+𝑒+𝑗2𝜔1𝑡) (2.5)

where
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) =

1 − 𝐹(𝑠 + 𝑗2𝜔1)
1 − 𝐹(𝑠)𝐹(𝑠 + 𝑗2𝜔1)

. (2.6)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) only depends on one parameter, 𝜔f, which is usually set as 𝜔f = 𝐾𝜔1. The
effect of 𝐾 is analysed later in this chapter. ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) has a real and an imaginary part as
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) = 𝐺re(𝑠) + 𝑗𝐺im(𝑠) defined as:

𝐺re(𝑠) =
(𝑠 + 𝜔f)(𝑠3 + 2𝜔f𝑠2 + 4𝜔12𝑠 + 4𝜔f𝜔12)

𝑠4 + 4𝜔f𝑠3 + 4(𝜔12 + 𝜔f
2)𝑠2 + 8𝜔12𝜔f𝑠 + 4𝜔12𝜔f

2 (2.7)

𝐺im(𝑠) =
2𝜔1𝜔f𝑠2 + 2𝜔1𝜔f

2𝑠
𝑠4 + 4𝜔f𝑠3 + 4(𝜔12 + 𝜔f

2)𝑠2 + 8𝜔12𝜔f𝑠 + 4𝜔12𝜔f
2 . (2.8)
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Additionally, if it is defined 𝐻PLL+(𝑠) = [𝐾pPLL+ +
𝐾iPLL+
𝑠 ]1𝑠 (and similarly for the

negative sequence) from the schematic in Fig. 2.1, it is straightforward to find3:

Δ𝜃1+ = 𝑉decq+ 𝐻PLL+(𝑠) =
1
2𝑗 (
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq+ − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉dec*dq+ )𝐻PLL+(𝑠) (2.9)

Δ𝜃1– = 𝑉decq– 𝐻PLL–(𝑠) =
1
2𝑗 (
⃗⃗⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉dec*dq– )𝐻PLL–(𝑠). (2.10)

Combining (2.9) and (2.10) with (2.4) and (2.5) is not simple since both (2.4) and (2.5)
depend on both Δ𝜃1+ and Δ𝜃1–. The procedure is not included here for brevity, but it is
explained in [J1].

2.3.1 Positive‑sequence phase‑angle model
When combining these expressions, it can be found for the positive sequence:

Δ𝜃1+ = ⃗⃗⃗⃗⃗𝑇5[⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗𝑇1 − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗⃗⃗⃗𝑇∗1 + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒−𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇3
−⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒+𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗3 + Δ𝜃1+𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗𝑇4 − Δ𝜃1+𝑒+𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗4 ]

(2.11)

where ⃗⃗ ⃗⃗𝑇1–⃗⃗⃗⃗⃗𝑇5 are complex transfer functions defined in [J1]. The expression (2.11)
clearly reveals the LTP dynamics of the PLL. If the voltage (in the positive 𝑑𝑞 frame) has
a component at a frequency 𝜔, then the Δ𝜃1+ will have the components4 ±𝜔, which in turn
will create in a feedback loop through ⃗⃗ ⃗⃗𝑇4 and ⃗⃗⃗⃗⃗𝑇∗4 the frequencies±𝜔±4𝜔1. Note that this is
a theoretically infinite procedure, in which ±𝜔± 4𝜔1 will create also a new frequencies at
±𝜔±8𝜔1; etc. In Fig. 2.3 the main frequency paths (i.e., at the frequencies±𝜔,±𝜔±4𝜔1)
are shown.

If other frequency components are neglected (this is further discussed in Section 2.10),
then the following equations are obtained:

Δ𝜃1+|𝜔+4𝜔1 = ( − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇3
∗
− Δ𝜃1+|𝜔𝑒𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗4 )⃗⃗⃗⃗⃗𝑇5

Δ𝜃1+|𝜔−4𝜔1 = Δ𝜃1+|𝜔𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗𝑇4 ⃗⃗⃗⃗⃗𝑇5
Δ𝜃1+|𝜔 = (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗𝑇1 + Δ𝜃1+|𝜔+4𝜔1𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗𝑇4 − Δ𝜃1+|𝜔−4𝜔1𝑒𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗4 )⃗⃗⃗⃗⃗𝑇5

(2.12)

Similarly, for the conjugate frequencies, another set of three equations that are related
to each other can be obtained:

Δ𝜃1+|−𝜔−4𝜔1 = (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒−𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇3 + Δ𝜃1+|−𝜔𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗𝑇4)⃗⃗⃗⃗⃗𝑇5
Δ𝜃1+|−𝜔+4𝜔1 = −Δ𝜃1+|−𝜔𝑒+𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗⃗⃗⃗𝑇5

Δ𝜃1+|−𝜔 = ( − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗⃗⃗⃗𝑇∗1 + Δ𝜃1+|−𝜔+4𝜔1𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗𝑇4 − Δ𝜃1+|−𝜔−4𝜔1𝑒𝑗4𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗4 )⃗⃗⃗⃗⃗𝑇5
(2.13)

3The normalization block is ignored for now but it is included later.
4As an example, a component𝐴𝑐𝑜𝑠(𝜔𝑡) inΔ𝜃1+ can be represented in space vector form as 𝐴2 𝑒

𝑗𝜔𝑡+ 𝐴
2 𝑒

−𝑗𝜔𝑡.
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Figure 2.3: Schematic of equation (2.11), which clearly reveals the LTP dynamics of the PLL.

Solving for the direct path (at frequency 𝜔) leads to:

Δ𝜃1+|𝜔 = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ (2.14)

with

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠) =
⃗⃗ ⃗⃗𝑇1 ⃗⃗⃗⃗⃗𝑇5 − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇∗3(𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗𝑇4 ⃗⃗⃗⃗⃗𝑇5

1 + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇∗4 (𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗𝑇4 ⃗⃗⃗⃗⃗𝑇5 + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇4(𝑠 − 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 − 𝑗4𝜔1)⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗⃗⃗⃗𝑇5
.

(2.15)
Solving the equations in (2.13) for Δ𝜃1+|−𝜔 leads to:

Δ𝜃1+|−𝜔 = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ (2.16)

with

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠) =
−⃗⃗⃗⃗⃗𝑇∗1 ⃗⃗⃗⃗⃗𝑇5 − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇3(𝑠 − 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 − 𝑗4𝜔1)⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗⃗⃗⃗𝑇5

1 + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇∗4 (𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 + 𝑗4𝜔1)⃗⃗ ⃗⃗𝑇4 ⃗⃗⃗⃗⃗𝑇5 + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇4(𝑠 − 𝑗4𝜔1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇5(𝑠 − 𝑗4𝜔1)⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗⃗⃗⃗𝑇5
.

(2.17)
The other frequencies in Δ𝜃1+ can be solved now:
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Δ𝜃1+|𝜔+4𝜔1 = ( − ⃗⃗⃗⃗⃗𝑇∗3 − ⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+(𝑠 − 𝑗4𝜔1))⃗⃗⃗⃗⃗𝑇5⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡

Δ𝜃1+|−𝜔−4𝜔1 = (⃗⃗⃗⃗⃗𝑇3 + ⃗⃗⃗⃗𝑇4 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+(𝑠 + 𝑗4𝜔1))⃗⃗⃗⃗⃗𝑇5⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒−𝑗4𝜔1𝑡

Δ𝜃1+|𝜔−4𝜔1 = ⃗⃗⃗⃗𝑇4 ⃗⃗⃗⃗⃗𝑇5 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+(𝑠 + 𝑗4𝜔1)⏝⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏝
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡

Δ𝜃1+|−𝜔+4𝜔1 = − ⃗⃗⃗⃗⃗𝑇∗4 ⃗⃗⃗⃗⃗𝑇5 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+(𝑠 − 𝑗4𝜔1)⏝⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏝
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒𝑗4𝜔1𝑡

(2.18)

Thus, the final model for the positive-sequence phase-angle is shown in (2.19).

Δ𝜃1+ ≈ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+
+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+

+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+

(2.19)

(2.19) uses an approximate sign, since in reality there are an infinite number of couplings
in the PLL. Here, only the first round of couplings is shown. The question as to how many
couplingsmust be included in themodel is answered in Section 2.10.6. Also, it can be shown
that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL1+(𝑠), ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL3+(𝑠) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL5+(𝑠).

2.3.2 Negative‑sequence phase‑angle model
The final model for the negative-sequence phase-angle can be similarly derived and it is
shown in (2.20).

Δ𝜃1– ≈ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–
+⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3– + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒−𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–
+⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5– + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6–

(2.20)

It can be shown that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL1–(𝑠), that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL3–(𝑠) and that
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6–(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL5–(𝑠).

2.3.3 Including normalization
For including the normalization block shown in Fig. 2.1, it is necessary to linearise (2.2)
through a Taylor series expansion (around the steady-state point (𝑉n, 0)). The result is:

𝑉normq– ≈
𝑉decq–

𝑉n
. (2.21)

Thus, for including the normalization block, the only step is to substitute 𝐻PLL–(𝑠) by
𝑉nom𝐻PLL–(𝑠)

𝑉n
in all equations.
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2.4 LTI model of method 1

For developing the LTI model, the time-varying coefficients are ignored. In method 1, this
means that (2.4) and (2.5) become:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq+ = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ − 𝑗𝑉pΔ𝜃1+) (2.22)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– − 𝑗𝑉nΔ𝜃1–) (2.23)

Combining these expressions with (2.9) and (2.10) is straightforward, and leads to the
model in (2.24) and (2.25).

Δ𝜃1+ = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+LTI
Δ𝜃1– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2–LTI (2.24)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI =
𝐻PLL+(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠)

2𝑗(1 + 𝑉p𝐻PLL+(𝑠)𝐺re(𝑠))

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI =
𝐻PLL–(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)

2𝑗(1 + 𝑉n𝐻PLL–(𝑠)𝐺re(𝑠))

(2.25)

In this case, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+LTI = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL1+LTI, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2–LTI = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL1–LTI. For including the
normalization block, the same steps as explained for the LTP model (Section 2.3.3) should
be taken.

2.5 LTPmodel of method 2

In a similar process as it is done with the method 1, the following equations can be obtained
for the method 2:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq+ = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ − 𝑗𝑉pΔ𝜃1+ + 𝑗𝑉n𝑒−𝑗(𝜙vp+𝜙vn)Δ𝜃1+𝑒−𝑗2𝜔1𝑡) (2.26)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)𝑒+𝑗(𝜙vp−𝜙vn)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– + 𝑗𝑉nΔ𝜃1+ − 𝑗𝑉p𝑒+𝑗(𝜙vp+𝜙vn)Δ𝜃1+𝑒+𝑗2𝜔1𝑡) (2.27)

In this case, Δ𝜃1– does not appear in (2.26) nor in (2.27), since the decoupling network
only uses 𝜃PLL+. In (2.27) there is a new term, 𝑒+𝑗(𝜙vp−𝜙vn), that does not appear in the
equations of M1. This term is here because, in M2, the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– is a signal that ideally rotates
with −𝜃1+ = −𝜔1𝑡 − 𝜙vp, instead of rotating with 𝜃1– = −𝜔1𝑡 − 𝜙vn as in method 1.
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2.5.1 Positive‑sequence phase‑angle model

The expression (2.26) can be used in (2.9). Operating leads to:

Δ𝜃1+ = ⃗⃗⃗⃗⃗𝑇6[⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)
+Δ𝜃1+𝑒+𝑗2𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇7 − Δ𝜃1+𝑒−𝑗2𝜔1𝑡 ⃗⃗⃗⃗⃗𝑇∗7 ].

(2.28)

where ⃗⃗⃗⃗⃗𝑇6 and ⃗⃗⃗⃗⃗𝑇7 are defined in [J1]. Similarly as with method 1, the expression (2.28)
reveals LTP dynamics, although this time they are dependent on ±2𝜔1 instead of ±4𝜔1.
Performing similar operations and schematics as with method 1, the following LTP model
can be obtained:

Δ𝜃1+ ≈ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+
+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗2𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗2𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+

+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗2𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗2𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+

(2.29)

2.5.2 Negative‑sequence phase‑angle model

Here, it is necessary to linearise 𝑎𝑡𝑎𝑛(𝑉
fil
q–
𝑉fild–
) around the steady-state operating point defined

by (ℑ{𝑉n𝑒+𝑗(𝜙vp−𝜙vn)}, ℜ{𝑉n𝑒+𝑗(𝜙vp−𝜙vn)}). This results in:

𝑎𝑡𝑎𝑛(
𝑉filq–
𝑉fild–

) ≈ 𝜙vp − 𝜙vn +
(𝑒+𝑗(𝜙vp−𝜙vn) + 𝑒−𝑗(𝜙vp−𝜙vn))

2𝑉n
𝑉filq–

−(𝑒
+𝑗(𝜙vp−𝜙vn) − 𝑒−𝑗(𝜙vp−𝜙vn))

𝑗2𝑉n
𝑉fild–.

(2.30)

Since 𝜃PLL– = −𝜃PLL+ +𝑎𝑡𝑎𝑛(
𝑉filq–
𝑉fild–
), and also 𝜃PLL+ = 𝜔1𝑡 + 𝜙vp +Δ𝜃1+ and 𝜃PLL– =

−𝜔1𝑡 − 𝜙vn + Δ𝜃1–, then:

Δ𝜃1– = −Δ𝜃1+ +
(𝑒+𝑗(𝜙vp−𝜙vn) + 𝑒−𝑗(𝜙vp−𝜙vn))

2𝑉n
𝑉filq– −

(𝑒+𝑗(𝜙vp−𝜙vn) − 𝑒−𝑗(𝜙vp−𝜙vn))
𝑗2𝑉n

𝑉fild–.
(2.31)

Knowing that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉fildq– = 𝐹(𝑠)⃗⃗⃗⃗⃗⃗ ⃗⃗⃗𝑉decdq–, the terms 𝑉fild– and 𝑉filq– can be derived from (2.27), while
Δ𝜃1+ is shown in (2.29). The final LTP model for Δ𝜃1– for method 2 is:

Δ𝜃1– ≈ ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–
+⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒−𝑗2𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3– + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒−𝑗2𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–
+⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒+𝑗2𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5– + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒+𝑗2𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6–

(2.32)
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2.6 LTI model of method 2
In here, the time-varying coefficients are ignored. Thus, (2.26) and (2.27) become:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq+ = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ − 𝑗𝑉pΔ𝜃1+) (2.33)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉decdq– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)𝑒+𝑗(𝜙vp−𝜙vn)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– + 𝑗𝑉nΔ𝜃1+) (2.34)

Since (2.33) is the same as (2.22), the LTI model of Δ𝜃1+ is the same in method 2 as in
method 1. For Δ𝜃1–, knowing that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉fildq– = 𝐹(𝑠)⃗⃗⃗⃗⃗⃗ ⃗⃗⃗𝑉decdq–, it is necessary to use (2.34) in (2.31)
and, ignoring oscillating terms, the LTI model results in:

Δ𝜃1– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq– ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2–LTI (2.35)

where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2–LTI = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL1–LTI and

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI =
1
2𝑗𝑉n

(𝐹(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)). (2.36)

2.7 Comparison of LTP model in this thesis with other LTP
models

The LTP models presented in this chapter are slightly different from others in the literature.
A generic LTP model is shown below [25,138,139]:

⎡
⎢
⎢
⎢
⎣

⋮
𝑌(𝑠 + 𝑗𝜔0)
𝑌(𝑠)

𝑌(𝑠 − 𝑗𝜔0)
⋮

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

⋱ ⋮ ⋮ ⋮
⋯ 𝐻0(𝑠 − 𝑗𝜔0) 𝐻−1(𝑠) 𝐻−2(𝑠 + 𝑗𝜔0) ⋯
⋯ 𝐻1(𝑠 − 𝑗𝜔0) 𝐻0(𝑠) 𝐻−1(𝑠 + 𝑗𝜔0) ⋯
⋯ 𝐻2(𝑠 − 𝑗𝜔0) 𝐻1(𝑠) 𝐻0(𝑠 + 𝑗𝜔0) ⋯

⋮ ⋮ ⋮ ⋱

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎣

⋮
𝑈(𝑠 + 𝑗𝜔0)
𝑈(𝑠)

𝑈(𝑠 − 𝑗𝜔0)
⋮

⎤
⎥
⎥
⎥
⎦

(2.37)

where𝜔0 is the fundamental frequency of the input and output. Note thatℒ{𝑢(𝑡)𝑒𝑗𝜔0𝑡} =
𝑈(𝑠 − 𝑗𝜔0). When modelling a converter 𝜔0 can be equal to, for example, the voltage fun-
damental frequency𝜔1 [25,138], or it can be equal to 2𝜔1 if only the harmonics created due
to the LTP dynamics of a SRF-PLL are to be included in the model [139]. When modelling
only the PLL, several papers [126–128,132] model an 𝜔0 = 2𝜔1.

In any case, in a generic model, each of the elements in the input vector and the output
vector is a harmonic. Thus, 𝐻0(𝑠 − 𝑗𝜔0) and 𝐻0(𝑠 + 𝑗𝜔0) are the transfer functions from
two harmonics in the input (𝑈(𝑠+𝑗𝜔0) and 𝑈(𝑠−𝑗𝜔0)) to the two harmonics in the output
at their same frequencies (𝑌(𝑠+𝑗𝜔0) and 𝑌(𝑠−𝑗𝜔0)). In this sense, the Harmonic Transfer
Function (HTF) shown above is a MIMO model that relates the Fourier coefficients of the
input to those of the output.

When developing the LTP model as a relationship between Fourier coefficients, it is
necessary to have to separate the 𝑑 and 𝑞 components in the voltage:
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⎡
⎢
⎢
⎢
⎣

⋮
Δ𝜃1+(𝑠 + 𝑗𝜔0)
Δ𝜃1+(𝑠)

Δ𝜃1+(𝑠 − 𝑗𝜔0)
⋮

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

⋱ ⋮ ⋮ ⋮ ⋮
⋯ 𝐻0,𝑞(𝑠 − 𝑗𝜔0) 𝐻−1,𝑑(𝑠) 𝐻−1,𝑞(𝑠) 𝐻−2,𝑑(𝑠 + 𝑗𝜔0) ⋯
⋯ 𝐻1,𝑞(𝑠 − 𝑗𝜔0) 𝐻0,𝑑(𝑠) 𝐻0,𝑑(𝑠) 𝐻−1,𝑑(𝑠 + 𝑗𝜔0) ⋯
⋯ 𝐻2,𝑞(𝑠 − 𝑗𝜔0) 𝐻1,𝑑(𝑠) 𝐻1,𝑞(𝑠) 𝐻0,𝑑(𝑠 + 𝑗𝜔0) ⋯

⋮ ⋮ ⋮ ⋮ ⋱

⎤
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

⋮
𝑉𝑞(𝑠 + 𝑗𝜔0)
𝑉𝑑(𝑠)
𝑉𝑞(𝑠)

𝑉𝑑(𝑠 − 𝑗𝜔0)
⋮

⎤
⎥
⎥
⎥
⎥
⎦

(2.38)
In the model in (2.37), the middle column is very relevant (or, in (2.38), the middle

two columns). The middle column […𝐻−1(𝑠), 𝐻0(𝑠), 𝐻1(𝑠)… ] represents the transfer from
𝑈(𝑠) to all output frequencies. All the other columns hold the same information as the
middle column, but frequency-shifted and re-arranged.

The model in this thesis is different: all the information of the model is contained in
the first row (i.e., in (2.19)), and the other rows contain the same information but frequency
shifted and re-arranged. Also, the voltage ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ in (2.43), contains all the harmonics.
This makes the interpretation of the model similar to such of an LTI model. Imagine an
LTI model as: 𝑌(𝑠) = 𝑇𝐹(𝑠)𝑈(𝑠). If the input 𝑈(𝑠) has two harmonics (e.g. 100Hz
and 200Hz), the output has two harmonics, and the transfer function needs to be evaluated
at those two frequencies: 𝑌|100Hz = 𝑇𝐹(𝑠 = 𝑗2𝜋100)𝑈|100Hz and 𝑌|200Hz = 𝑇𝐹(𝑠 =
𝑗2𝜋200)𝑈|200Hz. The variable 𝑈(𝑠) serves to represent all the harmonics in the input.

With the LTP model in this thesis, the procedure is similar. If the voltage has two fre-
quencies (e.g., 100Hz and 200Hz) then the output has, through ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+, two frequencies:
𝑌|100Hz = 𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋100)𝑈|100Hz and 𝑌|200Hz = 𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋200)𝑈|200Hz.
Thus, the LTP model in this thesis, can be interpreted exactly like an LTI model except
that it also shows the couplings. In the example here, the couplings show that the output
also has other frequency components, e.g.,: 𝑌|300Hz = 𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋300)𝑈|100Hz and
𝑌|400Hz = 𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋400)𝑈|200Hz. In this sense, even the generic LTP model
in (2.37) can be interpreted in this way: 𝑈(𝑠) has all the harmonics and the important infor-
mation lies in the middle column of the HTF.

Thus, the interpretation of the input and output vectors (whether they contain one har-
monic or several) is not relevant. The relevant difference is that the input and output of
the model in this thesis are space vectors related by complex transfer functions, whereas
in (2.37) the input and output are Fourier coefficients related by real transfer functions.
However, there is an equivalence in between the two types of transfer functions. One ex-
ample of the equivalences is:

𝐻0,𝑑(𝑠) = 2ℜ{⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠)} = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠) + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠)

𝐻0,𝑞(𝑠) = −2ℑ{⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠)} =
1
−𝑗(

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠) − ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠))
(2.39)

Thus, the HTF matrix in this thesis is a linear combination of the HTF matrix of the type
shown in (2.38). Therefore, the HTF matrix in this thesis has the same stability properties
and the same theorems apply to it as if it would have been represented as (2.38). Nonetheless,
it was considered in this thesis that it wasmore practical tomodel the HTFwith space vectors
instead of Fourier coefficients, because then the integration with the rest of the converter
model is direct, and notions such as the sequence of the input voltage are maintained.
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2.8 Veriϐication of LTI and LTPmodels

2.8.1 Time domain veriϐication
The models are verified with time-domain simulations. The PLL parameters in Appendix A
are used, and also 𝐾 = 1/√2. Three tests are performed:

• Test 1: From a steady-state operating point with 𝑉n = 5%, 𝑉n is increased 10% of its
value (small-signal perturbation).

• Test 2: From a steady-state operating point with 𝑉n = 60%, 𝑉n is increased 10% of
its value (small-signal perturbation).

• Test 3: From a steady-state operating point with 𝑉n = 5%, 𝑉n is increased until
𝑉n = 60% (large-signal perturbation).

The results for the DDSRF-PLL method 1 are shown in Fig. 2.4. It can be seen that, for
small-signal perturbations (Test 1 and Test 2), the LTI model fails to predict the oscillations
that appear in the phase angles. As a consequence, the LTI model predicts a much cleaner
and stable response than what the simulations show. The LTP model, however, perfectly
predicts the trend for small-signal perturbations.

In the test 3, where there is a large-signal perturbation, the LTI model again is inaccurate.
For the LTP model, the positive-sequence phase-angle transient is perfectly predicted, but
not the negative-sequence phase-angle. This is due to the fact that, in this method 1 andwhen
using normalization, the dynamics of the PLL when tracking the positive or negative phase
angle do not depend on 𝑉n (i.e., the location of the poles do not vary with 𝑉n). However,
the gain of the system when tracking 𝜃1– does vary with 𝑉n5. Therefore, the LTP model
predicts correctly the oscillations in Δ𝜃1+ and Δ𝜃1–, but in Δ𝜃1– they are wrongly scaled. In
any case, this test shows that, even if periodic, the LTP model is still small-signal.

The results for the DDSRF-PLL method 2 are shown in Fig. 2.5. The results of Test 1
show that the LTI model can predict the transient of a small-signal perturbation if 𝑉n is low
(at least for Δ𝜃1+). However, if 𝑉n is increased (Test 2), the LTI model is no longer small-
signal accurate. Just like in method 1, the LTI model underestimates the oscillations in the
system. In contrast, the LTP model follows the transient after a small-signal perturbation
no matter the imbalance level. With respect to Test 3, both models are inaccurate since both
models are linearised.

2.8.2 Frequency domain veriϐication
In this section, different frequency sweeps are performed for different 𝑉n levels. The results
are shown in Fig. 2.6 (method 1). Certain transfer functions are not shown since they are
conjugates of the transfer functions displayed. The figure shows that the LTP model is
perfectly accurate for different levels of voltage imbalance, while the LTI model does not
have a perfect overlap with the frequency scan. Also, the LTImodel only appears in the plots
for ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– since the LTI model does not anticipate the existence of couplings.
The model for method 2 is also verified (Fig. 2.7). Both figures use the PLL parameters in
Appendix A.

5This is demonstrated in Section 2.12.
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Figure 2.4: Verification of LTI and LTP models for the DDSRF-PLL method 1 in the time domain. On the left,
how the PLL tracks the positive-sequence phase angle; and on the right, the negative-sequence phase angle.
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Figure 2.5: Verification of LTI and LTP models for the DDSRF-PLL method 2 in the time domain. On the left,
how the PLL tracks the positive-sequence phase angle; and on the right, the negative-sequence phase angle.

45



Chapter 2. Harmonic Stability: Part 1 – PLL Modelling and Analysis

-300 -200 -100 0 100 200 300
0

0.005

0.01
M

ag
n
it

u
d
e 

(a
b
s)

TF
PLL1+

(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

-100

0

100

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

LTI Vn = 5 %
Sim Vn = 5 %

LTP Vn = 20 %

LTI Vn = 20 %
Sim Vn = 20 %

LTP Vn = 40 %
LTI Vn = 40 %

Sim Vn = 40 %

-300 -200 -100 0 100 200 300
0

0.05

0.1

0.15

0.2

M
ag

n
it

u
d
e 

(a
b
s)

TF
PLL1-

(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

0

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

LTI Vn = 5 %
Sim Vn = 5 %

LTP Vn = 20 %

LTI Vn = 20 %
Sim Vn = 20 %

LTP Vn = 40 %
LTI Vn = 40 %

Sim Vn = 40 %

-300 -200 -100 0 100 200 300
0

1

2

3

4

M
ag

n
it

u
d
e 

(a
b
s)

10
-3 TF

PLL3+
(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

-100

0

100

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

Sim Vn = 5 %
LTP Vn = 20 %

Sim Vn = 20 %
LTP Vn = 40 %

Sim Vn = 40 %

-300 -200 -100 0 100 200 300
0

0.05

0.1
M

ag
n
it

u
d
e 

(a
b
s)

TF
PLL3-

(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

-100

0

100

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

Sim Vn = 5 %
LTP Vn = 20 %

Sim Vn = 20 %
LTP Vn = 40 %

Sim Vn = 40 %

-300 -200 -100 0 100 200 300
0

2

4

6

M
ag

n
it

u
d
e 

(a
b
s)

10
-4 TF

PLL5+
(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

0

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

Sim Vn = 5 %
LTP Vn = 20 %

Sim Vn = 20 %
LTP Vn = 40 %

Sim Vn = 40 %

-300 -200 -100 0 100 200 300
0

0.005

0.01

M
ag

n
it

u
d
e 

(a
b
s)

TF
PLL5-

(s)

-300 -200 -100 0 100 200 300

Frequency (Hz)

-200

-100

0

100

200

P
h
as

e 
(d

eg
)

LTP Vn = 5 %

Sim Vn = 5 %
LTP Vn = 20 %

Sim Vn = 20 %
LTP Vn = 40 %

Sim Vn = 40 %

Figure 2.6: Verification of LTI and LTP models for the DDSRF-PLL method 1 in frequency domain. On the left
and right, transfer functions related to the positive-sequence and negative-sequence phase angle, respectively.
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Figure 2.7: Verification of LTI and LTP models for the DDSRF-PLL method 2 in frequency domain. On the left
and right, transfer functions related to the positive-sequence and negative-sequence phase angle, respectively.
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2.9 Differences between the LTI and LTPmodels

When comparing the LTI and LTP model equations (for example, for the DDSRF-PLL
method 1, the positive-sequence phase-angle equations would be (2.19) and (2.24)), it ap-
pears as if the only difference between the LTI and LTPmodel is that the LTPmodel predicts
the couplings, while the LTI model does not. However, this is not the main difference.

For illustration purposes, the time-domain Test 1 results for method 1 are analysed in
detail (i.e., Fig. 2.4 a) is further discussed). Fig. 2.8 shows the decomposition of the time-
domain response of the LTP model, according to the contribution to the total response by
each of its transfer functions. The black dotted line in Fig. 2.8 corresponds to the LTP line
shown in Fig. 2.4 a). As it can be seen, the coupling transfer functions contribute to the
response; however, the biggest contribution comes from ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+, and in fact,
the total response of the LTP model (summing the responses of all transfer functions) is
relatively similar to the response that the model would give if only ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+
would be considered.

Further, it is important to notice that the response given by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ is not
at all similar to such given by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+LTI, which is shown in Fig. 2.4 a)
(under the label LTI model). This is due to the fact that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ are very
different transfer functions than ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+LTI. This can be seen in the fact
that the expression for ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ (shown in (2.15)) is very different from the expression for
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI (shown in (2.25)). The transfer functions are different, and therefore they have
different poles and stability properties. Therefore, the main difference between the LTI and
LTP models is not that the LTP model predicts the couplings but that, through ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+, the LTP model is able to predict important oscillatory behaviour that appears in
the PLL in the presence of imbalance. Similar conclusions can be obtained by analysing in
detail the time-domain waveforms of different tests, or when considering the DDSRF-PLL
method 2.

2.10 Comparison of LTI and LTPmodels for stability studies

2.10.1 Procedure for stability analysis with the LTI model
The LTI and LTP models have two subsystems: one for the positive sequence and one for
the negative sequence. In method 1, the LTI model for the positive sequence can be written
as (2.40) and for the negative sequence as (2.41). 𝑀LTI1+ is a 2x2 complex transfer function
matrix derived from (2.24). 𝑀LTI1+ is shown in (2.42). 𝑀LTI1– can be found analogously.

[Δ𝜃1+Δ𝜃∗1+
] = [𝑀LTI1+]2𝑥2 [

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+

] (2.40)

[Δ𝜃1–Δ𝜃∗1–
] = [𝑀LTI1–]2𝑥2 [

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq–

] (2.41)

𝑀LTI1+ = [
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+LTI(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+LTI(𝑠)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL2+LTI(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL1+LTI(𝑠)

] (2.42)
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Figure 2.8: Decomposition of LTP model response (M1, Test 1).

According to multivariable stability theory, in order to evaluate the stability with a
MIMO LTI model, the MIMO poles of𝑀LTI1+ and𝑀LTI1– need to be found, and all should
lay in the Left Half Plane (LHP) [140].6

2.10.2 Procedure for stability analysis with the LTPmodel
In the LTP model, the positive and negative sequence subsystems are shown in (2.43)
and (2.44), respectively. 𝑀LTP1+ is a complex transfer function matrix derived from (2.19).
The resulting matrix is (2.45). 𝑀LTP1– can be found analogously.

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Δ𝜃1+
Δ𝜃∗1+

Δ𝜃1+𝑒+𝑗4𝜔1𝑡
Δ𝜃∗1+𝑒−𝑗4𝜔1𝑡
Δ𝜃1+𝑒−𝑗4𝜔1𝑡
Δ𝜃∗1+𝑒+𝑗4𝜔1𝑡

⎤
⎥
⎥
⎥
⎥
⎥
⎦

= [𝑀LTP1+]6𝑥6

⎡
⎢
⎢
⎢
⎢
⎢
⎣

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒+𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒−𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+𝑒+𝑗4𝜔1𝑡

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.43)

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Δ𝜃1–
Δ𝜃∗1–

Δ𝜃1–𝑒−𝑗4𝜔1𝑡
Δ𝜃∗1–𝑒+𝑗4𝜔1𝑡
Δ𝜃1–𝑒+𝑗4𝜔1𝑡
Δ𝜃∗1–𝑒−𝑗4𝜔1𝑡

⎤
⎥
⎥
⎥
⎥
⎥
⎦

= [𝑀LTP1–]6𝑥6

⎡
⎢
⎢
⎢
⎢
⎢
⎣

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq–

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒−𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq–𝑒+𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq–𝑒+𝑗4𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq–𝑒−𝑗4𝜔1𝑡

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.44)

6In aMIMOLTI system, there are twomainways of calculating the poles. The first one is to calculate the Smith-
McMillan form of the transfer function matrix, a canonical form in which the poles are directly accessible [140].
Another option is to plot together all the poles of each individual transfer function in the matrix. This option gives
the correct placement of the MIMO poles, although the multiplicities of the poles are unknown. The second option
is used in this thesis since the computations are faster, and since the multiplicities of the poles are not relevant (i.e.,
it is not important to know the number of poles in the RHP, but only whether there is any pole there).

49



Chapter 2. Harmonic Stability: Part 1 – PLL Modelling and Analysis

⎡
⎢
⎢
⎢
⎢
⎢
⎣

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+(𝑠)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL2+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL1+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL4+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL3+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL6+(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL5+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 − 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL4+(𝑠 − 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+(𝑠 − 𝑗4𝜔1) 0 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+(𝑠 − 𝑗4𝜔1)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL4+(𝑠 + 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL5+(𝑠 + 𝑗4𝜔1) 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL1+(𝑠 + 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL2+(𝑠 + 𝑗4𝜔1) 0
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 + 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL6+(𝑠 + 𝑗4𝜔1) 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+(𝑠 + 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+(𝑠 + 𝑗4𝜔1) 0
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL6+(𝑠 − 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL3+(𝑠 − 𝑗4𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL2+(𝑠 − 𝑗4𝜔1) 0 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹∗PLL1+(𝑠 − 𝑗4𝜔1)

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.45)
The𝑀LTP1+ and𝑀LTP1– shown in (2.43) and (2.44) are the HTF matrices of the system,

and are 6x6. In reality, when an LTP system is represented in the frequency domain, the
system (i.e., the HTF matrix) has an infinite order [134]. In here, the HTF matrix is 6x6
because only the first round of couplings are considered. 𝑀LTP1+ could be 2x2 if this round
of couplings was ignored (considering ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+–⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+ negligible). Alternatively,𝑀LTP1+
could be higher order than 6x6 if the second or more rounds of couplings are considered. A
question arises as to what is the appropriate order to model. The issue of model truncation
is explained subsequently.

Formally, the poles of an LTP system are the locations in the complex 𝑠-plane where
the HTF is not analytic [141]. According to [141], the LTP poles appear in different strips.
The horizontal strip confined by 𝑦 = 𝜔p/2 and 𝑦 = −𝜔p/2 (with 𝜔p being the pumping
frequency of the LTP system; i.e., 4𝜔1 in M1 and 2𝜔1 in M2) is called the fundamental
strip. The poles that appear in this strip are then reflected to other strips (i.e., complementary
strips) in such a way that only the imaginary part of the poles change, but not the real part.
This is illustrated in Fig. 2.9.
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Figure 2.9: Infinite pole repetition in an LTP system [141].

This means that there are infinite LTP poles, but since the 𝑥-axis value of the poles does
not change when comparing different strips, it is not necessary to look at all the poles of the
system in order to assess stability, but only whether the poles in the fundamental strip fall
entirely in the LHP or not. The relevance of the fundamental strip is shown also in the fact
that some advanced concepts like the mode shapes or the time response of the modes can
be defined in LTP systems using only the poles that lie on this strip [141].
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In this thesis, it is considered that a certain HTF order is enough as long as the poles in the
fundamental strip do not significantly change. In practice, this means that the conclusions
of the stability study (the stability limit) remain unchanged if the order is increased. As it
will be shown later, the𝑀LTP1+ 2x2 HTF matrix predicts the same poles in the fundamental
strip (and thus, the same stability limits) as the𝑀LTP1+ 6x6 HTF matrix. Most importantly,
as shown in Section 2.10.3 – 2.10.5, the stability results are correct.

Since the LTP model is approximated as an LTI MIMO model of a certain order, the
poles can be determined in the same way as with MIMO LTI theory [25]. This means that
the same method for pole determination will be used for the LTP system as for the LTI
system, which is to plot the poles of each individual transfer function in the matrix. This
method is also used in [142]. For method 2, the LTI and LTP MIMO matrices can be found
in a similar way, leading to𝑀LTI2+,𝑀LTI2–,𝑀LTP2+ and𝑀LTP2–. In method 2, however, it is
only necessary to check the poles of the positive-sequence sub-system, since only 𝜃PLL+ is
used in the decoupling network.

2.10.3 LTI vs LTP stability results: DDSRF‑PLL method 1
In this section, the parameter 𝐾 that defines the cut-off frequency of the low-pass filter
𝐹(𝑠) = 𝜔f

𝑠+𝜔f
(with 𝜔f = 𝐾𝜔1) is changed. According to simulations (one example is

shown in Fig. 2.10), the DDSRF-PLL method 1 becomes unstable for 𝐾 values higher than
𝐾lim, being:

• 𝐾lim = 1.05 for 𝑉n = 5%.

• 𝐾lim = 1.05 for 𝑉n = 40%.
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Figure 2.10: Method 1: Instability when changing 𝐾 from 1.04 to 1.06 (𝑉n = 5%). On the left, the figure shows
the positive-sequence phase angle calculation, and on the right, the negative-sequence phase angle calculation.
One signal grows faster than the other, but both are unstable.

In Fig. 2.11 the pole maps7 from 𝑀LTI1+ and 𝑀LTI1– are shown for different 𝐾 when
𝑉n = 5%. As it can be seen, the LTI method predicts incorrectly the stability boundary,

7Only the poles close to the 𝑥 = 0 line are shown.
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since it predicts that, for 𝐾 = 1.15 and 𝐾 = 1.35, the system is still stable. The 𝐾 has to be
increased until 𝐾 = 2.45 in order to predict instability (not shown in the figure). The pole
maps of𝑀LTP1+ and𝑀LTP1– are also shown in the same figure, and they correctly predict the
stability boundary. Note that, no matter that the 2x2 or 6x6 LTP model is used, the stability
limit is predicted accurately. In Fig. 2.12 the pole maps are shown for 𝑉n = 40%. Again,
the stability prediction of the LTI model is incorrect, whereas the LTP models are accurate.
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M1: LTI Pole map positive seq. (Vn = 5%)
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M1: LTI Pole map negative seq. (Vn = 5%)
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M1: LTP Pole map positive seq. (Vn = 5%)
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M1: LTP Pole map negative seq. (Vn = 5%)
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Figure 2.11: Stability results for method 1 (𝑉n = 5%). The LTP pole map shows the fundamental strip, and two
complementary strips (𝑦-axis: [−3𝜔p

2
3𝜔p
2 ] with 𝜔p = 4𝜔1).
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M1: LTI Pole map positive seq. (Vn = 40%)
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M1: LTI Pole map negative seq. (Vn = 40%)
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M1: LTP Pole map positive seq. (Vn = 40%)

K = 0.75 (2x2)
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K = 0.95 (6x6)

K = 1.15 (6x6)
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M1: LTP Pole map negative seq. (Vn = 40%)
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Figure 2.12: Stability results for method 1 (𝑉n = 40%). The LTP pole map shows the fundamental strip, and two
complementary strips (𝑦-axis: [−3𝜔p

2
3𝜔p
2 ] with 𝜔p = 4𝜔1).

2.10.4 LTI vs LTP stability results: DDSRF‑PLL method 2
Here, 𝐾 is also changed. According to simulations, the DDSRF-PLL method 2 becomes
unstable for 𝐾 values higher than 𝐾lim, being:

• 𝐾lim = 2.427 for 𝑉n = 5%.

• 𝐾lim = 2.089 for 𝑉n = 40%.

In Fig. 2.13 the pole map from 𝑀LTI2+ is shown for different 𝐾 when 𝑉n = 5%. Note
that, in method 2, it is only necessary to check the poles of the positive-sequence sub-system,
since only 𝜃PLL+ is used in the decoupling network. As it can be seen, the LTI method
predicts quite accurately the stability boundary, since it predicts that, for the two 𝐾 values
higher than 𝐾lim, the system is unstable. In contrast, when the voltage imbalance increases
(𝑉n = 40%), the LTI model becomes inaccurate (Fig. 2.14). The LTP models (2x2 or 6x6)
are accurate no matter the 𝑉n level.
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M2: LTP Pole map positive seq. (Vn = 5%)
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Figure 2.13: Stability results for method 2 (𝑉n = 5%). The LTP pole map shows the fundamental strip, and two
complementary strips (𝑦-axis: [−3𝜔p

2
3𝜔p
2 ] with 𝜔p = 2𝜔1).
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M2: LTP Pole map positive seq. (Vn = 40%)
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Figure 2.14: Stability results for method 2 (𝑉n = 40%). The LTP pole map shows the fundamental strip, and two
complementary strips (𝑦-axis: [−3𝜔p

2
3𝜔p
2 ] with 𝜔p = 2𝜔1).

2.10.5 Explanation of the stability results

The results in relation to method 1 are explained first. In this method, it is important to look
at the expressions (2.4) and (2.5). The periodic terms in (2.5) depend on 𝑉p and, therefore,
the periodic terms in the system are important even if 𝑉n is low. Since the LTI model ignores
all periodic terms, the stability of the network is wrongly predicted by the LTI model (see
again Fig. 2.11 and Fig. 2.12). In contrast, the LTP model considers the periodic terms, and
predicts stability accurately for all imbalance levels. This is clearly summarized in Fig. 2.15.

Thus, the periodic terms explain the inaccuracy of the LTI model shown in Fig. 2.15.
Other issues to explain in this figure are: a) why the stability limit is independent on 𝑉n (i.e.,
why 𝐾lim is fixed at 1.05); and b) why the prediction of the LTI model is constant.

The first issue is due to the normalization block. Including the normalization block
makes the dynamics to be independent on 𝑉n. In fact, the pole maps of the PLL do not
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Figure 2.15: Method 1: variation of 𝐾lim with the voltage imbalance predicted by simulations, the LTI model and
the LTP (2x2) model.

change when 𝑉n increases (compare the pole maps shown in Fig. 2.11 and Fig. 2.12). In
contrast, if the normalization block is excluded, Fig. 2.16 is obtained. It is seen here that,
in this case, 𝐾lim depends on 𝑉n. Here, note that the LTI model is also always inaccurate,
although it is more inaccurate when 𝑉n is high.
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Figure 2.16: Method 1 (w/o normalization): variation of𝐾lim with the voltage imbalance predicted by simulations,
the LTI model and the LTP (2x2) model.

The second issue is why the stability prediction of the LTI model for method 1 is always
constant no matter 𝑉n. The ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI in (2.25) does not depend on 𝑉n and therefore its
poles (and the poles of 𝑀LTI1+) do not change with the imbalance level. With respect to
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI, when the normalization block is included, then ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI becomes:

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI =
𝑉nom
𝑉n

𝐻PLL–(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠)
2𝑗(1 + 𝑉nom𝐻PLL–(𝑠)𝐺re(𝑠))

. (2.46)

𝑉n appears in (2.46) but only as a gain that cannot modify the poles of the system.
Consequently, the LTI model in Fig. 2.15 always predicts a constant stability limit.

With respect to the DDSRF-PLL method 2, only 𝜃PLL+ is used in the decoupling net-
work. Therefore, the relevant periodic terms in order to determine the stability of the net-
work are those which appear in (2.26) but not the ones which appear in (2.27). It can be
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seen that the periodic terms in (2.26) are low when 𝑉n is low, and therefore, in the low-𝑉n
cases the LTI model is accurate for stability calculations (see Fig. 2.13). When 𝑉n increases,
however, the periodic terms become relevant and again the LTI model fails to predict the
stability boundary (see Fig. 2.14).

This is better summarized in Fig. 2.17. In here,𝐾lim reduces with 𝑉n, and the LTPmodel
perfectly predicts the trend. The LTI model, however, is accurate only when 𝑉n is low.
Also, the LTI model predicts a constant 𝐾lim = 2.45, independent of voltage imbalance.
Of course, this is the case for the LTI model, since in method 2 only the𝑀LTI1+ matters for
stability and the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI does not depend on 𝑉n.
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Figure 2.17: Method 2: variation of 𝐾lim with the voltage imbalance predicted by simulations, the LTI model and
the LTP (2x2) model.

2.10.6 LTPmodel order truncation
Sections 2.10.3 and 2.10.4 show, both in M1 and M2, that the LTP poles that lay in the
fundamental strip do not significantly change when they are calculated with the 2x2 or 6x6
model. With respect to the other strips, the 6x6 model calculates more poles there, which
is expected since the 6x6 model has a higher order. However, since the poles in the com-
plementary strips are only reflections of the poles in the fundamental strip, only the poles
in the fundamental strip are relevant for stability, and therefore the 2x2 model is considered
enough for stability studies. In fact, Fig. 2.15 – 2.17 show that the 2x2 model calculates the
stability boundaries accurately; while Fig. 2.8 shows that the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ alone
predict the most relevant oscillations in the PLL response.

2.10.7 Conclusion of the comparison
The LTI and LTP models of two different DDSRF-PLL implementations in the presence of
voltage imbalance have been derived. This chapter shows that, when the PLL directly tracks
the negative-sequence phase-angle (method 1), the LTP terms depend on both 𝑉p and 𝑉n,
separately. Thus, even if the voltage imbalance is low, the LTP dynamics are relevant and
influence the stability of the PLL (due to 𝑉p). The main consequence is that the LTI model
cannot predict correctly the stability limit at any imbalance level. In contrast, when the PLL
indirectly tracks the negative-sequence phase-angle (method 2), the LTP terms depend on
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𝑉n only. Thus, when 𝑉n is low enough (with respect to 𝑉p) the LTI model predicts correctly
the stability boundaries, although when 𝑉n is increased, the LTP model is needed.

In general, the only model that can predict accurately the stability limit in all imbalance
levels is the LTP model, no matter the DDSRF-PLL implementation. Further, this chapter
shows with time domain simulations that, in order to capture the most relevant oscillations
that occur in the PLL in the presence of imbalance, it is not necessary to include the coupling
terms in the LTP model. In fact, it is shown that a 2x2 HTF matrix is enough for predicting
the stability limit, although the order can always be increased to enhance accuracy.

2.11 Comparison of LTI and LTP models for harmonic
studies

2.11.1 Interpretation of the models for harmonic analysis

In order to study the harmonic performance of a PLL, one key aspect is to find how dis-
torted is the phase-angle signal as a consequence of a harmonic in the grid voltage. If the
PLL models were SISO, the dynamics of each PLL would be defined by only one transfer
function, and therefore, one way to assess their harmonic rejection capability would be to
look at their transfer functions and their roll-off rates (i.e., their slope at high frequencies).

However, in an LTP model, several transfer functions are defined. The LTP model of
method 1 for the positive-sequence phase-angle is copied here for easier reference (this is
the same equation as (2.19)):

Δ𝜃1+ ≈ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+
+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+

+⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+ + (⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+

(2.47)

where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL1+(𝑠), ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL3+(𝑠) and also ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+(𝑠) =
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹∗PLL5+(𝑠). Note that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ is the conjugate of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+; that the term
(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+ is the conjugate of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+; and also that the term
(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡)∗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+ is the conjugate of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+𝑒−𝑗4𝜔1𝑡 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+.

The way to interpret this equation is as follows: if the grid voltage has a certain harmonic
at a frequency 𝜔p, then the phase-angle will have several components that, expressed with
space vectors, have the frequencies ±𝜔p and ±𝜔p ± 4𝜔1. These are 3 space vectors with
3 different frequencies, and their conjugates. This means that, in reality, when measuring
the phase-angle signal, only 3 frequencies will be captured by the FFT: 𝜔p, 𝜔p + 4𝜔1 and
𝜔p − 4𝜔1.

This is explained subsequently. If there is a space-vector with the generic frequency
𝜔, it can be represented as: 𝐴𝑒𝑗𝜔𝑡. If that space vector is summed to its conjugate, the
result is: 𝐴𝑒𝑗𝜔𝑡+𝐴𝑒−𝑗𝜔𝑡 = 2𝐴 cos(𝜔𝑡). Therefore, if the LTP model gives that the phase-
angle has a space-vector component at a frequency𝜔 with an amplitude 𝐴, the model shows
that the phase-angle will also have the space-vector component conjugate to it, and the end
measurable result in the phase-angle will be a cosine with frequency 𝜔 and amplitude 2𝐴.
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Similarly to the LTPmodel, the LTI model is defined by more than one transfer function.
The LTI model of the DDSRF-PLL method 1 is repeated below for convenience (this is the
same equation as (2.24)):

Δ𝜃1+ = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑉∗idealdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL2+LTI (2.48)

Interpreting the space vectors in this model is the same as for the LTP model.

(a) Example

The voltage input to the PLL is:

• 𝑉p = 𝑉nom, 𝜙vp = 0∘.

• 𝑉n = 5%, 𝜙vn = 0∘.

• harmonic at 𝑓h = 150Hz (defined in the 𝑑𝑞+ frame) with amplitude 𝑉h = 1V, and
𝜙h = 0∘ (in space vector: ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉hdq+ = 𝑉h𝑒𝑗(2𝜋𝑓h𝑡+𝜙h)).

For the LTP model, it is necessary to calculate the PLL transfer functions for the spe-
cific positive and negative-sequence voltages (Fig. 2.18), and evaluate them at different
frequencies. For the DDSRF-PLL method 1:

• ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋𝑓h) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋150) = 0.0008∠ − 169.2∘

• ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋(𝑓h + 4𝑓1)) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋350) = 2.9e− 05∠ − 55∘

• ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 = 𝑗2𝜋(𝑓h − 4𝑓1)) = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+(𝑠 = −𝑗2𝜋50) = 0.0005∠ − 120.4∘
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Figure 2.18: LTP transfer functions for method 1 in the example (M1, 𝑉n = 5%).

Therefore, according to the LTP model, the harmonics that will appear in Δ𝜃1+ are:

• 𝑓h (150Hz): 2⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉hdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋𝑓h) = 0.0016∠ − 169.2∘

• 𝑓h + 4𝑓1 (350Hz): 2⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉hdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋(𝑓h + 4𝑓1)) = 5.78e− 05∠ − 55∘

• 𝑓h − 4𝑓1 (−50Hz): 2⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉hdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 = 𝑗2𝜋(𝑓h − 4𝑓1)) = 0.0011∠ − 120.4∘

With respect to the LTI model, the results are:
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• 𝑓h (150Hz): 2⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑉hdq+ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI(𝑠 = 𝑗2𝜋𝑓h) = 0.0017∠ − 167.8∘

• 𝑓h + 4𝑓1 (350Hz): 0

• 𝑓h − 4𝑓1 (−50Hz): 0

As it can be seen, according to the LTP model, the 150Hz and the coupling at 50Hz
are expected to be the most visible in Δ𝜃1+. These results are checked with time domain
simulations, in which a harmonic at 𝑓h𝛼𝛽 = 200Hz is injected in the voltage (150 Hz
in the 𝑑𝑞+ frame is 200Hz in the 𝛼𝛽 frame). The results are shown in Fig. 2.19, where
the time domain waveform clearly shows that the harmonic created due to 𝑓h is similar in
magnitude to one of the couplings. Further, the spectral analysis of the waveform shows that
the magnitudes predicted by the LTP model are accurate. With respect to the LTI model,
it predicts quite accurately the harmonic at 150 Hz (although not as precisely as the LTP
model), but misses to predict the couplings.
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Figure 2.19: Method 1: Positive-sequence phase-angle error created due to a perturbation in the voltage at 𝑓h𝛼𝛽 =
200Hz (𝑉n = 5%). The LTP model predicts the most important harmonics, including the couplings.

The analysis above is focused on Δ𝜃1+. For the negative-sequence phase-angle, a similar
analysis can be performed. The 𝑓h𝛼𝛽 = 200Hz is expressed in the negative-sequence 𝑑𝑞
frame as 250Hz, and therefore, the main harmonic will appear in Δ𝜃1– at 250Hz with
couplings at 50Hz and 450Hz. The calculations are not shown here for brevity, but in this
case, the 450Hz coupling is the one that turns out to be negligible, while the 50Hz coupling
appears with a similar magnitude as the 250Hz component. In fact, the coupling at 50Hz
is in this case higher than the 250Hz component. This is shown in Fig. 2.20. In this case,
the LTI model predicts correctly the harmonic at the input frequency, but misses to predict
the highest harmonic of all, which is due to a coupling.

In this section, the way to use the LTP and LTImodels for harmonic analysis is presented.
As a summary, the procedure for using the LTP model in this example is represented graphi-
cally in Fig. 2.21. In the next section, it is discussed how accurate is the LTI model in finding
the component at 𝑓h, and whether the frequency couplings are actually large enough to be
included in the model for harmonic calculations.
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Figure 2.20: Method 1: Negative-sequence phase-angle error created due to a perturbation in the voltage at 𝑓h𝛼𝛽 =
200Hz (𝑉n = 5%). The LTP model predicts the most important harmonics, including the couplings.
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Figure 2.21: Method 1: Explanation of the couplings within the PLL due to a perturbation in the voltage at 𝑓h𝛼𝛽 =
200Hz (𝑉n = 5%).

2.11.2 Comparison

(a) Accuracy at input harmonic frequency

The accuracy of the LTP model in predicting the harmonic at the input frequency is given
by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ and by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–. For the LTI model, it is important to look at ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1+LTI and
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL1–LTI. These transfer functions are plotted here for easier reference, although they can
also be found in Fig. 2.6 and in Fig. 2.7.

As it can be seen, the LTP model perfectly matches the simulations, whereas the LTI
model does not. This means that the LTI model will not be able to perfectly predict the har-
monics that appear in the phase-angles at a frequency 𝜔 as a consequence of a perturbation
in the voltage at a frequency 𝜔. However, it is true that for a large set of frequencies, the
LTI model is accurate. Especially, the LTI model can be seen to converge to the simulations
specially for frequencies higher than (in absolute value) 200Hz approximately. Since this
is where the majority of the harmonics lay, it could be reasonable to use the LTI model for
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Figure 2.22: Method 1: model predictions of harmonics at input frequency.

harmonic analysis, if only the component at the input frequency is of interest.

(b) Importance of couplings

However, there are some frequencies in which the couplings cannot be ignored. The har-
monics shown in Fig. 2.19 and Fig. 2.20 exemplify this. One method to find out if the cou-
plings are relevant is to compare the main transfer function ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ to the coupling transfer
functions ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL5+ at different frequencies (and the same for the negative-
sequence transfer functions).

Performing the comparison using Fig. 2.18 is quite burdensome, since the transfer func-
tions need to be evaluated at different frequencies. Therefore, it is more practical to repre-
sent the curves with a frequency shift. Additionally, it is very practical to shift the curves
to the 𝛼𝛽 frame. The resulting transfer functions are shown in Fig. 2.24. For the particular
example discussed before, the transfer functions need to be evaluated at 200Hz. The same
figure can be drawn for the DDSRF-PLL method 2, and it is shown in Fig. 2.25.

It can be seen that, for method 2, the couplings can also be relevant at certain frequencies,
although not as much as for method 1. However, note that Fig. 2.24 and Fig. 2.25 only show
the transfer functions for 𝑉n = 5%. As an example of what can occur if the imbalance is
increased, Fig. 2.26 shows the same curves when the imbalance increases to 𝑉n = 60%.
It can be seen that, depending on the imbalance level, the couplings can be relevant in one
DDSRF-PLL method or both. The exact effect of the imbalance on the harmonic generation
is assessed in Section 2.13.

2.11.3 Conclusion of the comparison
The above analysis shows that, if the voltage has a harmonic at a frequency𝜔, the LTI model
can predict quite accurately the output harmonic at the same frequency. This is especially
true for higher frequencies. However, for lower frequencies, the LTI model can be quite
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Figure 2.23: Method 2: model predictions of harmonics at input frequency.

-500 -400 -300 -200 -100 0 100 200 300 400 500

Frequency in  frame (Hz)

-102

-101

M
ag

n
it

u
d
e 

(d
B

) TF
PLL1+

(s-j
1
)

TF
PLL3+

(s+j3
1
)

TF
PLL5+

(s-j5
1
)

-500 -400 -300 -200 -100 0 100 200 300 400 500

Frequency in  frame (Hz)

-102

-101

M
ag

n
it

u
d
e 

(d
B

) TF
PLL1-

(s+j
1
)

TF
PLL3-

(s-j3
1
)

TF
PLL5-

(s+j5
1
)

Figure 2.24: LTP functions relevant to the example, with a frequency shift to the 𝛼𝛽 frame (M1, 𝑉n = 5%).

inaccurate. Even more important, it has been shown that in certain occasions the coupling
frequencies can be be equally high (or higher) than the harmonics at 𝜔. This effect is not
captured by the LTI model, but it can be perfectly predicted with the LTP model. In fact, the
accuracy for the coupling transfer functions of the LTP model is shown for a whole range
of frequencies in the frequency sweeps in Fig. 2.6 and Fig. 2.7.

Another question is whether the next coupling rounds (±𝜔 ± 8𝜔1; etc.) should be
considered for harmonic studies. In this thesis, these other rounds are not considered since,
for method 1, ⃗⃗⃗⃗⃗𝑇5 is always lower than 1 (not shown here for brevity), which means that
each round of couplings will be smaller than the previous round (see (2.11) and Fig. 2.3).
Similarly, ⃗⃗⃗⃗⃗𝑇6 is always lower than 1, which invites to the same conclusion for method 2
(see (2.28)).

Finally, the LTP model is considered valid for harmonic analysis since, even if it is a
linearised model (i.e., small-signal), the harmonics present in the grid voltage are expected
to be relatively small in real applications, just like the perturbations used in order to create
the frequency sweeps shown in Fig. 2.6 and Fig. 2.7.
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Figure 2.25: LTP functions relevant to the example, with a frequency shift to the 𝛼𝛽 frame (M2, 𝑉n = 5%).
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Figure 2.26: LTP functions relevant to the example, with a frequency shift to the 𝛼𝛽 frame (M2, 𝑉n = 60%).

2.12 Effect of grid voltage imbalance on the stability of the
DDSRF‑PLL

2.12.1 Small‑signal analysis
Section 2.10 shows how the LTP model is accurate in predicting the stability limit of both
DDSRF-PLL methods for all levels of imbalance. This same model is used in this section
to investigate the impact of voltage imbalance on the small-signal stability of the PLL.

The positive- and negative-sequence polemaps of method 1 when 𝐾 = 1/√2 are shown
in Fig. 2.27. First, it is noticeable that the pole map of method 1 (M1) does not change with
𝑉n. This is due to the normalization block. If the normalization block is bypassed (in such a
way that 𝑣decq– is directly fed into the PI), the polemaps vary with 𝑉n, as shown in Fig. 2.28.

Further, when the normalization block is bypassed, the polemaps dangerously approach
the 𝑥 = 0 axis for certain values of imbalance (in particular, low values of imbalance).
This effect can easily understood if the whole decoupling network is ignored, and only the
SRF-PLLs are addressed. A small-signal model of a SRF-PLL is shown in Fig. 2.29. As
seen here, the small-signal model depends on the voltage 𝑉 that is being followed; for the
positive-sequence PLL this would be 𝑉p whereas for the negative-sequence PLL, if the nor-
malization block is not used, it would be 𝑉n. The SRF-PLL constants 𝐾pPLL– and 𝐾iPLL–,
however, are fixed and designed with respect to the nominal voltage of the converter. There-
fore, the lower the voltage imbalance, the further that the input of the negative-sequence
SRF-PLL is from the voltage value it has been designed for. This supports the fact that, in
this DDSRF-PLL method in particular, the normalization block should always be used. In
the case of method 2, a normalization block to make the PLL dynamics independent of 𝑉n
can also be devised [133], although this is not addressed here.

The eigenvalue plot of method 2 (Fig. 2.30) seems to move closer to 𝑥 = 0 as the
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Figure 2.27: Method 1: pole map at different imbalance levels (𝐾 = 1/√2). The pole map shows the fundamental
strip (𝑦-axis: [−𝜔p

2
𝜔p
2 ] with 𝜔p = 2𝜔1) and the 𝜁 = 1/√2 damping diagonals. The poles appear in one colour

since, in this case, they do not vary with the voltage imbalance (i.e., the different colours in the map overlap).

Figure 2.28: Method 1 (w/o norm): pole map at different imbalance levels (𝐾 = 1/√2). The pole map shows the
fundamental strip (𝑦-axis: [−𝜔p

2
𝜔p
2 ] with 𝜔p = 2𝜔1) and the 𝜁 = 1/√2 damping diagonals.

imbalance level increases. In other words, the stability margin of method 2 depends on the
operating point, and worsens with the imbalance.

An interesting issue here is to compare the stability margin of both methods. In this
thesis, the property selected to determine how far a system is from instability is the damping
ratio, since it is a concept widely used in practice [143]. In particular, for each 𝑉n level, the
pole with the worst damping8 can be located, and the worst-damping ratio can be plotted
vs. the imbalance level.

This is done in Fig. 2.31 for method 1 and in Fig. 2.32 for method 2. As expected, the
worst pole damping in method 1 is independent of the imbalance level. However, it can be
seen that the damping of method 1 is worse than in method 2 for all imbalance levels, except
for really high values of imbalance (that seem unrealistic in practical applications).

8In [141] it was shown that the concept of pole damping can be generalized to an LTP system, with the only
difference that only the poles in the fundamental strip need to be analysed.
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Figure 2.29: Small-signal model of a SRF-PLL when tracking a positive- or a negative-sequence phase-angle.

Figure 2.30: Method 2: pole map at different imbalance levels (𝐾 = 1/√2). The pole map shows the fundamental
strip (𝑦-axis: [−𝜔p

2
𝜔p
2 ] with 𝜔p = 𝜔1) and the 𝜁 = 1/√2 damping diagonals.

2.12.2 Large‑signal analysis
(a) Limitations of the small‑signal model

The DDSRF-PLL is a non-linear system and, therefore, its global stability cannot be guar-
anteed by assessing the stability around a specific operating point with a linear model. How-
ever, an accurate linear model can predict local stability, which is a pre-requisite for global
stability. In this sense, the LTP has been shown to be small-signal accurate in Section 2.10
and in the time domain verifications of Test 1 and Test 2 in Section 2.8. In other words,
if the LTP model shows instability at a certain operating point, the PLL is expected to be
unstable at that operating point, although if the LTP model shows stability, the stability of
the PLL is not ensured.

In particular, the LTP model is expected to predict accurately the stability condition if
there is a small perturbation around the operating point. Since the objective of this section
is to address the effect of imbalance, a question arises as to whether a sudden voltage imbal-
ance (for example, due to a fault) can be considered small-signal. For low voltage imbalance
levels, indeed it is believed to be the case; although for large values of 𝑉n, this might not be
the case. Indeed, it was shown in Fig. 2.4 and Fig. 2.5 that the LTP model does not perfectly
predict the transient behaviour of the PLL when there is a big imbalance step. Neverthe-
less, this is a common issue with small-signal models, and still they are useful in providing
understanding about the stability behaviour of the system and its stability boundaries.

(b) Transient performance against a sudden imbalance

In order to assess the transient performance of the DDSRF-PLL methods against a sud-
den imbalance, different simulations are performed in which, when the DDSRF-PLL is in
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Figure 2.31: Method 1: worst damping 𝜁 at different imbalance levels (𝐾 = 1/√2). The dotted line shows the
𝜁 = 1/√2 damping.
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Figure 2.32: Method 2: worst damping 𝜁 at different imbalance levels (𝐾 = 1/√2). The dotted line shows the
𝜁 = 1/√2 damping.

steady-state and has long converged to the positive-sequence voltage, a specific level of 𝑉n
is injected as a step. The following variables are monitored:

Δ𝜃1+ =𝜃PLL+ − 𝜃1+
Δ𝜃1– =𝜃PLL– − 𝜃1–
Δ𝑉p =𝑉pPLL − 𝑉p
Δ𝑉n =𝑉nPLL − 𝑉n

(2.49)

where Δ𝜃1+ is the error in the positive-sequence phase-angle, Δ𝜃1– is the error in the
negative-sequence phase-angle, Δ𝑉p is the error in positive-sequence magnitude, and Δ𝑉n
is the error in negative-sequence magnitude. The time that the PLL takes to converge is
stored, being the converging limits for Δ𝑉p and Δ𝑉n defined as 1% of the nominal voltage,
and as 1∘ for Δ𝜃1+ and Δ𝜃1–. The results for method 1 are shown in Fig. 2.33 and in Fig. 2.34
for method 2.

Fig. 2.33 shows that 𝜃PLL– might take longer to converge than 𝜃PLL+, since the negative-
sequence phase angle is independently tracked. This phenomenon is not as strong in method
2, since only 𝜃1+ is being followed, and once the PLL converges to this phase angle, all the
signals in the network have to eventually converge too.

Also, Fig. 2.34 shows that method 2 takes longer to converge if 𝑉n is high than when 𝑉n
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Figure 2.33: Method 1: Transient performance against imbalance (𝐾 = 1/√2).

is low, which makes sense since in this method 𝑉n acts as a disturbance, and therefore, the
higher the disturbance the higher the settling time. Another way to see it is that, the higher
the 𝑉n, the lower the stability margin is (Fig. 2.30 and Fig. 2.32), and therefore the more
oscillatory the time response for method 2 is (causing a higher settling time).

The maximum settling time of both methods is shown in Table 2.1 for the cases in which
all the imbalance levels are considered (𝑉n = 0 − 100%), and for the case in which only
lower voltage imbalance levels are considered (𝑉n = 0 − 60%). This table confirms what
it is shown with the small-signal stability analysis: method 1 has a consistent performance
among imbalance levels, while method 2 is better for lower 𝑉n than higher 𝑉n.

Finally, when comparing Fig. 2.33 and Fig. 2.34, it appears that method 1 is much slower
than method 2. This is not always necessarily the case, as this depends on the parameters
design. In order to make a fair comparison, both PLLs should have been designed opti-
mally. This is, however, left out of the scope of this thesis. However, just as an example,
Table 2.1 shows that by only lowering the 𝐾 on method 1 from 𝐾 = 1/√2 to 𝐾 = 0.45,
the performance is already considerably improved and it is comparable with such of method
2. In this specific scenario, it is clear that, if all imbalance levels are considered, method 1
performs better. However, if only low imbalance levels are considered, method 2 is faster.
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Figure 2.34: Method 2: Transient performance against imbalance (𝐾 = 1/√2).

Table 2.1: Performance against imbalance: maximum convergence time (ms)

Until 𝑉n = 100% Until 𝑉n = 60%
K Δ𝜃1+ Δ𝜃1– Δ𝑉p Δ𝑉n Δ𝜃1+ Δ𝜃1– Δ𝑉p Δ𝑉n

Method 1 0.70711 84.4 88.4 87.6 88.0 74.8 88.4 77.7 80.6

Method 1 0.45 44.1 43.2 45.0 53.4 39.2 43.2 41.4 50.6

Method 2 0.70711 53.4 60.2 55.3 55.4 24.8 32.1 27.2 27.6
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2.13 Effect of grid voltage imbalance on the harmonic
rejection of the DDSRF‑PLL

In order to study the harmonic performance of a PLL, one key aspect is to find how
distorted is the phase-angle as a result of a harmonic in the voltage. As explained in Sec-
tion 2.11, for a voltage harmonic at 𝑓h, the magnitude of the harmonics in the positive phase-
angle in M1, are given by: 2|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 = 𝑗2𝜋𝑓h)|, 2|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 = 𝑗2𝜋(𝑓h + 4𝑓1))|, and
2|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 = 𝑗2𝜋(𝑓h − 4𝑓1))|. If these frequencies are to be considered in the 𝛼𝛽 frame,
a frequency shift is to be performed as well.

The Total Harmonic Distortion (THD) is typically defined in an AC system as the root-
mean square of the magnitude of the different harmonics, divided by the magnitude of the
fundamental. In the case analysed here, there is no fundamental frequency in the signal
Δ𝜃1+. However, the root-mean square of the magnitude of the different harmonics can be
a good measure of the total distortion of the signal. Therefore, the Total Distortion (TD) is
defined in this thesis as such, and it is the quantity that is used in order to assess the effect
of the grid voltage imbalance on the output harmonics.

For the DDSRF-PLL method 1, and for an input frequency 𝑓h in the 𝛼𝛽 frame, the TD
when tracking Δ𝜃1+ can be calculated as:

TDM1+(𝑠) =

2 (|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 − 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3+(𝑠 + 𝑗3𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 − 𝑗5𝜔1)|2)
0.5
.
(2.50)

When tracking Δ𝜃1–, the TD can be calculated as:

TDM1–(𝑠) =

2 (|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–(𝑠 + 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL3–(𝑠 − 𝑗3𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5–(𝑠 + 𝑗5𝜔1)|2)
0.5
.

(2.51)

For the DDSRF-PLL method 2, the total distortions are calculated as follows:

TDM2+(𝑠) =

2 (|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 − 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+(𝑠 + 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5+(𝑠 − 𝑗3𝜔1)|2)
0.5 (2.52)

TDM2–(𝑠) =

2 (|⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–(𝑠 + 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3–(𝑠 − 𝑗𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑇𝐹PLL5–(𝑠 + 𝑗3𝜔1)|2)
0.5
.

(2.53)

The total distortions are plotted for different values of 𝑉n in Fig. 2.35 and Fig. 2.36.
For method 1, the distortion that appears in Δ𝜃1+ does not depend on 𝑉n. When tracking
Δ𝜃1–, the lower the imbalance level is, the higher is the distortion in the phase-angle signal
when a harmonic appears in the voltage. This is easily explained with the LTI model: when
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Figure 2.35: Method 1: on the left, Total Distortion (TD) when tracking the positive-sequence phase-angle for
different imbalance levels, as in (2.50). On the right, Total Distortion (TD) when tracking the negative-sequence
phase-angle for different imbalance levels, as in (2.51).

looking at (2.46) it can be seen that due to the normalization the imbalance does not change
the dynamics of the system (pole placement) but it does affect the gain of the system.

With respect to method 2, the voltage imbalance changes the distortion that appears in
Δ𝜃1+ when there is a harmonic in the voltage. This is mostly due to the frequency couplings:
in Fig. 2.7 it can be seen how ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ is mostly constant with 𝑉n; however, the coupling
transfer functions change considerably with it. Still, Fig. 2.36 shows that, for the usual har-
monic frequencies, the harmonic distortion is not very dependent on the imbalance. When
tracking Δ𝜃1–, the distortion is very dependent on 𝑉n. Similarly to method 1, this is due
to the change in the gain of the system, which can be easily visualized in the LTI model
in (2.36).

-500 -400 -300 -200 -100 0 100 200 300 400 500

Frequency (Hz)

0

0.005

0.01

0.015

0.02

0.025

1
+
 T

o
ta

l 
D

is
to

rt
io

n

Vn = 5 %

Vn = 20 %

Vn = 40 %

Vn = 60 %

Vn = 80 %

Vn = 100 %

-500 -400 -300 -200 -100 0 100 200 300 400 500

Frequency (Hz)

0

0.05

0.1

0.15

0.2

1
- T

o
ta

l 
D

is
to

rt
io

n

Vn = 5 %

Vn = 20 %

Vn = 40 %

Vn = 60 %

Vn = 80 %

Vn = 100 %

Figure 2.36: Method 2: on the left, Total Distortion (TD) when tracking the positive-sequence phase-angle for
different imbalance levels, as in (2.52). On the right, Total Distortion (TD) when tracking the negative-sequence
phase-angle for different imbalance levels, as in (2.53).

Finally, by looking at the y-axis limits of Fig. 2.35 and Fig. 2.36 it is shown that, for
several imbalance levels, the distortion in Δ𝜃1– is expected to be much higher than in Δ𝜃1+.

All these conclusions are clearly shown with time domain simulations in Fig. 2.37 (M1)
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Table 2.2: Harmonics injected

Harmonic order Magnitudea (%)

2nd 2%

4th 1%

5th 5%

7th 4%

11th 3%

13th 3%
a These values are selected as in [135] and are

just indicative.

and in Fig. 2.38 (M2). In this simulations, once the DDSRF-PLL signals have converged
to the positive- and negative-sequence voltage, several harmonics are injected at 𝑡 = 1 s.
The list of the harmonics injected and their magnitude are shown in Table 2.2 and have been
selected as it was done in [135]. The harmonics have been injected in their natural sequence.
The total THD of the signal is 8%.
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Figure 2.37: Method 1: For the same distorted voltage, the distortion when tracking the negative-sequence phase
angle (Δ𝜃1–) is higher than when tracking the positive-sequence phase angle (Δ𝜃1+) and depends on 𝑉n.
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Figure 2.38: Method 2: For the same distorted voltage, the distortion when tracking the negative-sequence phase
angle (Δ𝜃1–) is higher than when tracking the positive-sequence phase angle (Δ𝜃1+) and depends on 𝑉n.

2.14 Conclusions
A significant portion of this chapter has been focused in analysing which type of model (LTI
vs LTP) is suitable for studying stability and harmonic emission in two implementations of
the DDSRF-PLL. For both purposes, the LTP model gives more accurate results, specially
in stability studies where the LTI sometimes misses largely the stability limit. In harmonic
studies, the LTI gives realistic results, although it is incapable of modelling the frequency
coupling dynamics which in some cases are dominant (e.g. Fig. 2.20).

At the end of the chapter (Section 2.12), the LTP model is used to assess the effect
of grid voltage imbalance on the stability of the PLL. For the DDSRF-PLL method 1, it is
shown here how the LTP poles move with the changing imbalance level, although this effect
can be completely eliminated with the use of voltage normalization. With respect to the
DDSRF-PLLmethod 2, the LTP polesmove, in general, closer to instability as the imbalance
increases. These small-signal results affect the transient performance of the DDSRF-PLL:
the lower the damping of the poles, the more oscillatory the response is, and therefore the
longer the DDSRF-PLL takes to converge. As a consequence, method 2 becomes slower as
the imbalance increases, although it is overall faster than method 1.

Finally, this chapter has also assessed the effect of grid voltage imbalance on the har-
monic generation by the PLL (Section 2.13). For tracking the positive-phase angle the volt-
age imbalance has not a significant effect. For tracking the negative-sequence, however, the
imbalance level acts as an inverse gain in the system, meaning that the lower the imbalance
level, the higher the amplification of the harmonics through the PLL.
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In this chapter, different small-signal models of a wind turbine converter are developed in
the presence of voltage and current imbalance. The models are verified with simulations
and validated experiments, and are then compared in their suitability to perform accurate
harmonic stability studies and distortion calculations. It is found that the influence of the
negative-sequence voltage is important not only due to its impact on the PLL dynamics
(Chapter 2) but also due to its impact on the currents generated by the converter, which
depend on the current-reference strategy. The combination of both the PLL structure and
current-reference strategy provokes a very different effect of the negative sequence voltage
on the passivity and harmonic stability of the grid-connected converter. This is important
in the current context in which different current-reference strategies are being developed
to meet the newest grid codes that require very specific responses of the wind turbine con-
verters in the negative and positive sequence in the case of a fault. Finally, the influence of
imbalance on the converter model for harmonic studies is also addressed.

This chapter is based on:

• L. Beloqui Larumbe, Z. Qin, L. Wang, and P. Bauer, “Impedance modelling for three-
phase inverters with double synchronous reference frame current controller in the
presence of imbalance,” IEEE Transactions on Power Electronics, vol. 37, no. 2, pp.
1461–1475, 2022.
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3.1 Introduction

With the rise of renewable energies, distributed-power generation, microgrids and other
applications, the penetration of power-electronic converters (PECs) has notably increased
in recent years. As a result, PECs have a growing impact on the power quality and stability
of power systems [144], having caused several incidents as reported in [16, 19, 26, 145].

In this context, small-signal models of converters and, in particular, impedance mod-
els of converters [43, 84, 104, 136, 146, 147], have been proven to be a useful tool for
system-wide stability [148,149], power quality [C6] and resonance studies [113,C1]. When
modelling converters, most of the literature assumes a balanced grid (e.g. [84, 104, 136]).
However, negative-sequence voltages can appear during transient situations (for example,
during faults) and, even, during normal operation [150] due to single-phase or two-phase
loads [39, 151–154], single-phase sources [155–157], cables in non-symmetrical arrange-
ments (like flat formation), line asymmetries and lack of line transposition [158], mutual
coupling effects between transformer windings, and other causes. In particular, large-scale
wind or solar farms are usually connected at remote locations through relatively long un-
transposed lines [111] (e.g. [36]). Although voltage imbalance is usually relatively high in
low voltage or medium voltage grids [159], it may also appear to a certain extent in HV
grids due to, for example, railway connectees1 [39,151,160,161]. Therefore, a small-signal
converter model that takes into account the negative-sequence can be useful for stability
evaluations and steady-state harmonic calculations in many situations. Specifically, wind
turbine converters are required to show adequate performance (which, naturally includes
being small-signal stable) in all imbalance levels.

However, developing a converter small-signal model in the presence of imbalance is
not a trivial task. Under the balanced-grid assumption, despite being a time-variant AC
system, it is possible to find a time-invariant operating point of many converter topologies
if the equations are taken to the 𝑑𝑞 frame2, where traditional linearisation around an op-
erating point can be undertaken [84]. Nevertheless, when the grid is unbalanced, this is
not possible, since the negative-sequence voltage introduces a component at 100Hz in the
positive-sequence 𝑑𝑞 frame. In other words, there is no single reference frame in which all
the signals remain constant [139]. This posses a challenge when linearising the converter.
This chapter belongs to a growing body of literature [139,162] that addresses the challenge.

In [43], harmonic linearisation is used to assess the impact of voltage imbalance on the
converter model; where the imbalance is characterized as a source of coupling between the
positive and negative-sequence impedance of the converter. Later, it was found that the
coupling essentially appears between two frequencies (e.g. 𝑓p and 2𝑓1 − 𝑓p) [59]. The
coupling has been shown to happen due to several reasons, such as control asymmetries in
the 𝑑𝑞 channels [125]. In [162], the Harmonic Transfer Function (HTF) approach is used to
model the converter when confronted with imbalance; however, while [162] considers the
couplings created due to the asymmetrical grid, the couplings that appear within the PLL due
to the Linear Time Periodic (LTP) dynamics created by the negative sequence are ignored.
Within this context, this chapter compares different converter models (using an LTP PLL

1This is specially relevant due to the electrification trend in train systems in many countries.
2This is true, for example, for two-level converters although not necessarily true for all converter topologies;

for example, for Modular-Multilevel Converters (MMC).
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model, an LTI PLL model, and considering or not the converter coupling admittances) to
see which ones are adequate for stability analysis in the presence of imbalance.

Additionally, the current controller also influences the model of the converter. In or-
der to achieve Low Voltage Ride Through (LVRT) capabilities, several current control ap-
proaches were developed in the past, and are reviewed in [163]. This thesis is focused
in one strategy called double Synchronous Reference Frame (SRF) current controller or
dual current control [44], which is based on creating two 𝑑𝑞 frames, one rotating with the
positive-sequence voltage and the other rotating with the negative-sequence voltage. This
controller is a common choice by the industry, it is well known and has been extensively
implemented [31, 120, 164,165].

The main attractiveness of the controller is that there is a direct relationship between the
active and reactive power with the 𝑑𝑞 components, for which it is necessary to track the
phase-angle of both the positive- and negative sequence voltages [163,C3]. There are sev-
eral PLL options that can track the positive-sequence voltage [166]. However, merely a few
can quickly and accurately track the negative sequence, among which the Decoupled Dou-
ble SRF-PLL (DDSRF-PLL) [137] is applied in this thesis. In particular, the DDSRF-PLL
method 1 and method 2 analysed in Chapter 2 are considered. Some small-signal models
of converters with this type of current controller are already available in the literature; how-
ever, either the effect of the PLL dynamics is ignored [32] or a simple SRF-PLL design is
assumed [167,C4]. Further, the effect of imbalance is overlooked.

Finally, this chapter also addresses the impact of the negative-sequence current. In the
past, several works addressed the effect of the positive-sequence current reference [84] and
concluded that it has a direct impact on the stability of the converter; however, the impact of
the negative-sequence current has not been analysed in the literature before. In this chapter,
the current imbalance level is also addressed and it is found to significantly impact the
converter harmonic stability. Note that, in the presence of voltage imbalance, it is a common
strategy to inject a specific set of unbalanced currents in order to eliminate the 100Hz
ripple in the instantaneous power, achieving a smoother DC voltage [46]. In parallel, a
growing tendency is to design the control objectives from the grid point of view, instead of
the converter point of view (i.e. in order to provide effective grid support). For this purpose,
it has been shown that both sequence currents should be injected during voltage imbalance
and, in fact, the injection of dual currents during unbalanced faults is a requirement that
is slowly appearing explicitly in grid codes [45]. In short, it is reasonable to assume that
current imbalance will accompany voltage imbalance. The analysis in this chapter shows
that, the impact of voltage imbalance is not important only because of its influence on the
PLL dynamics, but also because it encourages the injection of current imbalance, which
significantly impacts the passivity of the converter.

To sum up, in this chapter, a small-signal model is built up for three-phase inverters with
double synchronous reference frame current controller. The effect of the PLL dynamics, the
grid voltage and current imbalance are all taken into account. This chapter is organized as
follows: Section 3.2 describes the converter under study, Section 3.3 models the converter
in the frequency domain ignoring the PLL dynamics, and Section 3.4 presents the model of
the converter considering the PLL dynamics. Subsequently, this generic converter model
is then adapted to include specifically the DDSRF-PLL method 1 and method 2 presented
in Chapter 2 (Section 3.5 and Section 3.6, respectively). The model is then verified with
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computer-based simulations and validated experiments (Section 3.7 and Section 3.8, re-
spectively). Then, the different converter models are compared in their ability to perform
small-signal stability analysis (Section 3.10) and harmonic studies (Section 3.11). Finally,
Section 3.12 analyses the effect that the voltage and current imbalance (including different
current-reference strategies) have on the passivity and small-signal stability of the grid-
connected converter. The effect of imbalance on harmonic performance of the converter is
shown in Section 3.13, and conclusions are summarized in Section 3.14.

3.2 Inverter description

The PEC is shown in Fig. 3.1. It consists of a two-level voltage-source inverter controlled by
a current loop and a PLL. The PLL follows the phase-angle of the positive-sequence voltage
(𝜃1+ = 𝜔1𝑡 + 𝜙vp) and of the negative-sequence voltage (𝜃1– = −𝜔1𝑡 − 𝜙vn), defined
in (2.1). The outputs of the PLL are 𝜃PLL+ and 𝜃PLL–, which, as explained in Chapter 2, in
a dynamic situation might not be exactly equal to 𝜃1+ and 𝜃1–. Specifically, it is considered
here: 𝜃PLL+ = 𝜃1+ + Δ𝜃1+ and 𝜃PLL– = 𝜃1– + Δ𝜃1–.

DC

OTHER
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𝑉𝑑𝑐

𝑖𝑎𝑏𝑐
𝑣𝑎𝑏𝑐
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PWM

𝑖𝑎𝑏𝑐
+

𝑍

𝑖𝑟𝑒𝑓

Figure 3.1: Schematic of the inverter under study.

The converter filter is an inductor 𝐿 with a resistance 𝑅L. The objective is to calculate
the impedance of the inverter 𝑍 (see Fig. 3.1). Other filter stages can be added a posteriori to
𝑍 with linear circuit theory. The reference, 𝑖ref, comes either from a user-defined command
or from an outer control loop, and depends on the current-reference strategy.

The current controller is shown in Fig. 3.2. The positive and negative-sequence cur-
rents, after a low-pass filter (LPF), 𝐺i, and sequence decoupling, are fed to two typical PI
controllers (𝐻i = 𝐾p+

𝐾i
𝑠 ) in their corresponding 𝑑𝑞 frames, respectively. A 𝑑𝑞 decoupling

constant 𝐾d (which is usually selected as 𝐿𝜔1) is implemented too. A voltage feed-forward
loop is assumed, where an anti-aliasing filter 𝐺v and a LPF, 𝐻ff, are used. To prevent the
risk of an infinite system gain caused by the voltage feed-forward loop [165], the cut-off
frequency of the 𝐻ff is limited to 0.5Hz, as recommended in [168].

The control and modulation delays are modelled as 𝐺d (𝑠) = 𝑒−𝑠1.5/𝑓s , where 𝑓s is
the sampling frequency. The negative-sequence current can be filtered from the positive-
sequence and vice versa through different methods. In here, a Sequence Component De-
coupling Network (SCDN) similar to such in [163] is implemented. This network is shown
in Fig. 3.3, where 𝐹(𝑠) is a LPF with a cut-off frequency 𝜔f (i.e., 𝐹(𝑠) =

𝜔f
𝑠+𝜔f

).
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Figure 3.2: Double Synchronous Reference Frame controller.

Literature shows that there are other options in order to achieve positive- and negative-
sequence current decoupling, for example by using schemes in the 𝛼𝛽 frame [169]. On
the one hand, the SCDN shown in Fig. 3.3 uses different 𝑑𝑞 transformations that make the
SCDN dependent on the phase-tracking dynamics. In comparison, the 𝛼𝛽-frame schemes
do not use this type of transformations. However, on the other hand, the 𝛼𝛽-frame schemes
usually use SOGI-based algorithms, which require frequency adaptation. Therefore, the
comparison in between these two approaches is not straightforward, and it is left out of
the scope of this thesis. In fact, the comparison of 𝑑𝑞-based or 𝛼𝛽-based approaches for
sequence decoupling could also be a subject for debate when implementing the synchro-
nization algorithm.

In this thesis, since the current loop was selected as a double synchronous reference
frame control, which requires using the positive- and negative-sequence phase-angles, it
was decided to choose a synchronizing structure that follows the phase-angle instead of
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Figure 3.3: Sequence Component Decoupling Network (SCDN).

the frequency (i.e. a PLL instead of a Frequency-Locked Loop or FLL). Literature has
shown that the DDSRF-PLL and the SOGI-based PLL present similar performance during
imbalance conditions [135]. The former was selected since the approach is more consistent
with the current control selected. The decoupling network for the current was chosen analo-
gously, and also due to the fact that this combination of decoupling network with this current
control structure has already been proven to present good dynamic performance [163].

3.3 Small‑signal model ignoring PLL dynamics

3.3.1 SCDN when ignoring PLL dynamics
As a first approximation, it is assumed that the PLL has perfect tracking (i.e. 𝜃PLL+ = 𝜃1+
and 𝜃PLL– = 𝜃1–). Then, from Fig. 3.3:

⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ = (⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖dq+ − ⃗⃗⃗⃗ ⃗⃗⃗𝑖fildq–𝑒−𝑗(𝜃1+−𝜃1–))𝐹(𝑠)
⃗⃗ ⃗⃗ ⃗⃗⃗𝑖fildq– = (⃗⃗⃗⃗ ⃗⃗⃗𝑖dq– − ⃗⃗⃗⃗ ⃗⃗ ⃗𝑖fildq+𝑒𝑗(𝜃1+−𝜃1–))𝐹(𝑠).

(3.1)

Operating it is possible to obtain:

⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ = 𝐹(𝑠)
1 − 𝐹(𝑠 + 𝑗2𝜔1)

1 − 𝐹(𝑠)𝐹(𝑠 + 𝑗2𝜔1)⏝⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏝
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dq+(𝑠)

⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖dq+. (3.2)

The function ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dec+(𝑠) = 𝐹(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) relates the input current expressed in the posi-
tive 𝑑𝑞 frame, which has positive- and negative-sequence components, with the ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ (the
positive-sequence current expressed in the positive 𝑑𝑞 frame which does not contain the
negative-sequence component). ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) only depends on one parameter, 𝜔f, which is usu-
ally set as 𝜔f = 𝐾𝜔1 = 𝜔1/√2 or lower, to prevent oscillations. ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) has a real and
an imaginary part as ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺dq+(𝑠) = 𝐺re(𝑠) + 𝑗𝐺im(𝑠) defined in (2.7) and (2.8). Similarly,
⃗⃗ ⃗⃗ ⃗⃗⃗𝑖fildq– = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dec–(𝑠)⃗⃗ ⃗⃗ ⃗⃗⃗𝑖dq– = 𝐹(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dq–(𝑠)⃗⃗ ⃗⃗ ⃗⃗⃗𝑖dq–, where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dq–(𝑠) = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺∗dq+(𝑠) = 𝐺re(𝑠) − 𝑗𝐺im(𝑠).
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3.3.2 Complete model when ignoring PLL dynamics

If the PLL dynamics are neglected, the inverter can be represented by the diagram in Fig. 3.4,
where 𝑌L(𝑠) = 1/(𝐿𝑠 + 𝑅L). In this case, taking all the complex transfer functions in the
rotating frames into the 𝛼𝛽-frame is an easy procedure, since only a frequency shift has to
be applied [125]. For example, the PI controller in the positive-sequence 𝑑𝑞 frame becomes
𝐻i(𝑠−𝑗𝜔1) in the 𝛼𝛽-frame, and the PI in the negative-sequence 𝑑𝑞 frame becomes𝐻i(𝑠+
𝑗𝜔1) in the 𝛼𝛽-frame.
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Figure 3.4: Inverter schematic ignoring the PLL dynamics.

The response of the system can be analysed from Fig. 3.4 by finding the transfer function
from each input to the output considering that the other inputs are zero. In this case, there are
3 inputs: the two current references (one for the positive SRF and one for the negative SRF)
and the voltage. In the analysis below the contribution of the voltage due to the feedforward
signal (related to ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹3) has been separated from the contribution of the voltage due to the
inner characteristics of the plant (related to ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹4), leading to:

⃗⃗ ⃗⃗ ⃗⃗⃗𝐼𝛼𝛽 = ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹1 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐼+ref𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹2 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐼–ref𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹3 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹4 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 . (3.3)

It can be seen that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹1 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹2 are the closed-loop transfer functions of the positive
and the negative sequence current; while –⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹4 is the output admittance (⃗⃗⃗⃗⃗𝑌p). Finally, –
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹3 is the additional admittance in parallel to –⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹4 that is created due to the voltage feed-
forward compensation (⃗⃗ ⃗⃗ ⃗𝑌ff). Their expressions are shown (3.4)-(3.7). The impedance of
the converter is shown in (3.8) and (3.9). Some of the overhead arrows in (3.4) – (3.9) are
omitted for convenience.

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹1 = {𝐻i(𝑠 − 𝑗𝜔1)𝐺d(𝑠)}{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1 (3.4)
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⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹2 = {𝐻i(𝑠 + 𝑗𝜔1)𝐺d(𝑠)}{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1 (3.5)

⃗⃗⃗⃗⃗𝑌p = −⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹4 = {𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1 (3.6)

⃗⃗ ⃗⃗ ⃗𝑌ff = −⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹3 = {[𝐻ff(𝑠 − 𝑗𝜔1) + 𝐻ff(𝑠 + 𝑗𝜔1)]𝐺v(𝑠)𝐺d(𝑠)}{𝐿𝑠

+𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.7)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍noPLL =
1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌noPLL
= 1
⃗⃗⃗⃗⃗𝑌p + ⃗⃗⃗⃗⃗𝑌ff

(3.8)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍noPLL =
1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌noPLL
= {𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}

{1 + [𝐻ff(𝑠 − 𝑗𝜔1) + 𝐻ff(𝑠 + 𝑗𝜔1)]𝐺v(𝑠)𝐺d(𝑠)}
−1

(3.9)

In the end, the converter small-signal model when ignoring the PLL dynamics can be
found in Fig. 3.5, where the expressions for 𝐺cl+ and 𝐺cl- are found in (3.4) and (3.5), and
the impedance expression is (3.9).

𝐺𝑐𝑙+ 𝑠 𝐼𝛼𝛽
+𝑟𝑒𝑓

+𝐺𝑐𝑙− 𝑠 𝐼𝛼𝛽
−𝑟𝑒𝑓

𝐼𝛼𝛽(𝑠)

𝑌𝑛𝑜𝑃𝐿𝐿(𝑠) 𝑉𝛼𝛽(𝑠)

Figure 3.5: Small-signal model of the converter ignoring the PLL dynamics. It considers the closed-loop transfer
functions of the current control in both sequences (𝐺cl+ and 𝐺cl-) and the main converter impedance/admittance
(𝑌noPLL).
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(a) Converter impedance at high frequencies

Whenever there is no voltage feedback loop (i.e. 𝐻ff = 0), the impedance of the converter is
equal to its output inductor (𝐿𝑠+𝑅L) plus some additional terms that depend on the control
design. These additional terms have a low-pass characteristic, which is directly reinforced
by the current anti-aliasing filter 𝐺i(𝑠). Due to this low-pass characteristic, the impedance
model will inevitable converge to the impedance of the output inductor for high-enough
frequencies.

(b) Converter impedance for the positive and negative sequence

Finally, note that [𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1) is the complex conjugate of [𝐻i(𝑠 +
𝑗𝜔1)+ 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1). Since the sum of a complex transfer function and its conjugate
leads to a real transfer function, the denominators of (3.4)-(3.7) have real coefficients; and
the numerators of (3.6) and (3.7) too. Thus, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺cl1 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐺cl2 remain complex transfer functions
whereas ⃗⃗⃗⃗⃗𝑌p and ⃗⃗ ⃗⃗ ⃗𝑌ff are real transfer functions (i.e. ⃗⃗⃗⃗⃗𝑌p = 𝑌p and ⃗⃗ ⃗⃗ ⃗𝑌ff = 𝑌ff). One important
feature of real transfer functions is that their frequency response for negative frequencies is
the same as for positive frequencies; which is not true for complex transfer functions.

If the dynamics of the phase-tracking system are ignored, the converter has no inter-
sequence couplings and the converter has the same frequency response for the positive and
negative sequences. In this case, whenever the whole system is analysed, the sequences
can be analysed separately3 and for both sequences the impedance in (3.9) can be used to
represent the converter. This is a clear simplification from the power system’s perspective
in comparison to using the full 3x3 admittance matrix that is necessary to represent the
converter in the 𝑎𝑏𝑐-frame.

In contrast, if the controller uses only one 𝑑𝑞 frame, even if the dynamics of the phase-
tracking system are ignored, the literature shows that the converter’s impedance is a complex
transfer function [43], and thus the converter has a different response in both sequences (as
seen in the results of [43]).

3.4 Small‑signal model including PLL dynamics

This section addresses the impact that the PLL dynamics have on the current control 𝛼𝛽-to-
𝑑𝑞 transformations (or vice versa). The currents in the time domain are shown in (3.10). As
explained in the introduction, in this thesis the negative-sequence currents are considered
too, since it is typical to inject 𝐼n in the presence of voltage imbalance.

𝑖a(𝑡) = 𝐼p cos(𝜔1𝑡 + 𝜙ip) + 𝐼n cos(𝜔1𝑡 + 𝜙in)

𝑖b(𝑡) = 𝐼p cos(𝜔1𝑡 + 𝜙ip −
2𝜋
3 ) + 𝐼n cos(𝜔1𝑡 + 𝜙in +

2𝜋
3 )

𝑖c(𝑡) = 𝐼p cos(𝜔1𝑡 + 𝜙ip −
4𝜋
3 ) + 𝐼n cos(𝜔1𝑡 + 𝜙in +

4𝜋
3 )

(3.10)

3Assuming that the rest of the system also does not present inter-sequence couplings.
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3.4.1 SCDN when including PLL dynamics

The effect of the DDSRF-PLL on the filtered currents ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ and ⃗⃗ ⃗⃗ ⃗⃗⃗𝑖fildq– has to be addressed.
In order to do that, the SCDN needs to be analysed in the same way as it was done for the
DDSRF-PLL in Chapter 2. That is to say, the transformations A, B, C, D, E and F in Fig. 3.3
need to be analysed separately. Following this method, this equation is obtained:

⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ = ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐺dec+(𝑠)(⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐼idealdq+ − 𝑗𝐼p𝑒𝑗(𝜙ip−𝜙vp)Δ𝜃1+ − 𝑗𝐼n𝑒−𝑗(𝜙in+𝜙vp)𝑒−2𝑗𝜔1𝑡Δ𝜃1–). (3.11)

⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ is the signal injected in the current loop (see Fig. 3.2). Note that this expression
is equal to (3.2) but with additional components that show the effect of the phase-tracking
error. A similar expression can be found for ⃗⃗ ⃗⃗ ⃗⃗⃗𝑖fildq–. Note in (3.11) that the ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑖fildq+ depends on
both Δ𝜃1+ and Δ𝜃1–.

3.4.2 Complete model when including PLL dynamics
The rest of the frame transformations can be modelled using (3.12) (and the negative-
sequence version of (3.12)) which leads to the inverter small-signal model shown in Fig. 3.6.

𝑒−𝑗𝜃PLL+ = 𝑒−𝑗𝜃1+𝑒−𝑗Δ𝜃1+ ≈ 𝑒−𝑗𝜃1+(1 − 𝑗Δ𝜃1+)
𝑒𝑗𝜃PLL+ = 𝑒𝑗𝜃1+𝑒𝑗Δ𝜃1+ ≈ 𝑒𝑗𝜃1+(1 + 𝑗Δ𝜃1+)

(3.12)

−

+

+

+

+

+

−

𝜃1+

𝑒−𝑗𝜃

𝜃1+

𝑒+𝑗𝜃

𝜃1+

𝑒−𝑗𝜃

𝜃1+

𝐻𝑖(𝑠)

𝐺𝑖(𝑠)

𝐺𝑑(𝑠)

𝐹(𝑠)𝐻𝑖 𝑠 − 𝑗𝐾𝑑

+

+

𝜃1−

𝑒−𝑗𝜃

𝜃1−

𝑒−𝑗𝜃

𝜃1−

𝐻𝑓𝑓(𝑠)

𝐺𝑣(𝑠)

𝐻𝑖(𝑠)

𝑌𝐿(𝑠)

𝐺𝑑𝑞+(𝑠)

𝐹(𝑠)𝐻𝑖 𝑠 + 𝑗𝐾𝑑 𝐺𝑑𝑞−(𝑠)

−

𝑒+𝑗𝜃

𝜃1−

+

+ 𝐺𝑖(𝑠)

𝐼𝛼𝛽

𝐻𝑓𝑓(𝑠)𝑉αβ

𝑖
𝛼𝛽
+𝑟𝑒𝑓

𝑖
𝛼𝛽
−𝑟𝑒𝑓

𝑣αβ1 − 𝑗Δ𝜃1+

1 − 𝑗Δ𝜃1−

𝑒−𝑗𝜃

𝑒−𝑗𝜃

1 + 𝑗Δ𝜃1+

1 + 𝑗Δ𝜃1−

+

𝑗𝐼𝑝𝑒
𝑗 ϕ𝑖𝑝−ϕ𝑣𝑝 Δ𝜃1+

𝑗𝐼𝑛𝑒
−𝑗 ϕ𝑖𝑛+ϕ𝑣𝑝 𝑒−𝑗2ω1𝑡Δ𝜃1−

−

+ −

+

𝑗𝐼𝑛𝑒
−𝑗 ϕ𝑖𝑛−ϕ𝑣𝑛 Δ𝜃1−

𝑗𝐼𝑝𝑒
𝑗 ϕ𝑖𝑝+ϕ𝑣𝑛 𝑒𝑗2ω1𝑡Δ𝜃1+

−

+ −

Positive seq. dq frame

Negative seq. dq frame

Figure 3.6: Inverter schematic considering the PLL dynamics.

Now, the expressions for Δ𝜃1+ and Δ𝜃1– developed in Chapter 2 can be plugged in
Fig. 3.6 to obtain the complete model. The specific expressions of Δ𝜃1+ and Δ𝜃1– depend
on whether the DDSRF-PLL method 1 or method 2 is to be used; and also depending on
whether it is desired to use the LTI or LTP PLL model.
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3.5 Inverter model using DDSRF‑PLL method 1

3.5.1 Using the LTPmodel of the DDSRF‑PLL
In this case, the expressions for Δ𝜃1+ and Δ𝜃1– to be plugged in Fig. 3.6 are the LTP ex-
pressions derived for method 1, which are (2.19) and (2.20), respectively. By doing this, it
can be seen that the PLL dynamics, through Δ𝜃1+ and Δ𝜃1–, introduce in the current control
the voltage vector ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 conjugated, frequency shifted or both. This means that, for a sin-
gle frequency component in ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽, multiple frequency components will appear in the current,
phenomenon that is usually called converter frequency coupling. Some of these frequency
couplings, however, may be ignored due to their low magnitude. The detailed reasoning for
this is provided in Section 3.9.3. In the end, two main frequency couplings appear in the
converter: one through ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒𝑗2𝜔1𝑡 and one through ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒−𝑗2𝜔1𝑡.

Therefore, from Fig. 3.6, the following equation is obtained:

⃗⃗ ⃗⃗ ⃗⃗⃗𝐼𝛼𝛽 = ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹1 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐼+ref𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹2 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐼–ref𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹3 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹4 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹5 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹6 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽
+⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹7 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒𝑗2𝜔1𝑡 + ⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹8 ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒−𝑗2𝜔1𝑡 .

(3.13)

In Fig. 3.6, it is shown how extra inputs of ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 appear due to Δ𝜃1+. These contributions
are grouped in ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹5. Similarly, the extra inputs of ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉𝛼𝛽 that appear due to Δ𝜃1– are grouped
in ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹6. The effect of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹5 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹6 is to add admittances in parallel to the total admittance
of the converter (see (3.14)). Thus, the final impedance of the converter taking into account
the phase-tracking system dynamics can be calculated with (3.15). The expressions for ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹5
and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹6 are not shown for brevity, but the final expression for the converter impedance is
shown in (3.16), where the terms ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) are defined in (3.17) and (3.18).

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌PLL+(𝑠) = −⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹5 ; ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌PLL–(𝑠) = −⃗⃗⃗⃗⃗⃗⃗⃗⃗𝑇𝐹6 (3.14)

⃗⃗⃗𝑍 = 1
⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)

= 1
⃗⃗⃗⃗⃗𝑌p + ⃗⃗⃗⃗⃗𝑌ff + ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌PLL+ + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌PLL–

(3.15)

⃗⃗⃗𝑍 = 1
⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)

= {𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}

{1 + [𝐻ff(𝑠 − 𝑗𝜔1) + 𝐻ff(𝑠 + 𝑗𝜔1)]𝐺v(𝑠)𝐺d(𝑠)

−⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 − 𝑗𝜔1)𝐺d(𝑠) − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–(𝑠 + 𝑗𝜔1)𝐺d(𝑠)}
−1

(3.16)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠) = 𝑗𝐼p𝑒𝑗(𝜙ip−𝜙vp)[𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)
+𝑗𝐼p𝑒𝑗(𝜙ip−𝜙vp)[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1)

−𝑗𝑉p𝐻ff(𝑠 − 𝑗𝜔1)𝐺v(𝑠) + 𝑗(𝐼p𝑒𝑗(𝜙ip−𝜙vp)(𝑅L + 𝑗𝐿𝜔1) + 𝑉p)
(3.17)
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⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) = 𝑗𝐼n𝑒−𝑗(𝜙in−𝜙vn)[𝐻i(𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1)
+𝑗𝐼n𝑒−𝑗(𝜙in−𝜙vn)[𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

−𝑗𝑉n𝐻ff(𝑠 + 𝑗𝜔1)𝐺v(𝑠) + 𝑗(𝐼n𝑒−𝑗(𝜙in−𝜙vn)(𝑅L − 𝑗𝐿𝜔1) + 𝑉n)
(3.18)

Note that the converter impedance when tacking into account the PLL has the same
components as in (3.9) and (3.8), plus some additional components that depend on the PLL
transfer functions. In (3.13), the vectors ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒𝑗2𝜔1𝑡 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒−𝑗2𝜔1𝑡 are related to the out-
put current through ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹7 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗⃗𝑇𝐹8, that are the negated version of the coupling admittances,
shown in (3.19) and (3.20). Some overhead arrows in (3.16) – (3.20) are omitted for sim-
plicity.

⃗⃗ ⃗⃗ ⃗⃗𝑌c1 = {( − ⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠 − 𝑗𝜔1)𝑒𝑗2𝜙vp

−⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–(𝑠 + 𝑗𝜔1)𝑒−𝑗2𝜙vn)𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.19)

⃗⃗ ⃗⃗ ⃗⃗𝑌c2 = {( − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–(𝑠 + 𝑗𝜔1)𝑒−𝑗2𝜙vn

−⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠 − 𝑗𝜔1)𝑒𝑗2𝜙vp)𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.20)

Therefore, the converter small-signal model when considering the PLL dynamics of the
DDSRF-PLL method 1 can be found in Fig. 3.7, where the expressions for 𝐺cl+ and 𝐺cl- are
found in (3.4) and (3.5), the impedance expression is (3.16) and the coupling admittances
are (3.19) and (3.20).

𝐺𝑐𝑙+ 𝑠 𝐼𝛼𝛽
+𝑟𝑒𝑓

+𝐺𝑐𝑙− 𝑠 𝐼𝛼𝛽
−𝑟𝑒𝑓

𝐼𝛼𝛽(𝑠)

𝑌(𝑠) 𝑌𝑐1(𝑠) 𝑉𝛼𝛽
∗ 𝑒𝑗2𝜔1𝑡 𝑌𝑐2(𝑠) 𝑉𝛼𝛽

∗ 𝑒−𝑗2𝜔1𝑡 𝑉𝛼𝛽(𝑠)

Figure 3.7: Small-signal model of the converter taking into account the PLL dynamics. It considers the closed-loop
transfer functions of the current control in both sequences (𝐺cl+ and𝐺cl-), themain converter impedance/admittance
(𝑌) and the two main frequency couplings (𝑌c1 and 𝑌c2).

In previous literature [104], it was already shown how the PLL dynamics may produce a
frequency coupling through ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒𝑗2𝜔1𝑡 (i.e., for a perturbation in the voltage 𝑓p the current
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𝒇𝒑 = −𝟑𝟎 𝐇𝐳

Voltage perturbation 

at inverter terminals

−𝟖𝟎 𝐇𝐳

+𝟐𝟎 𝐇𝐳

−𝟖𝟎 𝐇𝐳

+𝟖𝟎 𝐇𝐳

−𝟐𝟎 𝐇𝐳

+𝟐𝟎 𝐇𝐳

Due to dq

asymmetries 

in PLL

−𝟑𝟎 𝐇𝐳
(𝒇𝒑)

+𝟏𝟑𝟎 𝐇𝐳
(𝟐𝒇𝟏 − 𝒇𝒑)

−𝟕𝟎 𝐇𝐳
(−𝟐𝒇𝟏 − 𝒇𝒑)

−𝟑𝟎 𝐇𝐳
(𝒇𝒑)

+𝟓𝟎 𝐇𝐳

+𝟓𝟎 𝐇𝐳

−𝟓𝟎 𝐇𝐳

−𝟓𝟎 𝐇𝐳

Currents generated 

at inverter terminals

Couplings

αβ frame dq frame (pos. seq) dq frame (neg. seq)

Figure 3.8: Generation process of the first and second frequency couplings. Details on the frequency coupling
generation and the reason for the existence of the second frequency coupling are shown in Section 3.9.

has a frequency component at 𝑓c1 = 2𝑓1−𝑓p). What this chapter shows is that, in the cases
in which the PLL also tracks the negative-sequence phase-angle, the PLL dynamics produce
an extra coupling at 𝑓c2 = −2𝑓1−𝑓p, as illustrated in Fig. 3.8. The existence of this second
frequency coupling is validated in Section 3.9.1 and the reasons causing it are explained in
detail in Section 3.9.2.

3.5.2 Using the LTI model of the DDSRF‑PLL
In this case, the expressions for Δ𝜃1+ and Δ𝜃1– to be plugged in Fig. 3.6 are the LTI expres-
sions derived for method 1, which are shown in (2.24). If this is done, the following model
is obtained:

⃗⃗⃗𝑍 = 1
⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)

= {𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}

{1 + [𝐻ff(𝑠 − 𝑗𝜔1) + 𝐻ff(𝑠 + 𝑗𝜔1)]𝐺v(𝑠)𝐺d(𝑠)

−⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+LTI(𝑠 − 𝑗𝜔1)𝐺d(𝑠) − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–LTI(𝑠 + 𝑗𝜔1)𝐺d(𝑠)}
−1

(3.21)

⃗⃗ ⃗⃗ ⃗⃗𝑌c1 = { − ⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+LTI(𝑠 − 𝑗𝜔1)𝑒𝑗2𝜙vp𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.22)
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⃗⃗ ⃗⃗ ⃗⃗𝑌c2 = { − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–LTI(𝑠 + 𝑗𝜔1)𝑒−𝑗2𝜙vn𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.23)

This means that, when the LTI model for the DDSRF-PLL is used, the schematic in
Fig. 3.7 remains valid. However, the expressions to be used for the main impedance and the
coupling admittances are different.

3.6 Inverter model using DDSRF‑PLL method 2

3.6.1 Using the LTPmodel of the DDSRF‑PLL

In this case, the expressions (2.29) and (2.32) must be plugged for Δ𝜃1+ and Δ𝜃1– in Fig. 3.6.
When doing this, several frequency couplings appear in the current. Some of these fre-
quency couplings, however, may be ignored due to their low magnitude. The detailed
reasoning for this is provided in Section 3.9.3. In the end, just like in the case of using
the DDSRF-PLL method 1, two main frequency couplings appear in the converter: one at
𝑓c1 = 2𝑓1 − 𝑓p and one at 𝑓c2 = −2𝑓1 − 𝑓p. This means that, when the DDSRF-PLL
method 2 is implemented, the schematic in Fig. 3.7 remains valid.

However, the expressions for the converter impedance and coupling admittances change.
The converter impedance when using the DDSRF-PLL method 2 is shown in (3.24), and
the coupling admittances are shown in (3.25) and (3.26). Some of the overhead arrows
in (3.24) - (3.26) are omitted for simplicity. Also, the transfer functions ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) are
defined in (3.17) and (3.18), respectively.

⃗⃗⃗𝑍 = 1
⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)

= {𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}

{1 + [𝐻ff(𝑠 − 𝑗𝜔1) + 𝐻ff(𝑠 + 𝑗𝜔1)]𝐺v(𝑠)𝐺d(𝑠)

−⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+(𝑠 − 𝑗𝜔1)𝐺d(𝑠) − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–(𝑠 + 𝑗𝜔1)𝐺d(𝑠)
+𝑗𝑉n𝑒−𝑗(𝜙vp+𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+(𝑠 − 𝑗𝜔1)𝐻ff(𝑠 − 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)

+𝑗𝑉p𝑒𝑗(𝜙vp+𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3–(𝑠 + 𝑗𝜔1)𝐻ff(𝑠 + 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)}
−1

(3.24)
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⃗⃗ ⃗⃗ ⃗⃗𝑌c1 = {( − ⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝐴(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+(𝑠 − 𝑗𝜔1)𝑒𝑗2𝜙vp𝐺d(𝑠)

+𝑗𝑉p𝑒𝑗(𝜙vp−𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–(𝑠 + 𝑗𝜔1)𝐻ff(𝑠 + 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)
+𝑗𝑉n𝑒𝑗(𝜙vp−𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+(𝑠 − 𝑗𝜔1)𝐻ff(𝑠 − 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.25)

⃗⃗ ⃗⃗ ⃗⃗𝑌c2 = {( − ⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–(𝑠 + 𝑗𝜔1)𝑒−𝑗2𝜙vn𝐺d(𝑠)

+𝑗𝑉n𝑒𝑗(𝜙vp−𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+(𝑠 − 𝑗𝜔1)𝐻ff(𝑠 − 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)
+𝑗𝑉p𝑒𝑗(𝜙vp−𝜙vn) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6–(𝑠 + 𝑗𝜔1)𝐻ff(𝑠 + 𝑗𝜔1)𝐺v(𝑠)𝐺d(𝑠)}

{𝐿𝑠 + 𝑅L + ([𝐻i(𝑠 − 𝑗𝜔1) − 𝑗𝐾d]𝐺dec+(𝑠 − 𝑗𝜔1)

+[𝐻i (𝑠 + 𝑗𝜔1) + 𝑗𝐾d]𝐺dec–(𝑠 + 𝑗𝜔1))𝐺i(𝑠)𝐺d(𝑠)}
−1

(3.26)

3.6.2 Using the LTI model of the DDSRF‑PLL
In this case, the expressions for Δ𝜃1+ and Δ𝜃1– to be plugged in Fig. 3.6 are the LTI expres-
sions derived for method 2, which are shown in Section 2.6. If this is done, the exact same
equations as for method 1 (LTI model) are obtained. That is to say, (3.21), (3.22) and (3.23)
apply in this section also, although in this case, the PLL transfer functions derived in Sec-
tion 2.6 should be used, instead of those derived in Section 2.4.

In this case, the schematic in Fig. 3.7 also remains valid. It is noticeable, then, that no
matter the DDSRF-PLL implementation, and no matter the DDSRF-PLL model used (LTI
or LTP), the converter model consists of a main admittance and two coupling admittances.

3.7 Simulation‑based veriϐication
In order to verify the models, several computer-simulated frequency sweeps are performed
with a time-domain model of the converter. At the converter input, there is a grid volt-
age with a specific level of voltage imbalance. Performing the frequency sweep consists
on imposing a harmonic in the grid voltage at a certain perturbation frequency 𝑓p with a
certain amplitude and phase-angle, and measuring the current that outputs the converter as
a response (at the frequency 𝑓p and the coupling frequencies). With this information, the
impedance and coupling admittances can be calculated at each frequency.

The converter parameters are the same in the computer model as in the laboratory pro-
totype4. The parameters are discussed in the Appendix A.2 and listed in Table A.1. The
intention is to verify the converter models for different PLL parameters and for different
voltage and current imbalance situations. In order to do that, several case studies are de-
fined.

4The laboratory prototype is described in Section 3.8.
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Case studies defined for simulation verification and experimental validation:

• Case A: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A

• Case B: BWPLL = 10Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A

• Case C: BWPLL = 30Hz ; 𝑉n = 40% ; 𝐼p = 𝐼n = 5A

• Case D: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 10A

• Case E: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 5A ; 𝐼n = 0A

From now on, case A is the base case5. In case B, the PLL parameters are modified. In
case C, the negative-sequence voltage is increased. In cases A – C the current references
are kept constant as 𝐼d+ref = 𝐼d–ref = 5A and 𝐼q+ref = 𝐼q–ref = 0A in order to achieve
𝐼p = 𝐼n = 5A. In cases D and E these current references are modified. The results of the
frequency sweeps are shown in Fig. 3.9 – Fig. 3.13 for the converter using the DDSRF-PLL
method 1, and in Fig. 3.14 – Fig. 3.18 for the converter using the DDSRF-PLL method 2.

The results in Fig. 3.9 – Fig. 3.18 show that the proposed LTP model accurately predicts
the dynamics of the converter for different PLL methods, PLL tuning, imbalance situations
and current references. These figures also show the high impact that all these control designs
and operating conditions impose on the converter dynamics in the low frequency range. The
impact of all these on the stability of the converter is addressed in Section 3.12.
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Figure 3.9: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 1, in the case A conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A.

5In case A the PLL constants are: 𝐾 = 1/√2, 𝐾pPLL+ = 𝐾pPLL– = 1.71, 𝐾iPLL+ = 𝐾iPLL– = 228.4 (as
described in Appendix A). In case B the PLL constants are: 𝐾 = 1/2, 𝐾pPLL+ = 𝐾pPLL– = 0.57, 𝐾iPLL+ =
𝐾iPLL– = 25.4 (parameters derived with the formulas in Appendix A but for a different bandwidth). Unless
otherwise specified, all the figures in this chapter are derived with the PLL parameters of case A.
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Figure 3.10: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 1, in the case B conditions: BWPLL = 10Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A.

-200 -150 -100 -50 0 50 100 150 200
0

1

2

3

4

M
ag

n
it

u
d

e 
(a

b
s)

Y(s)

-200 -150 -100 -50 0 50 100 150 200

Frequency (Hz)

-200

-100

0

100

200

P
h

as
e 

(d
eg

)

LTP model

LTI model

Sim

-200 -150 -100 -50 0 50 100 150 200
0

0.2

0.4

0.6

0.8

1

M
ag

n
it

u
d

e 
(a

b
s)

Y
c1

(s)

-200 -150 -100 -50 0 50 100 150 200

Frequency (Hz)

-200

-100

0

100

200

P
h

as
e 

(d
eg

)

LTP model

LTI model

Sim

-200 -150 -100 -50 0 50 100 150 200
0

0.5

1

1.5

2

M
ag

n
it

u
d

e 
(a

b
s)

Y
c2

(s)

-200 -150 -100 -50 0 50 100 150 200

Frequency (Hz)

-200

-100

0

100

200

P
h

as
e 

(d
eg

)

LTP model

LTI model

Sim

Figure 3.11: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 1, in the case C conditions: BWPLL = 30Hz ; 𝑉n = 40% ; 𝐼p = 𝐼n = 5A.
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Figure 3.12: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 1, in the case D conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 10A.
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Figure 3.13: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 1, in the case E conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 5A ; 𝐼n = 0A.
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Figure 3.14: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 2, in the case A conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A.
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Figure 3.15: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 2, in the case B conditions: BWPLL = 10Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A.
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Figure 3.16: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 2, in the case C conditions: BWPLL = 30Hz ; 𝑉n = 40% ; 𝐼p = 𝐼n = 5A.
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Figure 3.17: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 2, in the case D conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 10A.
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Figure 3.18: Converter model verification showing the converter model with the DDSRF-PLL LTP model, the
converter model with the DDSRF-PLL LTI model, and the simulation results. The figure shows the converter
using DDSRF-PLL method 2, in the case E conditions: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 5A ; 𝐼n = 0A.
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3.8 Experimental validation

(a) Experiment description

In order to verify the models, experimental frequency sweeps are performed. The converter
parameters are discussed in the Appendix A.2 and listed in Table A.1. The laboratory set-up
is shown in Fig. 3.19. The grid emulator generates the fundamental voltage with the appro-
priate imbalance level depending on the case study and also the necessary perturbation for
the frequency sweep. The three-phase inverter is controlled with a current loop as described
in this section and a DDSRF-PLL method 1 without voltage normalization.

DC

𝑉𝑑𝑐

𝑖𝑎𝑏𝑐
𝑣𝑎𝑏𝑐

Phase - Tracking 

SystemCurrent Loop

AC
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𝑖𝑎𝑏𝑐

𝑖𝑟𝑒𝑓

DC power 

source

Three-phase inverter with passive elements & control Grid emulator

PoC

High freq. 

measurement:

voltage & current

Z calculation

Generates

𝑉𝑝, 𝑉𝑛, 𝑓𝑝

(a)

DC power source

Three-phase inverter

Grid emulator

(b)

Figure 3.19: Laboratory set-up; a) schematic representation, and b) experimental hardware.
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(b) Results

The same case studies as in the simulation-based verification are performed. These are
repeated here for convenience:

• Case A: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A

• Case B: BWPLL = 10Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A

• Case C: BWPLL = 30Hz ; 𝑉n = 40% ; 𝐼p = 𝐼n = 5A

• Case D: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 10A

• Case E: BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 5A ; 𝐼n = 0A

The results of the frequency sweeps are shown in Fig. 3.20 – Fig. 3.24 for the different
case studies. In these figures, both the simulation and experimental results are included for
easier comparison.

Firstly, Fig. 3.20 shows that the analytical model (line) perfectly matches the simulation
results (crosses) for the main admittance and both coupling admittances. This can also
be seen in Section 3.7. The experimental results (circles) also match the analytical model
and the simulations for the impedance and for both coupling admittances, although, for the
coupling admittances, the phase-angle plot of the experiment results shows some deviation.
This is mostly due to the limitations of the current probe for low currents (in order to ensure
a small-signal perturbation, the harmonic in the voltage was set around 0.5 − 1V, and thus
the currents to be measured for the coupling admittances were on the range of a few dozens
of mA or lower). The difficulty in this measurement lies not only in the low magnitude of
the currents to be measured, but also in the fact that they have to be measured in a signal
that is dominated by the fundamental, which is several orders of magnitude higher (several
A). In fact, note that, when the admittance magnitude is higher, and thus the currents to
be measured are higher, the phase-angles obtained in the experiments match perfectly the
analytical and simulation results. The experimental results only show some deviations when
the admittance value is around or below −30 dB, approximately.

Similar conclusions can be reached in all the other case studies, which means that the
model presented in this thesis is accurate for different PLL bandwidths (case B), different
levels of voltage imbalance (case C), different output currents (case D) and different levels
of current imbalance (case E).
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Figure 3.20: Converter model validation. Legend: converter model with LTP model of the PLL, converter model
with LTI model of the PLL, simulation results and experimental measurements. Case study: a converter using
DDSRF-PLL method 1 w/o normalization, case A conditions (BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A).
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Figure 3.21: Converter model validation. Legend: converter model with LTP model of the PLL, converter model
with LTI model of the PLL, simulation results and experimental measurements. Case study: a converter using
DDSRF-PLL method 1 w/o normalization, case B conditions (BWPLL = 10Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 5A).
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Figure 3.22: Converter model validation. Legend: converter model with LTP model of the PLL, converter model
with LTI model of the PLL, simulation results and experimental measurements. Case study: a converter using
DDSRF-PLL method 1 w/o normalization, case C conditions (BWPLL = 30Hz ; 𝑉n = 40% ; 𝐼p = 𝐼n = 5A).
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Figure 3.23: Converter model validation. Legend: converter model with LTP model of the PLL, converter model
with LTI model of the PLL, simulation results and experimental measurements. Case study: a converter using
DDSRF-PLL method 1 w/o normalization, case D conditions (BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 𝐼n = 10A).
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Figure 3.24: Converter model validation. Legend: converter model with LTP model of the PLL, converter model
with LTI model of the PLL, simulation results and experimental measurements. Case study: a converter using
DDSRF-PLL method 1 w/o normalization, case E conditions (BWPLL = 30Hz ; 𝑉n = 5% ; 𝐼p = 5A ; 𝐼n = 0A).

3.9 Converter frequency couplings

3.9.1 Existence of the second frequency coupling
In order to clearly show the frequency coupling effect, different simulations are made in
which a perturbation is set in the voltage and the current spectrum is acquired. The converter
parameters are the same as in the laboratory prototype, and are listed in Table A.1. The
DDSRF-PLL used is the method 1 without normalization. The perturbation frequency 𝑓p is
selected as −30Hz because at this point, for the parameters selected and if 𝑉n = 5% and
𝐼p = 𝐼n = 5A, the coupling admittances are approximately equal inmagnitude (i.e. |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c1(𝑠)|
at 2𝑓1 − 𝑓p = 130Hz is approximately equal to |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c2(𝑠)| at −2𝑓1 − 𝑓p = −70Hz).6 The
results are shown in Fig. 3.25.

The main conclusion in Fig. 3.25 is that, even in the case where the negative-sequence
voltage is relatively low, the second frequency coupling exists. This is due to the fact that

6The simulations are performed with a continuous model in the s-domain without switches, in order to have
cleaner results and avoid possible switching and modulation couplings.
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Figure 3.25: Current spectrum as a result of a voltage with perturbation at 𝑓p = −30Hz for 𝑉n = 5%. a) 𝐼p = 5A
𝐼n = 0A; b) 𝐼p = 5A 𝐼n = 5A. These results are from simulation.

this second frequency coupling is not directly due to the presence of 𝑉n, but rather to the use
of 𝜃PLL– in the current control loop, as it is explained in detail in Section 3.9.2. Further, the
level of the negative-sequence current may affect the magnitude of the coupling, but even
when the negative-sequence current is equal to zero the coupling exists. A similar work is
performed in the laboratory set-up, and the results are shown in Fig. 3.26.

This figure shows the contrast in the current spectrum when there is a perturbation in the
voltage or not. When there is no perturbation, the results are shown in Fig. 3.26 a) and the
current only has the fundamental component and a harmonic at 150Hz, which is probably
due to the effect of the voltage imbalance through the DC voltage. This component does not
appear in the simulations since in the simulations the effect of the DC voltage is neglected.
This effect has been reported in the literature before [139]. When the perturbation is injected,
it is shown in Fig. 3.26 b) that two frequency couplings appear, as predicted in this chapter
(see Fig. 3.8). Note also that, the magnitude of the harmonics at 70Hz and 130Hz are
shown at the bottom of the oscilloscope images, where it can be seen quantitatively that
the harmonics at these frequencies increase when there is a perturbation at −30Hz. This
validates the frequencies predicted in this thesis. Note that the results in Fig. 3.26 b) are the
same as the simulation results in Fig. 3.25 b).
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Figure 3.26: Current spectrum when 𝐼p = 5A 𝐼n = 5A (𝑉n = 5%). a) No perturbation; b) Perturbation in the
voltage at 𝑓p = −30Hz. When a perturbation is introduced, two frequency couplings appear in the current. The
x-axis expands from 0Hz until 500Hz in increments of 50Hz. These results are from experiments.

3.9.2 Origin of the second frequency coupling
In comparison to previous literature, one key difference in this thesis is that it considers a
PLL structure that also tracks the negative-sequence phase-angle. In particular, it is shown
here that, even if the couplings within the PLL are ignored (i.e. ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+ and
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3– – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6– are neglected), the 𝜃PLL– has the frequencies ±(𝑓p + 𝑓1). This is due
to ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–. Consequently, if 𝜃PLL– is used in the construction of the current
control loop, then an additional frequency coupling at −2𝑓1 − 𝑓p appears (as illustrated
in Fig. 3.8). Therefore, the frequency coupling is not directly due to the presence of 𝑉n.
However, the presence of 𝑉n is necessary since otherwise the negative-sequence phase-
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angle is undefined and therefore it cannot be used to construct the negative-sequence SRF
for the current control, yielding impossible for this second frequency coupling to appear. In
a sense, a similar situation happens with the first frequency coupling: the PLL dynamics
create the coupling at 2𝑓1 − 𝑓p, although it is true that the presence of 𝑉p is a pre-assumed
condition so that 𝜃1+ is defined.

In order to show more intuitively that the second frequency coupling is due to the use
of 𝜃PLL– in the current control loop, another simulation is done with a slightly different
DDSRF-PLL. In this case, the DDSRF-PLL tracks only the positive-sequence phase-angle,
and the negative-sequence phase-angle is simply calculated by imposing: 𝜃PLL– = −𝜃PLL+.
In these conditions, the equivalent simulation as the one shown in Fig. 3.25 b) is done. The
results are shown in Fig. 3.27.

Vn = 5% Ip = 5A In = 5A (no tracking Vn phase-angle)
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Figure 3.27: Current spectrum as a result of a voltage with perturbation at 𝑓p = −30Hz for 𝑉n = 5%, 𝐼p = 5A
𝐼n = 5A. These results are from simulation. The negative-sequence phase-angle is not tracked.

As it can be seen, the current presents no longer the second frequency coupling. This
can be understood by comparing Fig. 2.19 and Fig. 2.20. If the voltage has a perturbation at
𝑓p = 200Hz, even if the PLL couplings are ignored, the distortion in 𝜃PLL+ is different from
the distortion in 𝜃PLL–. A 150Hz oscillation can be seen in 𝜃PLL+ and a different oscillation
(at 250Hz) can be seen in 𝜃PLL–. This is a different situation from the case in which 𝜃PLL– =
−𝜃PLL+ since, then, the oscillation at 𝜃PLL– will be seen at 150Hz. Therefore, it is clear that
the second frequency coupling is not due to the use of a negative-sequence 𝑑𝑞 frame in the
current control, but rather due to the use of 𝜃PLL– in the current control.

Finally, it is worth to mention that, for both method 1 and method 2, the first and second
couplings are mostly created by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–, and therefore are not due to the
frequency coupling dynamics of the DDSRF-PLL. However, since in some instances, some
of the couplings within the PLL appear at these exact frequencies (2𝑓1−𝑓p and−2𝑓1−𝑓p),
then they are considered in the final expression of ⃗⃗ ⃗⃗ ⃗⃗𝑌c1 and ⃗⃗ ⃗⃗ ⃗⃗𝑌c2 (in particular, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+ and
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4– appear in the expression of ⃗⃗ ⃗⃗ ⃗⃗𝑌c1 and ⃗⃗ ⃗⃗ ⃗⃗𝑌c2 inmethod 1, and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4+, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4–
and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6– appear in the coupling-admittance expressions in method 2). However, it is
worth to note that the contribution of the PLL couplings to ⃗⃗ ⃗⃗ ⃗⃗𝑌c1 and ⃗⃗ ⃗⃗ ⃗⃗𝑌c2, respectively, is much
smaller than such of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2–, respectively. Therefore, it can be concluded, that
the first and second coupling are mostly due to tracking the positive and negative phase-
angles with a PLL structure that is 𝑑𝑞 asymmetrical (causing ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ ≠ 0 and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2– ≠
0), and then using these phase-angles in the current control.
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3.9.3 Number of frequency couplings
(a) Converter couplings when using the DDSRF‑PLL method 1

Chapter 2 shows that, when considering only the PLL and for the DDSRF-PLL method 1,
the first round of couplings appears at 𝑓dq+p ± 4𝑓1 for 𝜃PLL+ and at 𝑓dq–p ± 4𝑓1 for 𝜃PLL–.
Once the whole converter is considered, numerous frequency couplings are predicted in
the calculations. In particular, when looking into Fig. 3.6 it can be seen that, in several
instances, Δ𝜃1+ or Δ𝜃1– appear in the small-signal model of the current control. In total, if
the first round of couplings is considered in the PLL, then 13 couplings may appear in the
output current of the converter: 𝑓c1 = +2𝑓1 − 𝑓p, 𝑓c2 = −2𝑓1 − 𝑓p, 𝑓c3 = +4𝑓1 + 𝑓p,
𝑓c4 = −4𝑓1 +𝑓p, 𝑓c5 = +6𝑓1 −𝑓p, 𝑓c6 = −6𝑓1 −𝑓p, 𝑓c7 = −2𝑓1 +𝑓p, 𝑓c8 = −𝑓p, 𝑓c9 =
+2𝑓1+𝑓p, 𝑓c10 = −4𝑓1−𝑓p, 𝑓c11 = −6𝑓1+𝑓p, 𝑓c12 = +4𝑓1−𝑓p, and 𝑓c13 = +6𝑓1+𝑓p.

A question arises as to how many of these couplings should be considered in the con-
verter model. When considering the PLL exclusively, it is shown in Chapter 2 that, for
stability studies, a 2x2 LTP matrix is enough to achieve accuracy (therefore, ignoring the
couplings within the PLL). With respect to harmonic studies, the couplings are very rele-
vant in the low frequency range, but in the range where the majority of harmonics appear,
the couplings are quite low. This already points to the direction that, when considering the
whole converter, it is probably not necessary to consider the 13 couplings in the current.

In order to address this question, different simulations are done in which a perturbation
is imposed in the voltage at different frequencies, and the coupling currents are measured.
The results are shown in Fig. 3.28.

(a) (b)

Figure 3.28: M1: Magnitude of the current coupling at different frequencies when 𝐼p = 5A 𝐼n = 5A. a)𝑉n = 5%;
b) 𝑉n = 40%. These results are from simulations.

As it can be seen in Fig. 3.28, no matter the imbalance level, all the frequency couplings
are very low in the whole frequency range, except for 𝑓c1 = 2𝑓1−𝑓p and 𝑓c2 = −2𝑓1−𝑓p.
Therefore, it is concluded that considering only 𝑓c1 and 𝑓c2 is sufficient to achieve enough
accuracy.
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(b) Converter couplings when using the DDSRF‑PLL method 2

The first round of couplings for the DDSRF-PLL method 2 appears at 𝑓dq+p ±2𝑓1 for 𝜃PLL+
and at 𝑓dq–p ±2𝑓1 for 𝜃PLL– (Chapter 2). Once the whole converter is considered, numerous
frequency couplings are predicted in the calculations. In total, if the first round of couplings
is considered in the PLL, then 9 couplings may appear in the output current: 𝑓c1 = +2𝑓1 −
𝑓p, 𝑓c2 = −2𝑓1 − 𝑓p, 𝑓c3 = +2𝑓1 + 𝑓p, 𝑓c4 = −𝑓p, 𝑓c5 = −2𝑓1 + 𝑓p, 𝑓c6 = +4𝑓1 − 𝑓p,
𝑓c7 = −4𝑓1 − 𝑓p, 𝑓c8 = −4𝑓1 + 𝑓p, and 𝑓c9 = +4𝑓1 + 𝑓p. Just like with the DDSRF-PLL
method 1, some of these couplings have an insignificant magnitude in comparison with the
rest. This is shown in Fig. 3.29.

(a) (b)

Figure 3.29: M2: Magnitude of the current coupling at different frequencies when 𝐼p = 5A 𝐼n = 5A. a)𝑉n = 5%;
b) 𝑉n = 40%. These results are from simulations.

Based on Fig. 3.29, it is sufficient to include the first two couplings in the model. In any
case, if a very accurate model of the converter is desired, other couplings may be included
in the analysis, albeit with the drawback of handling a more complex converter model. In
the end, depending on the application, a different decision might be made depending on the
trade-off between accuracy versus complexity.

3.10 Comparison of converter models for small‑signal
stability studies

3.10.1 Description of the grid‑connected converter case study
The situation under study is shown in Fig. 3.30. It consists of the converter that is modelled
in previous sections, together with a 𝐶𝐿 grid impedance that may represent a resonant point,
a cable, or others. The grid impedance is represented by 𝑍g(𝑠) in the frequency domain,
and it is the parallel between the grid capacitor 𝐶g and grid inductor 𝐿g, each of which have
their own parasitic resistance. The parameters for the grid impedance are in Table 3.1.
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Figure 3.30: Schematic of the grid-connected inverter.

Table 3.1: Grid impedance parameters

Description Value Unit

𝐶g Grid Capacitance 10 𝜇F
𝑅Cg Resistance of Grid Capacitance 0.1 Ω
𝐿g Grid Inductance 1 mH

𝑅Lg Resistance of Grid Inductance 8.8 mΩ

The grid impedance parameters are selected to cause a resonance that can drive the
converter to instability for demonstration purposes of the accuracy of different models.

3.10.2 The four types of models
In this section, different models are compared in predicting the stability limit of the con-
verter. In particular, four different small-signal models (SSM) are analysed:

• SSM1: The converter model when the LTImodel is used for representing the DDSRF-
PLL, and when the coupling admittances of the converter are ignored.

• SSM2: The converter model when the LTImodel is used for representing the DDSRF-
PLL, and when the coupling admittances of the converter are considered.

• SSM3: The convertermodel when the LTPmodel is used for representing theDDSRF-
PLL, and when the coupling admittances of the converter are ignored.

• SSM4: The convertermodel when the LTPmodel is used for representing theDDSRF-
PLL, and when the coupling admittances of the converter are considered.

(a) Evaluating the stability with each model

When the converter coupling admittances are ignored (SSM1 and SSM3), only the main
admittance ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠) is used to represent the converter. Therefore, evaluating the stability of
the grid-connected inverter becomes a SISO problem that can be analysed by looking at the
Nyquist plot of 𝑍g(𝑠)⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠) [148].
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If the converter coupling admittances are not neglected (i.e. ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠), ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c1(𝑠) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c2(𝑠)
are all considered, as in SSM2 and SSM4), the converter Norton equivalent is shown in
Fig. 3.7. In this case, the problem is MIMO, and it can be solved using matrices. The
converter admittance matrix is shown in (3.27) and the grid impedance matrix in (3.28).

⎡
⎢
⎢
⎢
⎣

⃗⃗⃗⃗⃗⃗⃗𝐼𝛼𝛽
⃗⃗ ⃗⃗ ⃗⃗⃗𝐼∗𝛼𝛽𝑒𝑗2𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗⃗𝐼∗𝛼𝛽𝑒−𝑗2𝜔1𝑡

⎤
⎥
⎥
⎥
⎦

=
⎡
⎢
⎢
⎢
⎣

⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c1(𝑠) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c2(𝑠)
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c1(𝑠 − 𝑗2𝜔1) ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌∗(𝑠 − 𝑗2𝜔1) 0
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c2(𝑠 + 𝑗2𝜔1) 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌∗(𝑠 + 𝑗2𝜔1)

⎤
⎥
⎥
⎥
⎦⏝⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏝

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌𝑀(𝑠)

⎡
⎢
⎢
⎢
⎣

⃗⃗ ⃗⃗ ⃗⃗⃗𝑉𝛼𝛽
⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒𝑗2𝜔1𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑉∗𝛼𝛽𝑒−𝑗2𝜔1𝑡

⎤
⎥
⎥
⎥
⎦
(3.27)

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍𝑀g (𝑠) =
⎡
⎢
⎢
⎢
⎣

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍g(𝑠) 0 0
0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑍g(𝑠 − 𝑗2𝜔1) 0
0 0 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑍g(𝑠 + 𝑗2𝜔1)

⎤
⎥
⎥
⎥
⎦

(3.28)

Note that the grid impedance considered is balanced. The voltage imbalance comes
directly from the grid voltage. The Generalized Nyquist Stability Criterion can be applied
to the product ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍𝑀g (𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌𝑀(𝑠) in order to analyse the stability of the interconnected system; i.e.
the eigenvalues of the matrix ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍𝑀g (𝑠)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌𝑀(𝑠) must be calculated in between the frequencies
−𝜔p/2 and𝜔p/2 (with𝜔p being the pumping frequency of the LTP system; i.e. 4𝜔1 in M1
and 2𝜔1 in M2), and plotted in a Nyquist manner to check whether the eigenloci encircles
the point (−1,0).

(b) Sources of LTP behaviour at the converter level

When using the DDSRF-PLL method 2, the source of LTP dynamics at the PLL level is the
presence of 𝑉n. For method 1, it was shown in Chapter 2 that, since the negative-sequence
is directly tracked, the presence of 𝑉p also causes LTP dynamics. In order to include these
LTP dynamics, the PLL has to be linearised directly around a trajectory (i.e. including
the periodic terms), and not only around a steady-state operating point. These PLL LTP
dynamics get transferred to the converter level. When including the PLL equations in the
whole converter model, these equations carry time-periodic terms, provoking LTP dynamics
at the converter level.

On top of that, there is another source of LTP dynamics at the converter level. This is
due to the 𝑑𝑞 asymmetries in the PLL. Even if there is no voltage imbalance, it is shown
in the literature that LTP dynamics may appear in the converter [103]. Due to the fact that
a SRF-PLL (or, in the case of this thesis, a DDSRF-PLL) is not symmetrical in the 𝑑 and
𝑞 channels, the relation in between the voltage and the estimated phase-angle is described
by using the voltage space-vector multiplied by a complex transfer function, and also the
conjugate of the voltage space-vector multiplied by the conjugate of the complex transfer
function. When these equations are taken into the 𝛼𝛽 frame, the conjugate of the voltage
space-vector appears at a different frequency or, in other words, appears as an extra oscil-
lating term. Therefore, the linearisation must be done around a trajectory, instead of an
operating point [170].
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In the end, the practical consequence of considering the 𝑑𝑞 asymmetries in the PLL
is that a coupling admittance appears in the converter model. When using a double SRF
current control with a DDSRF-PLL method 1 or method 2, it is shown in this thesis that,
actually, the 𝑑𝑞 asymmetries in the PLL cause two couplings at the converter level.

The four models compared in this section, include different levels of LTP dynamics:

• SSM1: This model ignores all sources of LTP dynamics, and it is therefore completely
LTI.

• SSM2: This model considers the LTP dynamics caused by the 𝑑𝑞 asymmetries in the
PLL, but not those due to the presence of voltage imbalance in the PLL.

• SSM3: This model considers the LTP dynamics due to the presence of voltage imbal-
ance in the PLL, but not those caused by the 𝑑𝑞 asymmetries in the PLL.

• SSM4: This model considers both sources of LTP dynamics.

3.10.3 Stability results: DDSRF‑PLL method 1
In this section, the stability limit predicted by the models is compared to the stability limit
predicted in simulations when changing the 𝐾 parameter, which defines the cut-off fre-
quency of the Low-Pass Filter that appears within the DDSRF-PLL and the SCDN (𝐹(𝑠) =
𝜔f
𝑠+𝜔f

, where 𝜔f = 𝐾𝜔1). The positive-sequence voltage is always equal to the nomi-
nal converter voltage, and the current reference set-points are set as: 𝐼d+ref = 10A and
𝐼q+ref = 𝐼d–ref = 𝐼q–ref = 0A in order to achieve 𝐼p = 10A and 𝐼n = 0A.

4 4.5 5 5.5 6 6.5
Time (s)

8

9

10

11

12

id
+

 (
A

)

id+ (ref)
id+

K = 1K = 0.9

5.7 5.8 5.9 6
9

10

11

4 4.5 5 5.5 6 6.5
Time (s)

-5

0

5

iq
+

(A
)

iq+ (ref)
iq+

K = 0.9 K = 1

5.7 5.8 5.9 6
-1

0

1

4 4.5 5 5.5 6 6.5
Time (s)

-5

0

5

id
- 

(A
)

id- (ref)
id-

K = 0.9 K = 1

5.7 5.8 5.9 6
-1

0

1

4 4.5 5 5.5 6 6.5
Time (s)

-5

0

5

iq
- 

(A
)

iq- (ref)
iq-

K = 0.9 K = 1

5.7 5.8 5.9 6
-1

0

1

Figure 3.31: Method 1: Instability when changing 𝐾 from 0.9 to 1 (𝑉n = 5%).
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When using the DDSRF-PLL method 1 and according to simulations (one example is
shown in Fig. 3.31), the converter becomes unstable for 𝐾 values higher than 𝐾lim, being:

• 𝐾lim = 0.94 for 𝑉n = 5%.

• 𝐾lim = 0.94 for 𝑉n = 40%.

Note that these limits are lower than the case in which the DDSRF-PLL is considered
alone, without the rest of the converter (see Section 2.10.3). This makes sense since, at the
converter level, changing 𝐾 affects not only the PLL, but also the LPF at the SCDN.
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Figure 3.32: Converter stability when using DDSRF-PLL method 1 (𝑉n = 5%).

In Fig. 3.32, the Nyquist eigenloci are shown for different 𝐾 when 𝑉n = 5%. As it
can be seen, the SSM1 and SSM2 (i.e. the converter models that use the LTI model for the
DDSRF-PLL) predict incorrectly the stability boundary, since they predict that, for 𝐾 = 1
and 𝐾 = 1.02, the system is still stable. The 𝐾 has to be increased until 𝐾 = 2.275 in
order to predict instability (not shown in the figure). In contrast, at the bottom of Fig. 3.32,
it is shown that the SSM3 and SSM4 converter models (i.e. the converter models that use
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the LTP model for the DDSRF-PLL) correctly predict the stability boundary. Note that, no
matter that the coupling admittances are considered or not, the stability limit is predicted
accurately.

Fig. 3.33 shows the stability predictions of the models for 𝑉n = 40%. Again, the pre-
dictions of SSM1 and SSM2 are inaccurate, in contrast to SSM3 and SSM4.
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Figure 3.33: Converter stability when using DDSRF-PLL method 1 (𝑉n = 40%).

3.10.4 Stability results: DDSRF‑PLL method 2
When using the DDSRF-PLLmethod 2 and according to simulations, the converter becomes
unstable for 𝐾 values higher than 𝐾lim, being:

• 𝐾lim = 2.31 for 𝑉n = 5%.
• 𝐾lim = 2.02 for 𝑉n = 40%.

Note that these limits are lower than the case in which the DDSRF-PLL is considered
alone, without the rest of the converter (see Section 2.10.4). This is due to the fact that
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changing the 𝐾 parameter affects both the PLL and also the SCDN in the current control
loop.

Fig. 3.34 shows that, when 𝑉n = 5%, all converter models predict accurate stability.
However, when increasing the imbalance level, this is no longer the case (Fig. 3.35). The
SSM1 and SSM2 predict that the converter is stable for 𝐾 values above 𝐾lim. In contrast,
SSM3 and SSM4 give correct stability predictions.
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Figure 3.34: Converter stability when using DDSRF-PLL method 2 (𝑉n = 5%).
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Figure 3.35: Converter stability when using DDSRF-PLL method 2 (𝑉n = 40%).

3.10.5 Explanation of the stability results

From Chapter 2, it is known that the DDSRF-PLL method 1 has important LTP dynamics
even if 𝑉n is low. Therefore, when developing the converter model, if the LTI model is used
for the PLL, the stability predictions are not expected to be accurate. This is summarized
in Fig. 3.36. Just like when analysing the PLL only, the stability limit does not change with
the imbalance level. This is due to the normalization in the PLL. If the normalization block
is bypassed, 𝐾lim varies with 𝑉n, as shown in Fig. 3.37.

When the converter uses the DDSRF-PLL method 2, the stability limit changes with
the voltage imbalance level, and the models that use the LTI model for the PLL predict
accurately the limit only when 𝑉n is low. Using the LTP model for the PLL allows accurate
stability predictions for all imbalance levels.
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Figure 3.36: Method 1: variation of 𝐾lim with 𝑉n predicted by simulations, and the converter model that: uses the
LTP PLL model and considers 𝑌c1 and 𝑌c2 (SSM4); uses the LTP PLL model and ignores 𝑌c1 and 𝑌c2 (SSM3);
uses the LTI PLL model and considers 𝑌c1 and 𝑌c2 (SSM2); and uses the LTI PLL model and ignores 𝑌c1 and 𝑌c2
(SSM1).
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Figure 3.37: Method 1 (w/o norm): variation of 𝐾lim with 𝑉n predicted by simulations, and the converter model
that: uses the LTP PLL model and considers 𝑌c1 and 𝑌c2 (SSM4); uses the LTP PLL model and ignores 𝑌c1 and
𝑌c2 (SSM3); uses the LTI PLL model and considers 𝑌c1 and 𝑌c2 (SSM2); and uses the LTI PLL model and ignores
𝑌c1 and 𝑌c2 (SSM1).

3.10.6 Importance of the coupling admittances for stability analysis

The fact that Fig. 3.36 – Fig. 3.38 show that the SSM1 has the same stability predictions as
SSM2, and that SSM3 achieves the same results as SSM4, does not mean that the coupling
admittances are irrelevant. The above examples were specifically chosen to show that, de-
pending on the case study, the LTP dynamics of the PLL due to the presence of imbalance
may be equal or more important than the LTP dynamics caused by 𝑑𝑞 asymmetries in the
control. The key lesson is that the importance of the LTP dynamics created by the 100Hz
oscillations in the PLL are not due to the converter coupling admittances. However, this
does not mean that the coupling admittances are irrelevant for stability studies.

In particular, the coupling admittances are mostly defined by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ or ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2– (see
(3.19), (3.20), (3.25), and (3.26)) and, therefore, they are limited by the PLL bandwidth.
This means that the coupling admittances will have a most notable effect in the low fre-
quency range [171]. However, even if the coupling admittances have an effect with a limited
frequency range, this does not mean that they cannot be very relevant in such range. This
can be checked by analysing the effect of the couplings on the converter passivity index.
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Figure 3.38: Method 2: variation of 𝐾lim with 𝑉n predicted by simulations, and the converter model that: uses the
LTP PLL model and considers 𝑌c1 and 𝑌c2 (SSM4); uses the LTP PLL model and ignores 𝑌c1 and 𝑌c2 (SSM3);
uses the LTI PLL model and considers 𝑌c1 and 𝑌c2 (SSM2); and uses the LTI PLL model and ignores 𝑌c1 and 𝑌c2
(SSM1).

(a) Deϐinition of converter passivity index

Previous literature has already shown that, in the cases where the converter presents no
couplings (i.e. its linearised dynamics are completely described by the main impedance or
admittance), it is important to look at the real part of the impedance (resistance) or of the
admittance (conductance). If ℜ{⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑍(𝑠)} < 0 (or, alternatively, ℜ{⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)} < 0) at a frequency
where there is a natural frequency in the system, then the system could go into oscilla-
tory instability [59]. On the one hand, in order for the system to become unstable, what
matters is the net damping of the whole system at the natural frequencies and not only the
damping provided by the converter; however, on the other hand, if the converter has a neg-
ative conductance, its value is measure of how prone the converter is to instability once it
is interconnected. That is why a lot of papers have argued that it is convenient to design
the converter controls in order to minimize these negative-conductance regions [172]. The
ℜ{⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)} is called in this thesis SISO passivity index.

If the converter presents frequency couplings, it is not so straightforward to arrive to
an unequivocal conclusion about how prone the converter is to instability (when it is in-
terconnected with the grid and/or other converters) by merely looking at the sign of the
main resistance or conductance, since the coupling admittances also influence the converter
dynamics. In the literature, different passivity indices have been defined for LTP systems
(e.g. [25]) or complex-vector MIMO models (e.g. [173]).

In this thesis, the definition of passivity index from [173] is adopted. According to [173]
the passivity (dissipative) properties of a complex-vector MIMO system is quantified by the
eigenvalues of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔), being ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔):

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔) = 1
2[
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌𝑀(𝑗𝜔) + ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌𝑀𝐻(𝑗𝜔)] (3.29)

where ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌𝑀(𝑗𝜔) is the admittancematrix of the converter (defined in (3.27)) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌𝑀𝐻(𝑗𝜔)
is its transpose-conjugate (Hermitian conjugate). As such, if the minimum eigenvalue of
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔) is non-negative, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌𝑀(𝑗𝜔) is dissipative for that frequency.
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Therefore, in this thesis theMIMOpassivity index is defined as theminimum eigenvalue
of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔), which can be found for each frequency and is desired to be as high as possible to
enhance stability. Note that, if ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌𝑀(𝑗𝜔) is a 1x1 matrix (i.e. the coupling admittances are
ignored) then ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝐴(𝜔) = ℜ{⃗⃗⃗⃗⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)}, and therefore, this definition of passivity index coincides
with the traditional SISO definition of passivity index that consists on looking at the con-
verter conductance at each frequency.

(b) Effect of couplings on converter passivity index

Fig. 3.39 shows the passivity index of the converter when using a DDSRF-PLL method 1,
and when calculated using two different methods: the first one when considering only ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)
(SISO approach), and the second one when considering ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠), ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c1(𝑠) and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c2(𝑠) (MIMO
approach)7. As it can be seen, no matter the imbalance level, the coupling admittances have
a significant effect on the converter passivity in the low frequency range (𝑓 < 200−300Hz
approximately). In some frequencies, the passivity index even becomes negative due to the
coupling admittances. Similarly occurs when the converter uses the DDSRF-PLL method 2
(Fig. 3.40). Therefore, it is recommended in this thesis to consider the coupling admittances
of the converter for stability studies, especially if the frequency range of interest is low.
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Figure 3.39: M1: Comparison of MIMO vs SISO passivity indices.
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Figure 3.40: M2: Comparison of MIMO vs SISO passivity indices.

7This figure is plotted using the LTP model of the DDSRF-PLL, since in this chapter it is shown that this model
is very accurate for representing the converter dynamics.
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3.11 Comparison of converter models for harmonic studies

(a) Accuracy at input harmonic frequency

In a system-wide harmonic study, it is very important to characterize the harmonics that a
converter generates as a result of a distortion in the voltage at its terminals [32]. Usually, this
effect is represented by the main impedance or admittance of the converter. This impedance
represents the harmonic current that the converter generates at a certain frequency for a har-
monic in the voltage at that same frequency. In this section, the different converter models
presented in this chapter are compared in their ability to represent this effect.

One direct way of comparing the models for this purpose is to compare the accuracy of
the impedance model with a frequency scan. Note that this is a steady-state verification,
and is thus correct for steady-state harmonic studies. This is already done in Section 3.7 for
different case studies. The results from case A are copied in Fig. 3.41 for easier reference.
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Figure 3.41: Comparison of converter models for predicting the current harmonics at a certain frequency as a result
of a voltage harmonic at the same frequency (on the left: using DDSRF-PLL method 1, case A; on the right: using
DDSRF-PLL method 2, case A).

As it can be seen in Fig. 3.41, the LTP model is more accurate than the LTI model in
the low frequency range (𝑓 < 150Hz for M1, and 𝑓 < 100Hz for M2). However, in high
frequencies typical for harmonic distortion, the LTImodel delivers accurate predictions. The
frequency sweeps in Section 3.7 show that, for other case studies and for both the DDSRF-
PLLmethod 1 or 2, the LTI model delivers accurate predictions in the high frequency range.

(b) Accuracy at coupling frequencies

With respect to the ability of the models to predict the current that the converter generates
at a specific frequency, as a result of a harmonic in the voltage at a different frequency, the
coupling admittances must be analysed. This is already done in Section 3.7 for different
case studies. The results from case A are copied in Fig. 3.42 for the DDSRF-PLL M1, and
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in Fig. 3.43 for the DDSRF-PLL M2. Again, it is shown here that, while the LTI model is
very inaccurate in the low frequency range, for harmonic frequencies both models converge.
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Figure 3.42: Comparison of converter models for predicting the current harmonics at a certain frequency as a result
of a voltage harmonic at a different frequency (using DDSRF-PLL method 1, case A).
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Figure 3.43: Comparison of converter models for predicting the current harmonics at a certain frequency as a result
of a voltage harmonic at a different frequency (using DDSRF-PLL method 2, case A).

Therefore, it is concluded here that, for steady-state harmonic studies, using the LTI or
the LTP model for the converter is equally valid. Note that this conclusion holds since all
other couplings have been considered to be negligible (see Section 3.9.3). If the accuracy
requirement for the particular study is very high and other couplings are to be considered,
then the accuracy comparison between the LTP and LTImodels would need to be re-checked.
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3.12 Effect of grid voltage imbalance on the stability of the
wind turbine converter

In Section 3.10 it is shown how including the LTP dynamics of the PLL is important for
stability analysis in the presence of imbalance. Further, it is argued in Section 3.10.6 that
including the coupling admittances in themodel is important, especially in the low frequency
range. Therefore, in this section, the model SSM4 is used in order to analyse the effect of
𝑉n and 𝐼n on the stability of the converter.

3.12.1 Analysis of the converter admittances
(a) Effect of 𝑉n and 𝐼n
The effect of the negative-sequence voltage on the converter admittances when using the
DDSRF-PLL method 1, and when the converter is not injecting negative-sequence current
(𝐼n = 0A) is shown in Fig. 3.44. As it can be seen, the admittances do not change with
voltage imbalance.
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Figure 3.44: Effect of imbalance on the converter admittances when using theDDSRF-PLLmethod 1 and 𝐼n = 0A;
a) effect on main admittance, b) effect on first coupling admittance, and c) effect on second coupling admittance.

Mathematically, this can be seen in (3.16), (3.19), (3.20) and in the definition of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)
in (3.18). If 𝐼n = 0, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) = −𝑗𝑉n𝐻ff(𝑠 + 𝑗𝜔1)𝐺v(𝑠) + 𝑗𝑉n and, since the voltage feed-
forward loop has a very limited bandwidth, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) ≈ 𝑗𝑉n. Also, it is worth to note that,
while ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+ – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+ do not vary much with 𝑉n, the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6– change their
magnitudes inversely to 𝑉n (but not their phase response). For example, this can be seen in
Fig. 2.6. Thus, when ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) multiplies ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– in the expression of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠), the effect of 𝑉n
is cancelled out. Similarly, when ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) multiplies ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL4– in the expression of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c1(𝑠), and
when ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠)multiplies ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2– in the expression of ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑌c2(𝑠), the effect of 𝑉n is cancelled out.

Thus, when 𝐼n = 0, the converter admittances remain fairly constant with 𝑉n. Neverthe-
less, note that, in order for ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) ≈ 𝑗𝑉n, the negative-sequence current must be zero. When
it is not, the term ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) does not cancel out the magnitude variation in ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1– – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6–
caused by 𝑉n, and the converter admittances change. This is shown in Fig. 3.45.
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Figure 3.45: Effect of imbalance on the converter admittances when using theDDSRF-PLLmethod 1 and 𝐼n = 5A;
a) effect on main admittance, b) effect on first coupling admittance, and c) effect on second coupling admittance.

With respect to the converter when using the DDSRF-PLL M2, the effect of 𝑉n on the
converter admittances is shown in Fig. 3.46 and Fig. 3.47. In this case, the admittances are
also quite constant when 𝐼n = 0. Formethod 2, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1+, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2+ and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3– – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6– re-
main constant with respect to 𝑉n, whereas ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL1–, ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL2– and ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL3+ – ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑇𝐹PLL6+ change
inversely proportionally to 𝑉n (see Fig. 2.7). The PLL transfer functions that change with
𝑉n are multiplied by ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) or directly by 𝑉n in the admittances equations and, thus, the
voltage imbalance effect almost perfectly cancels out (see (3.24), (3.25), (3.26)). Just as
with the DDSRF-PLL M1, when 𝐼n ≠ 0, the cancellation does not occur and the converter
admittances change more significantly with voltage imbalance (see Fig. 3.47).
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Figure 3.46: Effect of imbalance on the converter admittances when using theDDSRF-PLLmethod 2 and 𝐼n = 0A;
a) effect on main admittance, b) effect on first coupling admittance, and c) effect on second coupling admittance.

In general, it can be said that, for the converter using either the DDSRF-PLL method 1
or 2, if ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) is directly proportional to 𝑉n, then ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) will cancel out the variation that 𝑉n
causes in the PLL transfer functions. One way in order to achieve ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) to be proportional
to 𝑉n is when 𝐼n = 0; however, this is not the only way. If 𝐼n is selected to be proportional
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Figure 3.47: Effect of imbalance on the converter admittances when using theDDSRF-PLLmethod 2 and 𝐼n = 5A;
a) effect on main admittance, b) effect on first coupling admittance, and c) effect on second coupling admittance.

to 𝑉n, then it can be seen in (3.18) that ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) becomes proportional to 𝑉n. The question,
then, becomes whether it makes sense to inject negative-sequence current at all, or whether
it makes sense to inject it proportional to the negative-sequence voltage. The answer to this
question depends on the current-reference strategy.

(b) Effect of the current‑reference strategy

According to the instantaneous power theory [174], the instantaneous active and reactive
powers injected by the converter (𝑝 and 𝑞, respectively) have oscillating terms in the pres-
ence of imbalance and can be described by:

𝑝 = 𝑃0 + 𝑃c2 cos(2𝜔1𝑡) + 𝑃s2 sin(2𝜔1𝑡)
𝑞 = 𝑄0 + 𝑄c2 cos(2𝜔1𝑡) + 𝑄s2 sin(2𝜔1𝑡)

(3.30)

where 𝑃0 and 𝑄0 are the average values of the instantaneous active and reactive powers,
and 𝑃c2, 𝑃s2, 𝑄c2 and 𝑄s2 represent the magnitude of the oscillating terms in these instan-
taneous powers. The expressions of 𝑝 and 𝑞 can be expressed in terms of the voltage and
current 𝑑𝑞 components as [44]:

𝑃0 =
3
2(𝑉d+𝐼d+ + 𝑉q+𝐼q+ + 𝑉d–𝐼d– + 𝑉q–𝐼q–)

𝑃c2 =
3
2(𝑉d–𝐼d+ + 𝑉q–𝐼q+ + 𝑉d+𝐼d– + 𝑉q+𝐼q–)

𝑃s2 =
3
2(𝑉q–𝐼d+ − 𝑉d–𝐼q+ − 𝑉q+𝐼d– + 𝑉d+𝐼q–)

𝑄0 =
3
2(𝑉q+𝐼d+ − 𝑉d+𝐼q+ + 𝑉q–𝐼d– − 𝑉d–𝐼q–)

𝑄c2 =
3
2(𝑉q–𝐼d+ − 𝑉d–𝐼q+ + 𝑉q+𝐼d– − 𝑉d+𝐼q–)

𝑄s2 =
3
2(−𝑉d–𝐼d+ − 𝑉q–𝐼q+ + 𝑉d+𝐼d– + 𝑉q+𝐼q–)

(3.31)

115



Chapter 3. Harmonic Stability: Part 2 – Converter Modelling and Analysis

Therefore, imposing the instantaneous active and reactive power injected by the con-
verter becomes a problem with 6 variables to control (𝑃0, 𝑄0, 𝑃c2, 𝑃s2, 𝑄c2 and 𝑄s2) but
only 4 degrees of freedom (𝐼d+, 𝐼q+, 𝐼d– and 𝐼q–). In order to control the average active
and reactive powers according to a certain set-point (i.e. in order to impose 𝑃0 = 𝑃ref0 and
𝑄0 = 𝑄ref

0 ) there exist infinite combinations of possible currents to inject into the grid.
Choosing the exact currents depends on the control objective, e.g. cancellation of the oscil-
lations in the active or reactive power, injection of sinusoidal and balanced currents into the
grid, etc. [175].

One common control objective is to use the 4 degrees of freedom to impose the desired
𝑃0 = 𝑃ref0 , 𝑄0 = 𝑄ref

0 , and to cancel out the oscillations in 𝑝 (i.e. 𝑃c2 = 𝑃s2 = 0). The
advantage of such an approach is that the average values of active and reactive power can be
controlled, and also that, since 𝑝 is constant, the 100Hz oscillations in the DC link voltage
are minimized. This is beneficial from the hardware point of view (in particular, for the
DC link capacitor). Unfortunately, since there are not enough degrees of freedom, in this
approach it is not possible to cancel out the oscillations in 𝑞8.

For example, the strategy described in [44] is based on imposing 𝑃0 = 𝑃ref0 and 𝑄0 =
𝑃c2 = 𝑃s2 = 0. In the case of the current control structure in this thesis, since𝑉q+ = 𝑉q– = 0
in steady-state, this strategy leads to the following current references:

𝐼d+ref = 𝑓(𝑉n) =
2
3𝑃

ref
0

𝑉p
𝑉2p − 𝑉2n

𝐼q+ref = 0

𝐼d–ref = 𝑔(𝑉n) = −
2
3𝑃

ref
0

𝑉n
𝑉2p − 𝑉2n

𝐼q–ref = 0

(3.32)

Since 𝐼q+ref = 0, then 𝐼p = 𝐼d+ref = 𝑓(𝑉n) and, since 𝐼q–ref = 0, then 𝐼n = 𝐼d–ref =
𝑔(𝑉n). As it can be seen in (3.32), in this current control strategy, 𝐼n does not vary linearly
with 𝑉n; however, the variation is almost linear for a significant range of voltage imbalance
values (𝑉n < 75% approximately). This can be seen in Fig. 3.48, where 𝐼d+ref and 𝐼q+ref are
plotted for a 𝑃ref0 = 1.17 kW9.

This means that, in this current control strategy, 𝐼n is almost proportional to 𝑉n, and
8In reality, it is possible to find current references that allow to control the exact instantaneous value of 𝑝 and

𝑞 (for example, to make both constant without any oscillation), no matter the voltage imbalance or the harmonics
in the voltage. An example would be the Instantaneous Active-Reactive Control (IARC) strategy summarized
in [175]. Nonetheless, even if the voltage has no harmonics, when the voltage is unbalanced, if it is desired to
have 𝑝 and 𝑞 constant, it is necessary to inject a current with harmonics. This means that the current references
in the 𝑑𝑞 channels are not constant. In a sense, this gives more degrees of freedom (not only the DC values but
also the harmonics in the 𝑑𝑞 current references) that allow to cancel out simultaneously the 𝑝 and 𝑞 oscillations.
However, having oscillating 𝑑𝑞 current references means that normal controls implemented in industry (based on
PI controllers in the 𝑑𝑞 frame, like in this thesis) are not sufficient. Furthermore, the current control loop would
need to have a high bandwidth to be able to inject such harmonics, which might not be possible in high-power
applications where the switching frequency is limited. Finally, the disadvantage of such an approach is that it
might affect the voltage distortion at the PCC or trigger resonances in the network. Therefore, this strategy is not
considered in this thesis. In this thesis, it is considered that, in order to counteract the effects of voltage imbalance,
only currents (in the positive and/or negative sequence) at 50Hz are to be used. If that is the case, then (3.30)
and (3.31) apply. In this case, there is only 4 degrees of freedom given by the 𝑑 and 𝑞 (steady-state constant)
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Figure 3.48: Current-reference strategy following (3.32).

therefore the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) becomes almost proportional to 𝑉n, making the converter admittances
almost independent on 𝑉n. This can be seen in Fig. 3.49 for the converter using the DDSRF-
PLL method 1, and in Fig. 3.50 for the converter using the DDSRF-PLL method 2.
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M1: Variation Yc2 with Vn (Ip = f(Vn) In = g(Vn))
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Figure 3.49: Influence of imbalance on the converter admittances when using the DDSRF-PLLmethod 1, andwhen
the current-reference strategy follows (3.32); a) effect on main admittance, b) effect on first coupling admittance,
and c) effect on second coupling admittance.

Apart from the current-reference strategy used in [44] and outlined in (3.32), there are
other current-reference strategies, like the Balanced Positive-Sequence Control (BPSC),
which consists in imposing 𝐼n = 0 to achieve balanced positive-sequence currents no matter
the voltage imbalance level [175]. This strategy also leads to a passivity index independent
on 𝑉n, as mentioned before.

Furthermore, in recent years, more research has been done in relation to current-reference
strategies but, instead of focusing on selecting the current references to influence the con-
stant and oscillatory terms of the instantaneous active and reactive powers, the interest has

references in the positive and negative SRF in the current control.
9This is the power that, following (3.32) produces an 𝐼d+ref = 5A when 𝑉n = 0 for the 𝑉p considered in this

thesis.

117



Chapter 3. Harmonic Stability: Part 2 – Converter Modelling and Analysis

-1000 -800 -600 -400 -200 0 200 400 600 800 1000
0

0.2

0.4

0.6

0.8

1

M
ag

n
it

u
d
e 

(a
b
s)

M2: Variation Y with Vn (Ip = f(Vn) In = g(Vn))
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M2: Variation Yc1 with Vn (Ip = f(Vn) In = g(Vn))
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M2: Variation Yc2 with Vn (Ip = f(Vn) In = g(Vn))
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Figure 3.50: Influence of imbalance on the converter admittances when using the DDSRF-PLLmethod 2, andwhen
the current-reference strategy follows (3.32); a) effect on main admittance, b) effect on first coupling admittance,
and c) effect on second coupling admittance.

shifted into selecting the current references for performing grid support functionalities (typ-
ically, voltage support) in the presence of imbalance. Recent literature has shown that opti-
mal grid support is not given when the converter delivers reactive power only in the positive
sequence because, among other reasons, this can boost the voltage in non-faulty phases and
cause over-voltage problems [45]. Therefore, future grid codes are contemplating to include
reactive power requirements during faults in both sequences (typically, to deliver reactive
power in the positive sequence to boost the positive sequence voltage, while simultane-
ously absorbing reactive power in the negative sequence to reduce the negative sequence
voltage) [45]. The research into these topics is ongoing although, as pointed out in [45],
in future grid codes, in addition to the demand to stay connected, the installed generators
should inject positive- and negative-sequence reactive current proportional to the change in
positive- and negative-sequence voltage.

If, indeed this is the case and 𝐼n is selected proportional to 𝑉n, then the passivity index
in such a converter would be independent on 𝑉n. It is worth to note that, in practice, the
current-reference strategies are typically piece-wise functions, in the sense that they might
follow a function but saturate at different levels due to grid-code requirements or converter
current limits.

3.12.2 Analysis of the converter passivity

Section 3.12.1 shows how the current-reference strategy influences how the admittances
change with 𝑉n. The admittances changing with voltage imbalance is not necessarily detri-
mental for the converter stability; in order to analyse the effect of 𝑉n on the converter ten-
dency for small-signal instability it is necessary to analyse the converter passivity. The
definition of converter passivity is found in Section (a).
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(a) Effect of 𝑉n and 𝐼n
The passivity index is plotted for different imbalance levels in Fig. 3.51 for the converter
using the DDSRF-PLL method 1 and in Fig. 3.52 when using method 2.
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Figure 3.51: Influence of imbalance on the converter passivity index when using the DDSRF-PLL method 1.

Fig. 3.51 shows that, when 𝐼n = 0, the voltage imbalance does not affect the passivity
of the converter. This makes sense because, if the admittances are constant with 𝑉n (see
Fig. 3.44), then the admittance matrix does not change with 𝑉n, and thus the passivity of
the converter becomes independent of 𝑉n (see Section (a)). Fig. 3.51 b) shows that, when
𝐼n ≠ 0, the passivity of the converter depends on 𝑉n.
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Figure 3.52: Influence of imbalance on the converter passivity index when using the DDSRF-PLL method 2.

With respect to the converter when using the DDSRF-PLL method 2, the effect of 𝑉n
on the passivity index is shown in Fig. 3.52. In this case, the passivity index is also quite
constant when 𝐼n = 0 but not for 𝐼n ≠ 0.

(b) Effect of the current‑reference strategy

It is argued in Section 3.12.1 that, with the current-reference strategy shown in (3.32), 𝐼n
is almost proportional to 𝑉n in a wide range of imbalance levels, which makes the ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝐵(𝑠) to
become almost proportional to 𝑉n, therefore making the admittances almost independent on
𝑉n. This makes the passivity index almost independent on 𝑉n, as shown in Fig. 3.53 for
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the converter using the DDSRF-PLL method 1, and in Fig. 3.54 for the converter using the
DDSRF-PLL method 2.
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Figure 3.53: Influence of imbalance on the converter passivity index when using the DDSRF-PLL method 1, and
when the current-reference strategy follows (3.32).
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Figure 3.54: Influence of imbalance on the converter passivity index when using the DDSRF-PLL method 2, and
when the current-reference strategy follows (3.32).

Again, there are many other current-reference strategies that could be implemented,
which depend on hardware constraints, grid codes, and other factors. The important conclu-
sion that this chapter shows, however, is that the influence of the voltage imbalance on the
passivity of the converter occurs not only through the PLL structure, but also through the
current-reference strategy. On the other harnd, it can be argued that, in reality, the influence
of the PLL structure is double, since the values of 𝑉n and 𝑉p used to calculate the current
references come also from the PLL. In this case, it can be argued that the voltage imbal-
ance always influences the converter dynamics through the PLL, since the PLL-estimated
voltage phase-angles affect the 𝑑𝑞 transformations in the current control, and since the PLL-
estimated voltage magnitudes affect the generation of the current references. Indeed, this is
a subject that deserves more attention in future work.

3.12.3 Analysis of the grid‑connected converter
(a) Effect of 𝑉n and 𝐼n
The stability analysis of the grid-connected converter can be performed with Nyquist eigen-
logi plots for different levels of 𝑉n. This is shown for the converter using the DDSRF-PLL
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method 1 in Fig. 3.55 and the DDSRF-PLL method 2 in Fig. 3.56. These plots confirm the
analysis performed with the passivity index: when 𝐼n = 0, the stability of the converter is
not affected (or almost not affected in the case of M2) by 𝑉n; whereas if 𝐼n ≠ 0 this is no
longer the case.
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Figure 3.55: Effect of imbalance on the stability of the grid-connected converter (DDSRF-PLL method 1).
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Figure 3.56: Effect of imbalance on the stability of the grid-connected converter (DDSRF-PLL method 2).

(b) Effect of the current‑reference strategy

If the current-reference strategy shown in (3.32) is applied, the nyquist plots of the intercon-
nected converter are shown in Fig. 3.57 and Fig. 3.58. These figures confirm the passivity
analysis that states that such current-reference strategy makes the small-signal stability of
the converter (almost) independent on 𝑉n.
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Figure 3.57: Influence of imbalance on the stability of the grid-connected converter when using the DDSRF-PLL
method 1, and when the current-reference strategy follows (3.32).
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Figure 3.58: Influence of imbalance on the stability of the grid-connected converter when using the DDSRF-PLL
method 2, and when the current-reference strategy follows (3.32).

(c) Effect of grid impedance

In Fig. 3.55 – Fig. 3.58 the converter is far from harmonic instability. This could lead to the
thought that the converter will not become small-signal unstable for any imbalance level.
However, the stability margin depends also on the grid strength. This is exemplified in
Fig. 3.59 and Fig. 3.60. As the grid impedance increases (𝐿g and its parasitic resistance,
as shown in Fig. 3.30) the converter approaches the point (−1,0). This exemplifies the
importance of the Short-Circuit Ratio (SCR) for grid-following inverters connected to the
grid.
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Figure 3.59: Effect of grid strength on the stability of the grid-connected converter (DDSRF-PLL method 1).
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Figure 3.60: Effect of grid strength on the stability of the grid-connected converter (DDSRF-PLL method 2).

3.13 Effect of grid voltage imbalance on the harmonic
emission of the wind turbine converter

The harmonic model of a wind turbine converter typically consists of a Norton equivalent
containing: a current source, that represents the distortion that the converter generates no
matter the grid distortion, and an impedance or admittance, that represents the current the
converter generates as a consequence of harmonics in the voltage (more details in Chapter 4).

The Total Harmonic Distortion (THD) is usually defined as the relative signal energy
present at non-fundamental frequencies [176], definition which can be applied for both volt-
age and current. If the THD is to be analysed in the current that comes from a converter
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(THDI), it is possible to separate the distortion that appears due to the current source in the
Norton equivalent (𝐼N) from the distortion that appears due to the admittances in the Norton
equivalent (𝐼Y), as shown in (3.33).

THDI =
1
𝐼1
√∑𝐼2ℎ =

1
𝐼1√

∑𝐼2N⏝⎵⏟⎵⏝
Due to current source

+ ∑𝐼2Y⏝⎵⏟⎵⏝
Due to admittances

(3.33)

If there is imbalance in the voltage, both elements in the model (current source and
impedance/admittance) could get affected. Nevertheless, the focus of this section is the
impedance and coupling admittances. For a voltage harmonic at 𝑓h and magnitude 𝑉h, the
magnitude of the harmonics in the current due to the admittances are given by: |⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)|𝑉h
for the current harmonic at 𝑓h, |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c1(𝑠 = 𝑗2𝜋(𝑓h − 2𝑓1))|𝑉h for the current harmonic at
2𝑓1 − 𝑓h, and |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c2(𝑠 = 𝑗2𝜋(𝑓h + 2𝑓1))|𝑉h for the current harmonic at −2𝑓1 − 𝑓h.

Therefore, by using the admittance models, it is possible to calculate the 𝐼Y distortion
that is generated in the current as a consequence of a harmonic in the voltage, and see if
this extra distortion is modified by grid voltage imbalance. For an input frequency 𝑓h in the
voltage, the extra distortion in the current is:

∑𝐼2Y(𝑠) = (|⃗⃗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌(𝑠)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c1(𝑠 − 𝑗2𝜔1)|2 + |⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗𝑌∗c2(𝑠 + 𝑗2𝜔1)|2)𝑉2h . (3.34)

For a voltage harmonic of magnitude |𝑉h| = 1V, the current distortion ∑ 𝐼2Y can be
plotted for different values of 𝑉n in Fig. 3.61 for the converter that uses the DDSRF-PLL
method 1, and in Fig. 3.62 for the converter that uses the DDSRF-PLL method 2.
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Figure 3.61: Influence of imbalance on the current distortion when using the DDSRF-PLL method 1.

Section 3.12.1 shows that the negative-sequence voltage might affect the converter ad-
mittances depending on the value of 𝐼n. However, it can be seen in Section 3.12.1 that the
admittances are modified mostly in the lower frequency range (𝑓 < 150Hz or less). In the
harmonic frequency range, the converter admittances do not vary as much. What Fig. 3.61
and Fig. 3.62 show is that, indeed, no matter the value of 𝐼n, the distortion that will appear
in the current as a consequence of the coupling admittances does not change much with the
negative-sequence voltage, no matter the DDSRF-PLL method used.
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Figure 3.62: Influence of imbalance on the current distortion when using the DDSRF-PLL method 2.

3.14 Conclusions

The objective of this chapter is to analyse the impact of voltage and current imbalance on
the stability and harmonic behaviour of a wind turbine converter. The chapter starts by
introducing a common current control strategy in wind turbine converters (the double SRF
control structure). Then, the whole converter is modelled and linearised using this current
control structure and aDDSRF-PLL. In particular, the twoDDSRF-PLLmethods introduced
in Chapter 2 are considered. The model is verified with simulations and validated with
experiments. The model shows that, due to the use of the negative-sequence voltage phase-
angle in the current control, an additional frequency coupling at −2𝑓1 − 𝑓p (that is not
reported in the literature before) appears. This second frequency coupling is mostly due
to the fact that the PLL structure is 𝑑𝑞 asymmetrical, and not that much due to the LTP
dynamics of the PLL in the presence of imbalance.

Furthermore, the converter is modelled using two types of PLLmodels: the LTI and LTP
models developed in Chapter 2. This leads to different expressions for the main admittance
and coupling admittances of the converter. Then, the chapter performs a small-signal sta-
bility analysis to identify which model is accurate in the presence of imbalance. It is shown
that it is necessary to use the LTP model of the DDSRF-PLL if the stability analysis is to be
performed in a wide-range of voltage imbalance values.

In particular, an example is shown in which the coupling admittances of the converter
do not impact significantly the result of the stability analysis, and still, the converter model
that uses the LTP PLL model gives more accurate results than the converter model that uses
the LTI PLL model. This is due to the fact that the main admittance changes depending on
whether the LTP or LTI PLL models are used. Therefore, this chapter shows that consid-
ering the LTP dynamics in the presence of imbalance is important not due to the coupling
dynamics, but do to the fact that the main dynamics of the converter change.

Since the converter model that uses the LTP dynamics of the PLL is considered accu-
rate for stability analysis, the influence of voltage and current imbalance on the stability
of the converter is analysed using this model. The results show that the passivity of the
converter depends not only on the 𝑉n level, but also on the 𝐼n level. This means that the
current-reference strategy has a considerable influence in determining the passivity of the
converter. In particular, it is shown that, for the PLL and current control structures analysed,
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if 𝐼n = 0 or if 𝐼n is selected proportional to 𝑉n, the passivity of the converter becomes almost
independent on 𝑉n. As discussed in this chapter, this occurs for several widely-implemented
current-reference strategies.

With respect to harmonic studies, it is shown here that using the LTImodel of the PLL al-
ready gives accurate frequency sweeps for the converter admittances in the harmonic range.
Therefore, using both the LTI or LTP model of the PLL for harmonic analysis is acceptable
at the converter level. The voltage imbalance has been shown to not impact significantly the
harmonics generated in the converter current as a consequence of a distortion in the voltage
(i.e. the distortion due to the converter admittances).
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Chapter 4
Harmonic Distortion
Enabling Monte Carlo vs Summation Law

Nowadays, the main push for studying steady-state harmonics in Offshore Wind Power
Plants (OWPPs) comes from compliance requirements. In essence, when a new installa-
tion is planned to be connected to the HV grid, the Transmission System Operator (TSO)
has to impose limits on the post-connection voltage harmonics at the Point of Common
Coupling (PCC) in order to avoid disturbances to other connectees. As a consequence, the
wind farm developer is required to perform harmonic studies to show that these limits are
not exceeded.

However, it has been recently reported that certain approaches that are commonly used
for these harmonic studies (particularly, those based on the IEC standard and its Summa-
tion Law) do not deliver accurate results when compared to actual measurements performed
once the wind farm is operational. As a result, new methods for performing harmonic stud-
ies are being proposed in the literature. One that has gathered increasing attention is the
Monte Carlo method. This thesis investigates different statistical aspects that may affect the
results of harmonic studies when performing Monte Carlo simulations. Further, this the-
sis addresses the impact of the frequency couplings in the wind-turbine generator (WTG)
grid-side converter.
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4.1 Introduction

The issue of harmonic distortion in wind farms has been thoroughly studied in the past
decades [32]. As explained in Chapter 1, the harmonic sources (i.e., the wind turbine gen-
erators (WTGs), the grid background distortion, or the possible HVDC converters) in off-
shore wind farms are not particularly polluting when analysed separately. However, high
amplification of these harmonic distortions might occur in the presence of resonances. The
resonances depend on the grid and wind farm configuration, so the resonant frequencies and
quality factors might vary during the normal operation of the wind farm. On top of the pos-
sible amplification/reduction effects, it is possible to see cancellation/summation effects;
when two harmonic currents converge in the same busbar, the resulting current might be the
algebraic sum of these two harmonic currents if the phase-angles are exactly equal, or might
be the subtraction if the phase-angles of the two harmonic currents are exactly opposite. An
overview of these phenomena is shown in Fig. 4.1.
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Figure 4.1: Harmonic phenomena in offshore wind power plants.

The process of harmonic generation and propagation in offshore wind farms is already
understood in the literature, and remedial measures have already been explored and applied
in real systems (a brief review is found in Chapter 1). However, one challenge that still
remains is the issue of modelling and prediction. When undergoing the permitting process of
an offshore wind farm, different harmonic studies are usually required to prove compliance
with grid-code harmonic requirements. Based on these studies, a decision can be made on
whether a remedial measure (passive or active) is required. One of the main uncertainties
that the industry faces nowadays with respect to harmonic compliance is how well these
studies are able tomodel and predict the real distortion that will eventually appear at the PCC
of the wind farm once operation starts. As an example, several studies have shown that the
calculation of the harmonic distortion using widely-accepted methods in industry has lead to
significantly inaccurate distortion predictions when compared to measurements [177–179].

Consequently, significant efforts have been placed in recent years for improving the
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modelling and simulation of harmonics in offshore wind farms. These efforts have been
focused in the three phenomena summarized in Fig. 4.1: harmonic emission, harmonic am-
plification/reduction and harmonic summation/cancellation.

Firstly, in order to improve the modelling of theWTG harmonic emission, investigations
on the origin and classification of theWTG distortion have been made [180]. Consequently,
the WTG harmonic model has evolved in recent years. Instead of using a simple current
source for the WTG representation, nowadays it is a widely accepted practice [181] to con-
sider a more elaborated model consisting on a current or voltage source and an impedance
(Norton or Thevenin equivalent), as required in IEC61400-21-3:2019. Further, the statisti-
cal variability of the harmonic emission of aWTG has been identified as crucial for accurate
WTG modelling as a harmonic source [177]. These topics are addressed in Section 4.2.

Secondly, in order to predict the amplification/reduction of harmonics in the farm it
is required to accurately characterize all the other wind farm components (transformers,
cable systems, etc.) in a wide frequency range. Thus, several studies have been made
on the matter, resulting in tangible recommendations [182, 183]. The topic of harmonic
amplification/reduction and its modelling is addressed in Section 4.3.

Nowadays, most efforts are focused on the third aspect in Fig. 4.1: the cancellation or
summation effects. One common approach in industry is to use the Summation Law de-
scribed in IEC61000-3-6 [184], where the probability of the summation or cancellation of
a harmonic is simplified by the use of an exponent. An alternative is to use a full statisti-
cal representation of the harmonic sources, which requires statistical methods for harmonic
assessment like Monte Carlo simulations [185]. Section 4.4 briefly compares the most com-
mon methods for harmonic summation studies (IEC Summation Law vs Monte Carlo).

In this chapter, different aspects of the modelling of WTGs as probabilistic harmonic
sources are addressed: from correlation of different random variables to the effect of con-
sidering converter-generated frequency couplings. The results from the wind-farm level
harmonic studies can be found in Section 4.5. Conclusions are summarized in Section 4.6.

4.2 Wind turbine harmonic model and emission

4.2.1 Classiϐication of WTG harmonics due to their origin
The harmonic emission produced by a WTG is mostly due to three sources:

1. The switching and modulation strategy;

2. The switching dead-time;

3. Power hardware effects such as: manufacturing tolerances, different voltage drop
characteristics in IGBTs and diodes, PWM command edge resolution, gate driver
dynamics, temperature effects, and others.

These sources of emission are usually called “characteristic emissions” of the WTG,
since theWTG produces them nomatter what is the status of the grid to which it is connected
(i.e., this distortion is an intrinsic characteristic of the WTG)1.

1In some classifications, the third item in the list (power hardware effects) are considered as non-characteristic
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Additionally to these three harmonic sources, the WTG can produce extra harmonics,
usually called “non-characteristic” harmonics, as a consequence of being connected to a
non-sinusoidal or unbalanced grid. In this phenomenon, the controls of the WTG grid-side
converter play an important role. As illustrated in Fig. 4.2, the background distortion can
produce voltage and current harmonics at the Point of Connection (PoC). These harmonics
are measured by the WTG, and fed into the WTG software, from where the distortion can
cripple through the different control loops until distortion appears on the modulating signal,
effectively ensuring that the current produced by the WTG is also distorted.
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Figure 4.2: Propagation of grid background harmonic distortion to WTG harmonic distortion.

Thus, these non-characteristic harmonics are a consequence of the grid distortion, and
are not due to an inner source within the WTG. Consequently, the same WTG can produce
different harmonic currents depending on the exact grid point to which is connected, phe-
nomenon that is already acknowledged in the literature. Additionally, the variation of the
grid impedance also has an impact. The example shown in [180] (repeated in Fig. 4.3 for
convenience) shows that the grid effect is non-negligible.

Nowadays, the most common approach to model this effect is to represent the WTG as a
Norton equivalent, in which the current source represents the characteristic emission, while
the impedance represents the harmonics that the WTG produces as a consequence of the
background distortion. In this sense, the impedance can be interpreted as a linear mapping
between the background distortion at the POC and the current response of the WTG. This
phenomenon is in reality non-linear, but the linearity assumption (using an impedance) is a
common approach in industry.

When measuring the harmonic emission of a WTG, a common issue is how to measure
the characteristic emission only, ensuring that the currents measured are not induced by the
background distortion in the grid. In order to ensure this, in recent years it has been proposed
to measure the voltage and current at the terminals of the connection of the WTG, because,
if the impedance is known (this can be measured, calculated analytically, or calculated via

harmonics, e.g., [180]. In [186], the asymmetry in the dead-time error pulses, the non-linearity of the switching
devices and the semi-conductor voltage drops are also considered sources of non-characteristic harmonics.
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Figure 4.3: Example of the current harmonic spectrum from a commercial wind turbine at different measurement
sites [180]. The site-dependence is due to the different local background distortion or grid impedance.

simulation-based frequency sweeps), the characteristic harmonics can be calculated. Look-
ing at the nomenclature in Fig. 4.4, the WTG characteristic harmonics (represented by the
current source in the Norton equivalent) can be calculated using (4.1).

IWT(𝝎) = IPOC(𝝎)+
VPOC(𝝎)
ZWT(𝝎)

(4.1)

~

Grid equivalent model WT equivalent model

POC

𝑉𝑃𝑂𝐶 (ω)

𝐼𝑃𝑂𝐶(ω)𝑍𝑔(ω)

𝑉𝑔(ω) 𝑍𝑊𝑇(ω) 𝐼𝑊𝑇(ω)

Figure 4.4: Measurement of wind turbine characteristic harmonic emission.

4.2.2 Classiϐication of harmonics due to their frequency
Within the characteristic harmonics enumerated above, the biggest contributor is the switch-
ing of the converter semiconductors. Several works have been performed in order to quan-
tify this emission analytically [187]. As an example, for a three-phase two-level voltage
source converter with double-edge asymmetrically regular sampled pulse-width modulation
(PWM), the phase-to-ground output voltage (at the switching terminals) can be represented
as follows (no dead-time considered) [37]:
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(4.2)

where 𝑉DC is the DC voltage, 𝑀 is the modulation index, 𝜔0 is the frequency of the
modulation signal (which, in steady-state, should be equal to the fundamental frequency),
𝜃0 is the phase angle of the modulation signal (which might vary depending on the desired
active and reactive power injection), 𝜔c is the carrier frequency, 𝜃c is the phase angle of the
carrier signal, and 𝐽𝑛 represents the Bessel function of the 𝑛th-kind.

In (4.2), the first line represents the so-called “baseband harmonics”, the second one
the “carrier harmonics”, and the third the “sideband harmonics”. The baseband harmon-
ics appear at multiples of the fundamental frequency, and tend to be stronger in the lower
frequency range (5th, 7th, etc.). The carrier harmonics appear at multiples of the carrier
frequency, and thus appear in the high frequency range (depending on the switching fre-
quency). The sideband harmonics appear around the multiples of the carrier frequency, like
bands on the sides that separate from the carrier frequency by multiples of the fundamental
frequency.

Harmonics can be classified according to their frequency also into “even harmonics”
or “odd harmonics”. Even harmonics can only appear in a signal if the positive half-wave
is not exactly symmetrical to the negative half-wave. In traditional power systems, even
harmonics were traditionally considered very low or zero. Nowadays, however, it is known
that power-electronic converters can produce even harmonics (albeit usually smaller than
odd harmonics)2, and thus they are always considered in harmonic studies.

Another common term is “triplen harmonics”, which is assigned to harmonics whose
order is a multiple of 3 from the fundamental. Sometimes, this term is used interchangeably
with “zero sequence harmonics”, however, this is misleading. Suppose that a signal has an
arbitrary number of harmonics and phase displacements between the harmonics for phase
A. Then, for phase B and C the same signal is imposed but shifted 6.67ms and 13.33ms,
respectively (which correspond to 2𝜋

3 and 4𝜋
3 at 50Hz). In that case, all the harmonics

will appear in their so-called “natural sequence”, which is: +,−,0,+,−,0,+,−, etc. for the
harmonics: 1st, 2nd, 3rd, 4th, 5th, etc. This is shown graphically in Fig. 4.5 and summarized
in Table 4.1.

A lot of physical devices connected to the grid follow the phase-shifting pattern between
phases A, B and C, and therefore, it is common that harmonics appear in their natural se-
quence. This situation occurs, for example, in three-phase diode rectifiers when confronted

2This can be due, for example, to the asymmetry in the dead-time error pulses [188].
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Table 4.1: Natural sequence of harmonics.

Harmonic order 1 2 3 4 5 6 7 8 9

Natural sequence + − 0 + − 0 + − 0

t

t

t

6.67ms

13.33ms

Phase A

Phase C

Phase B

Figure 4.5: Condition to be met to have harmonics exclusively in their natural sequence.

to a perfectly balanced voltage. Since this rectifier is driven by the voltage (which in this
case is ideal), it generates exactly the same current in each phase, but shifted in the time
domain. However, not all devices follow this same pattern, and thus harmonics appear fre-
quently also in sequences other than their natural sequence. For example, in a three-phase
inverter with complex current control this behaviour is not necessarily followed, even if the
voltage is ideal. Thus, for many converters, it is possible to generate triplen harmonics that
do not appear in the zero sequence and, in general, harmonics that do not appear in their
natural sequence. Also, even if the harmonic pollution sources would produce harmonics
only in their natural sequence (these harmonics are also usually called “balanced harmon-
ics”), if the impedance network is unbalanced, the harmonics would change their sequence
and appear at other sequences (thus the terminology “unbalanced harmonics”).

Finally, note that in a three-wire system, the zero-sequence currents cannot flow. Due to
the fact that the triplen harmonics usually appear in the zero sequence, it is usually assumed
that triplen harmonic currents cannot appear. However, if the harmonic appears in another
sequence, it will be able to flow. Thus, in a converter-based power system, triplen harmonics
might propagate.
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4.2.3 Statistical variability of theWTG harmonics
As explained in Section 4.2.1, if the output harmonics of a WTG are measured, the values
will present some variability due to the background harmonic distortion. However, even
if the effect of the background harmonic distortion is decoupled and the characteristic har-
monics are calculated, the characteristic harmonics will present some statistical variability.
An example can be found in [177] and is repeated in Fig. 4.6, where the voltage and cur-
rent harmonics at the POC of a WTG have been measured, and the characteristic harmonics
have been back-calculated (in this case, [177] models the WTG as a Thevenin equivalent
instead of Norton, and thus Fig. 4.6 shows voltage magnitudes and phase angles). Fig. 4.6
shows that both the magnitude and phase angle of the characteristic harmonics have a clear
statistical variation.

(a) (b)

Figure 4.6: Measurement example of the statistical variability of theWTG characteristic harmonics: (a) magnitude
variation and (b) phase angle variation [177].

The exact reasons for this statistical variability depend on the modulation strategy used
in the WTG, the dead-time implemented, and many other factors. In general, any con-
clusion about the statistical properties or correlation of the harmonics of a WTG must be
device-dependent. Nonetheless, since a significant part of the WTG emission is due to the
switching and modulation strategies, a lot of conclusions can be drawn from analytical ex-
pressions found in the literature about these strategies. As a generic example, a double-edge
asymmetrically regular sampled PWM strategy3 is briefly analysed here using the expres-
sion in (4.2)4.

3For example, PWM is considered for WTGs in [180], although this is not necessarily a true assumption for all
commercial units.

4Note that, still, a converter has other important emission sources (such as dead-time or manufacturing toler-
ances) which are not considered in (4.2).
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Firstly, it can be seen in (4.2) that the modulation index, 𝑀, can modify the magnitude
of the harmonics, and that this effect is non-linear: the 𝑀 appears always inside Bessel
functions. This helps to explain why a converter might have a different distortion at dif-
ferent operating points, even if the distortion is expressed as a percent of the fundamental.
Further, recent literature has shown that the magnitude of harmonics related to the switch-
ing dead-time (which are not considered in (4.2)) also depend on the operating point of the
converter [188].

In practice, WTG manufacturers tackle this effect by providing the harmonic emissions
of the WTG at different operating points (just as it is done in Fig. 4.6). For example, the
emission per harmonic order can be provided for the operating points of 0 − 100% of the
rated power in steps of 10%. Of course, in reality, there are variations within the 10%power
bin. These variations produce a dispersion in the harmonic measurements for one power bin
that can be interpreted in practice as a statistical deviation. This is one source of randomness
in WTG emission.

Secondly, it can be seen in (4.2) that the fundamental frequency also has a non-linear
effect in the magnitude of the emissions. Thus, with the small but continuous variations
of the power system fundamental frequency, the WTG converter produces a different dis-
tortion. This effect can also be understood as a driver for statistical deviation in the WTG
characteristic emission.

Thirdly, even if the distortion in one WTG would be completely deterministic, the dis-
tortion of one WTG with respect to another WTG need not to be. For example, the phase
angle of the fundamental at the terminals of all the WTGs is not the same due to the ar-
ray cables in between them (nowadays, in large offshore wind farms, the distance between
WTGs can be 1−3 km). This means that 𝜃0 is not the same in each WTG. Thus, 𝜃0 can be
considered a deterministic variable that can be found with a load flow simulation for every
specific WTG operating point (as done in e.g., [186]); or, otherwise, 𝜃0 can be considered
as an additional source of randomness. Further, 𝜃c is usually considered a random variable,
since the carrier signals of different WTGs are usually not synchronized. In practice, this
means that the carrier and sideband harmonics of different WTGs are not synchronized to
each other, and that the phase angles of the carrier and sideband emission of different WTGs
are not correlated to each other. In fact, some authors propose to model the phase angle of
the carrier and sideband harmonics with a circular uniform distribution (𝑈(0, 2𝜋)) [186],
while other distributions (e.g., normal, log-normal, etc.) are considered for the phase angle
of the baseband harmonics [185].

In short, statistical considerations are relevant for modelling the characteristic emission
of WTGs. Consequently, the statistical modelling of WTG for harmonic studies, as well as
different statistical methods like Monte Carlo are gaining ground.

4.3 Wind farm harmonic ampliϐication

In order to analyse the amplification/reduction of harmonics in an offshore wind power plant
it is required to accurately model all wind farm components (transformers, cable systems,
etc.) in a wide frequency range. This is addressed in this section.
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4.3.1 Wind farmmodel
In this thesis, the example wind farm to showcase the result from different harmonic studies
consists on 89 full-converter (type IV) wind turbines rated at 4.2MWeach, making the rated
power of the wind farm 374MW5. The wind turbines are connected to the array cables after
a passive filter to diminish their distortion, and after a 690V to 33 kV step-up transformer.
The voltage rating of the array cables is, thus, 33 kV. The wind turbines are divided into
12 arrays of 7 to 8 wind turbines. There are two offshore substations that collect the array
cables, where two three-winding transformers step up the voltage from 33 kV to 110 kV for
the HV transmission. Two parallel circuits take the energy from the wind farm to the grid.
The HV transmission has a part offshore that stretches 45 km, and another part onshore of
equal length, making a total cable connection of 90 km. Each of the offshore cable circuits
is a three-core cable with both-ends bonding. Each of the onshore cable circuits consists of
three single-core cables in flat formation with cross-bonding. Due to the length of the AC
cable connection, reactive power compensation is a must. Two reactors of 75MVAr each
are installed in the onshore-offshore connection point. A schematic of the wind farm can be
found in Fig. 4.7.

≈ 1 km

PCC
Onshore-offshore 

connection point

Grid

33 kV

110 kV

89 WTs (4.2 MW)

75 MVAr

75 MVAr

Offshore cable

(45 km)

Onshore cable 

(45 km)

Figure 4.7: Single line diagram of the wind farm under study.

Details of the wind turbine connection are given in Fig. 4.8. Note the difference in
notation between PCC (point of common coupling of the whole wind farm with the grid)

5It is worth mentioning that the wind farm presented here is just an example, and that the methods and conclu-
sions achieved in this chapter are applicable to other wind farm ratings and configurations.
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and the PoC (point of connection of every wind turbine with the rest of the system).

AC

ACDC

DC

G

Generator-side

converter

Grid-side

converter

Output

inductor

Step-up 

transformer

690 V / 33 kV

PoC

Passive 

filters

Wind turbine 

harmonic model

Figure 4.8: Schematic of the full-converter wind turbine connection.

In this thesis, all the elements in the wind farm have been modelled in the software
DIgSILENT PowerFactory, due to the readiness of the software for performing harmonic
studies (both harmonic power flows and impedance frequency scans). All elements have
been modelled following indications from [183]. Details of these models are found subse-
quently.

(a) Wind farm to grid equivalent representation

In Chapter 1, an equivalent representation of the wind-farm to grid connection was given.
This is repeated here for convenience, since this representation and its associated equa-
tion are used frequently during this chapter. The grid background distortion is represented
in (4.3) as Vg although Vbck is also common in literature.

~

Grid equivalent model WF equivalent model

PCC

𝑉𝑃𝐶𝐶 (ω)

𝐼𝑃𝐶𝐶(ω)𝑍𝑔(ω)

𝑉𝑔(ω) 𝑍𝑊𝐹(ω) 𝐼𝑊𝐹(ω)

Figure 4.9: Schematic of Wind Farm (WF) to grid connection at the PCC. Same figure as Fig. 1.22.

VPCC(𝝎) =
ZWF(𝝎)Zg(𝝎)
ZWF(𝝎)+ Zg(𝝎)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝

Zpost(𝝎)

IWF(𝝎)+
ZWF(𝝎)

ZWF(𝝎)+ Zg(𝝎)⏝⎵⎵⎵⎵⏟⎵⎵⎵⎵⏝
HG(𝝎)

Vg(𝝎) (4.3)

Some TSOs require the wind farm developers to show compliance with individual emis-
sion limits (imposing that VPCC(𝝎) must be below a certain limit when Vg(𝝎) = 0); some
TSOs require to show compliance with the planning levels (imposing that VPCC(𝝎) must
be below a certain limit when the background distortion is considered); while some TSOs
require both. Individual emission limits are always equal or lower than the planning levels;
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where the individual emission limits are usually calculated by taking into account the ex-
pected number of customers at that grid node and certain assumptions about the summation
of harmonic sources [189].

Note that (4.3) calculates VPCC using four elements: Vg, Zg, IWF and ZWF. Note also
that VPCC ≠ Vg and IPCC ≠ IWF. Once a wind farm is connected to the grid, only the PCC
voltage and current are accessible for measurement.

(b) Wind turbine harmonic model

The wind turbine harmonic model used in this chapter is a Norton equivalent, as shown
in Fig. 4.10. The impedance has been calculated using the formulas derived in Chapter 3.
Details of the impedance and the parameters for which it has been calculated can be found
in Appendix A.3.

𝐼𝑊𝑇(ω)

𝐼𝑃𝐶𝐶(𝜔)

𝑍𝑊𝑇(ω) 𝑉𝑃𝐶𝐶(𝜔)

Figure 4.10: Wind turbine harmonic model.

Additionally, in some simulations in this chapter, the first coupling admittance is con-
sidered (which, as explained in Chapter 3, relates a voltage at frequency 𝑓p to a generated
current at 2𝑓1 −𝑓p). This coupling admittance is shown in Appendix, in Fig. A.1 (b). Con-
sidering the coupling admittance leads to a WTG harmonic model as in Fig. 4.11.

𝐼𝑃𝑂𝐶(𝜔)

𝑍𝑊𝑇(ω) 𝐼𝑐(ω) = 𝑌𝑐 (ω) 𝑉𝑃𝑂𝐶(2ω1 −ω) 𝑉𝑃𝑂𝐶(𝜔)𝐼𝑊𝑇(ω)

Figure 4.11: Wind turbine harmonic model considering frequency coupling.

In this chapter, one of the modelling uncertainties that is addressed is whether this cou-
pling admittance should be considered or not. In the base case, this coupling admittance
is ignored (just as it is done in the literature nowadays) but in other cases it is considered
for comparison. Chapter 3 shows that, additionally, the converter can present several other
coupling admittances, especially in the presence of voltage imbalance. Indeed, past liter-
ature has shown, with simulations and measurements, that commercial MW-scale WTG
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converters and PV converters can show several frequency couplings [190–192]. However,
for simplification, in this chapter, none of these other coupling admittances are considered.
Even the second coupling admittance, which Chapter 3 shows to be significant, is ignored,
since it only appears in certain types of control approaches (when the negative-sequence
phase-angle is tracked). The method, however, can be extended to include this second cou-
pling and even more couplings that may appear due to voltage imbalance, DC-AC side
dynamics [193], control non-linearities, or other considerations.

In this chapter, the focus is applied predominantly to the 5th and 7th harmonic orders.
This is done just to show the effect of different calculation assumptions on the final distortion
result, although the method can also be applied to other frequencies. Thus, out of all the
values calculated for the impedance and coupling admittance (shown in the Appendix in
Fig. A.1), in reality only a few are of interest for this chapter, and are shown in Table 4.2
and Table 4.3.

Table 4.2: Relevant impedance values of the WTG converter for the studies herein.
5th harm 7th harm

Mag (ohm) 0,0185 0,00861
Phase (deg) -12,6 62,6

Table 4.3: Relevant coupling admittance values of the WTG converter for the studies herein.
5th harm 7th harm

Mag (S) 4,64 9,74
Phase (deg) -132,9 144,3

As for the current source, the values are taken from the WTG harmonic measurements
shown in [177]. The values are just taken as a base case, since a sensitivity study about
the WTG harmonic model is performed in this chapter. The values from [177] are taken
as a base case since, in the paper, the characteristic emission is back-calculated using the
impedance of the WTG, which ensures decoupling from the voltage background distortion.
Other references give voltage or current harmonic measurements, but it is not clear whether
the effect of the background distortion has been compensated or not.

Another reason for using the measurements in [177] is that the WTG in [177] is a type
IV WTG with similar power rating to the one studied in this chapter (3.6MW vs 4.2MW)
and with the same rated output voltage (690V). Further, [177] gives thorough information
of both the magnitude and phase angle of the harmonics (see Fig. 4.6), divided per power
bin. In addition, [177] shows some statistical properties of the harmonic emission (per-
centiles) and not just one emission value per harmonic. Finally, measurements in [177] are
reliable since the post-processing of the harmonic measurements is rigorous6. Therefore,
the measurements from [177] are considered a reliable and relevant source of information
for modelling the characteristic emission of the WTG in this chapter.

6This is due to: 1) the measured voltages and currents are post-processed according to IEC 61000-4-7, which
specifies that 10 consecutive cycles shall be used for the time window of frequency analysis in a 50Hz power
system (as a result 5Hz-resolution harmonics are obtained); and 2) the phase angles are directly extracted from
raw FFT results using a 200ms rectangular time window without any averaging (thus, avoiding introducing a
misleading picture by using averaging methods)
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However, the values in [177] cannot be directly used in this chapter, since [177] assumes
a Thevenin equivalent instead of a Norton equivalent. Thus, the Thevenin equivalent values
have been translated into Norton equivalent values by using the impedance. Further, the
values have been scaled to the exact power rating of the WTG considered in this chapter.
Finally, the measurements reported in [177] are the mean value, the 25th percentile and
the 75th percentile, but the exact probability distribution function (PDF) followed by the
harmonic magnitudes and phase angles is not clarified. In this chapter, it is assumed that the
PDFs follow a normal distribution, although in reality, the methods used in this chapter can
be adapted to any distribution. If normality is assumed, the mean and standard deviation of
the current characteristic emission can be derived from the data shown in [177]. The data
from the rated-power operating point is used in this chapter, although the method may be
applied to any operating point.

The final results of this process are shown in Fig. 4.12 (a) for the magnitude PDF of the
harmonics; and (b) for the phase-angle PDF of the harmonics7. Note that, in this chapter,
several sensitivities on theWTGmodel are considered. The wind turbine impedance is con-
sidered fixed but the coupling admittance may be considered or not depending on the case
study. The magnitude and phase angle of the wind turbine emission are always considered
normally-distributed statistical variables, but the effect of changing the mean and standard
deviation of these variables is investigated.
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Figure 4.12: WTG converter probability density function (PDF) of the harmonics: (a) magnitude and (b) phase
angle. This is a base case derived from [177].

7In this chapter, the wind-turbine emission phase-angle is the phase-angle of the current harmonic injected by
the converter expressed relative to the voltage fundamental at the PoC. This is due to the fact that, when measuring
harmonics, it is needed to decide at which moment the FFT window starts, which is usually synchronized with the
voltage fundamental. Thus, when reported, harmonic emission phase-angles are typically expressed as relative to
the voltage fundamental.
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(c) Transformers

The wind farm has two types of transformers: the wind turbine step-up transformers (690V
/ 33 kV) and the three-winding offshore transformers (110 kV / 33 kV / 33 kV). According
to [183], it is not necessary to consider the transformer stray capacitances for studies below
4 kHz (approximately). Further, according to [183], it is not necessary to consider the mag-
netizing branch of the transformers for usual harmonic studies, as long as the transformer
operates in its linear region. Therefore, for harmonic studies, the transformers can be mod-
elled as having only an impedance connected in series between its terminals. In this thesis,
both types of transformers are modelled with a frequency-dependent impedance to account
for skin effect and other losses. In particular, the recommendation in [183] is to account
for the increase of the resistance with frequency, while the inductance can be considered
constant over the frequency range of interest.

(d) Reactors

Two reactors of 75MVAr each are installed at the onshore-offshore connection point, as
shown in Fig. 4.7. The reactors aremodelled as shunt inductors with a resistance, determined
by the quality factor of the inductor. The frequency dependency is considered by increasing
the resistance with frequency, while leaving the inductance value constant.

(e) Passive ϐilters

In between the wind turbine harmonic model and the step-up transformer, a set of shunt
passive filters has been considered, as shown in Fig. 4.8. The passive filters consist on a set
of resistive, capacitive and inductive components designed to attenuate the emission of the
wind turbine. In particular, two trap-filters are used to attenuate the emission at the first and
second switching harmonic groups, combined with a high-pass filter. The filter model can
be more accurate in the high frequency range by adding a frequency-dependent impedance,
however this is not considered here since it is not widely performed in the literature [183].

(f) Grid

For 50Hz, the grid impedance has been assumed8 to have a Short-Circuit Ratio (SCR) of
10, with a reactance-to-resistance proportion of X/R = 5. For other frequencies, the grid
impedance can present a completely different behaviour other than inductive-resistive; in
fact, at other frequencies the grid impedance might even be capacitive (negative reactance).

Further, it is known that the grid impedance can considerably change depending on the
grid configuration (exact number of high power consumers connected to the grid, N-1 or
N-2 contingencies, etc.). In order to deal with the variations of the grid impedance, a lot
of TSOs provide so-called “grid-impedance loci” to perform harmonic studies. The TSOs
usually provide several loci (one per frequency). In order to construct a grid-impedance
locus, the TSO performs a number of impedance frequency scans at the PCC (without the
wind farm connected) considering different grid configuration scenarios. After that, for
each harmonic order it is possible to check the range of 𝑅 and 𝑋 values that can be expected
for the grid impedance, Zg, at the PCC. These values can be plotted in a 2D plane, the

8Note that the methods presented in this thesis are applicable to other wind farms or grid data assumed.
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RX-plane (one RX plane per frequency, where each point in the plane represents one grid
scenario). Finally, the TSOs build a boundary around all these possible 𝑅𝑋 combinations,
due to the fact that the grid might have a wider range of 𝑅𝑋 combinations in the future
due to possible grid expansions and other considerations. Finally, the TSOs usually provide
these boundaries (the grid-impedance loci), expecting the wind farm developer to prove
compliance for the grid-impedance points in the boundaries. This is done due to the fact
that the equivalent post-connection impedance, Zpost (see definition (4.3), and Fig. 4.9), is
maximum when the grid impedance is at the boundary [194]. Thus, the highest harmonic
amplification of the wind-farm harmonics are expected when the grid impedance is at the
boundary of the locus. Therefore, when providing the grid-impedance loci, TSOs take a
conservative approach that assumes a worst-case amplification.

The grid-impedance locus considered here is taken from [C6], since [C6] also analyses
a wind farm with a 110 kV connection. Mathematically speaking, a contour has an infin-
ity number of points. Usually, a key question is how many grid-impedance points should
be considered in the boundary. In this chapter, only 20 points have been considered, for
simplicity. The nomenclature of the points and their position in the boundary are shown in
Fig. 4.13. The exact value of these points is listed in Table 4.4.

0 10 20 30 40 50 60
-10

-5

0

5

10

15

20

25

30

35

40

45

50

55

60
Grid Impedance Locus 

a

a1

a2

b b1 b2 c

c1

c2

c3

c4

dd1d2e
e1

e2
f

f1

f2

Figure 4.13: Grid impedance locus both for the 5th and 7th harmonics.

Table 4.4: Grid impedance points.
Zg R (𝛀) X (𝛀) Zg R (𝛀) X (𝛀)
a 2.70 32.03 c4 57.30 10.72
a1 9.90 38.85 d 57.30 0.27
a2 17.09 45.68 d1 41.73 0.27
b 24.29 52.50 d2 26.17 0.27
b1 35.29 52.50 e 10.60 0.27
b2 46.30 52.50 e1 7.97 2.07
c 57.30 52.50 e2 5.33 3.88
c1 57.30 42.05 f 2.70 5.68
c2 57.30 31.61 f1 2.70 14.46
c3 57.30 21.16 f2 2.70 23.25

Unless otherwise specified, if in any simulation only one impedance point is considered,
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this is the point 𝑎. In this sense, point 𝑎 is considered the grid impedance base case (Zg =
2.7+𝑗32.03). Note that the locus (Fig. 4.13) is valid for both the 5th and 7th harmonics [C6].
This is normal practice; instead of providing one locus per frequency under study, very
often the TSOs provide one locus per group of frequencies (e.g., sometimes a locus defines
the possible RX values of the grid impedance in a certain harmonic range, e.g. 5th − 8th
harmonics).

(g) Cables

In the wind farm case study considered, there are three main types of cables:

1. MV array cables: rated at 33 kV, with three different cross-sections, depending on the
position within the array.

2. HV offshore export cables: rated at 110 kV, and modelled as three-core submarine
cables with double bonding.

3. HV onshore export cables: rated at 110 kV, and modelled as single-core land cables
in flat formation with cross bonding.

The cables are modelled in PowerFactory including their geometry (the cable layers and
their properties). The cable data has been extracted from different manufacturer brochures.
These type of models are considered accurate for harmonic studies, since PowerFactory
uses the geometrical information to calculate the impedance and admittance matrix of the
complete cable system considering frequency dependencies (e.g., skin effect and proximity
effect). Further, the cable bonding has been explicitly modelled, as this is very influential
in harmonic studies [195].

It is worth to repeat that the onshore export cables are in flat-formation, which is an
unbalanced formation. By performing a frequency sweep at the PCC, it is possible to find
the equivalent post-connection impedance,Zpost (see definition in (4.3), and Fig. 4.9), which
is the measurable impedance at the PCC after the wind farm has already been connected.
In practice, it is the parallel between the grid equivalent impedance Zg and the wind farm
equivalent impedance ZWF. For illustration purposes, Zpost is shown in Fig. 4.14, in which
it has been assumed that the grid impedance is simply an inductor with a resistor (calculating
such values from the SCR and X/R ratio).

100 200 300 400 500 600 700 800 900 1000

Frequency (Hz)

0

20

40

60

M
ag

n
it

u
d

e 
(a

b
s)

Parallel Impedance: Zpost

Z11

Z12

Z21

Z22

Figure 4.14: 𝑍post: Parallel impedance of 𝑍g and 𝑍WF calculated with a frequency sweep.
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Fig. 4.14 shows four curves. That is because the impedance can be represented as an
impedance matrix in the sequence domain with the following elements:

[V1
V2
] = [Z11 Z12

Z21 Z22
] [I1I2] (4.4)

As it can be seen, in the notation here, Z11 and Z22 are the sequence impedances in the
positive and negative sequence (respectively), and Z12 and Z21 are the sequence-coupling
impedances. Fig. 4.14 shows a strong coupling between the two sequences, which is due to
the long onshore cable laid in flat formation. Note that, even if the coupling is small in the
low frequency range, still it can produce some sequence coupling at 50Hz, as it is shown
in Chapter 1, Fig. 1.13. Further, the coupling can be even stronger at higher frequencies,
especially around resonant points (see Fig. 4.14 at 200−300Hz and at 500−700Hz). This
stronger network imbalance around resonant frequencies is a phenomenon already reported
in the literature [36], and which requires unbalanced harmonic power flows to be performed
in the case of asymmetrical transmission components.

FromZpost, knowing the grid impedance, it is possible to derive thewind farm impedance,
which is shown in Fig. 4.15.
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Figure 4.15: 𝑍WF: Equivalent wind farm impedance at the PCC.

4.4 Wind farm harmonic summation

4.4.1 The statistical problem of harmonic summation
In this section, the complexity of the statistical problem of harmonic summation is explained
by using a simple wind-farm model consisting in only 2 WTGs, as shown in Fig. 4.16. If
the background harmonic distortion is ignored, the voltage distortion appearing at the PCC
can be calculated as9:

VPCC(𝝎) = Ztotal1(𝝎)IWT1(𝝎)+ Ztotal2(𝝎)IWT2(𝝎). (4.5)

In the general case, Ztotal1 ≠ Ztotal2; however, if Za1 = Za2 = Za and Zb1 = Zb2 = Zb,
then Ztotal1 = Ztotal2 = Ztotal, with Ztotal being:

9Note the bold font indicating phasor notation.
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~
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Figure 4.16: Example case study to show differences between IEC method and Monte Carlo method.

VPCC(𝝎) =
Za(𝝎)Zg(𝝎)

Za(𝝎)+ Zb(𝝎)+ 2Zg(𝝎)⏝⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏝
Ztotal(𝝎)

[IWT1(𝝎)+ IWT2(𝝎)]. (4.6)

Note that, irrespectively of the amplification or reduction that may happen to the har-
monics due to the impedance network (i.e., due to possible resonances inZtotal), the resulting
voltage harmonics at the PCC are very dependent on the phase angle with which bothWTGs
inject their harmonics10. If the phase angle of IWT1 at a certain harmonic is the opposite to
the phase angle of IWT2 at that same harmonic11, then that would lead to the highest cancel-
lation; whereas if the phase angle is the same, then that would lead to the highest addition.
In the specific case in which the magnitudes of the harmonics are the same in both WTGs,
then 180∘ difference would mean complete cancellation, and 0∘ difference would mean that
IWT1(𝝎)+ IWT2(𝝎) = 2IWT1(𝝎).

Even in the case that the impedance network is simplified and it is considered that
Ztotal1 = Ztotal2 = Ztotal, (4.6) represents a complex statistical problem, since the the WTG
harmonic emission is random (this is substantiated in Section 4.2.3; for an example of the
statistical variability of measured WTG harmonics, see Fig. 4.6).

The phasor IWT1 is defined by two random variables: its magnitude 𝐴1 and its phase
angle 𝑃1 as in IWT1 = 𝐴1𝑒𝑗𝑃1 ; or its real part 𝑋1 and its imaginary part 𝑌1 as in IWT1 =
𝑋1 + 𝑗𝑌1. The phasor IWT2 is also defined by another two random variables. The phasor
that results from summing IWT1 and IWT2 is defined as IWF:

IWF = 𝑋1 + 𝑗𝑌1 + 𝑋2 + 𝑗𝑌2 = 𝑋 + 𝑗𝑌 (4.7)

The real part of IWF, 𝑋, and its imaginary part, 𝑌, are both random variables that have
statistical properties such as mean (𝜇𝑋 and 𝜇𝑌) and standard deviation (𝜎𝑋 and 𝜎𝑌), and
which might have a certain correlation factor between them (𝑟𝑋𝑌). The magnitude of the
harmonic resulting from the summation is given by the following formula:

10This is true even in the general case of Ztotal1 ≠ Ztotal2.
11In this case, opposition is defined in a phasor sense; that is to say, 180∘ apart.
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|IWF| = 𝐴WF = √[𝑋1 + 𝑋2]2 + [𝑌1 + 𝑌2]2

= √[𝐴1 cos(𝑃1) + 𝐴2 cos(𝑃2)]2 + [𝐴1 sin(𝑃1) + 𝐴2 sin(𝑃2)]2
(4.8)

As it can be seen, 𝐴WF is a random variable that depends on other random variables (ei-
ther 𝐴1, 𝑃1, 𝐴2 and 𝑃2; or 𝑋1, 𝑌1, 𝑋2 and 𝑌2) in a non-linear manner. Solving this non-linear
equation analytically, and achieving a closed-form expression for the Probability Distribu-
tion Function (PDF) of 𝐴WF, 𝑓𝐴WF , is a complex mathematical endeavour.

If certain assumptions and approximations are considered about the random variables
and their relationships (e.g., about the harmonic injections or about 𝜇𝑋, 𝜇𝑌, 𝜎𝑋, 𝜎𝑌 and 𝑟𝑋𝑌)
then analytical solutions can be achieved (e.g., [196,197]). Usually, a common assumption
is that the injected currents must be independent and have uniform or Gaussian distribu-
tions [198]. However, previous literature has reported measurements in real wind farms
showing that some of the conditions that are typically assumed when deriving analytical
solutions do not always hold (e.g., [196]).

4.4.2 The IEC method: application of the Summation Law
The IEC method, described in IEC61000-3-6 [184], consists of two steps:

1. Calculate the voltage distortion that is created at the PCC by each harmonic source
(this can be done by turning iteratively all the harmonic sources to zero except one,
and performing as many harmonic power flows as sources there are in the network).
In this case, the value for the magnitude typically used is the 95𝑡ℎ percentile, although
other percentiles may be used.

2. Sum the voltage distortion contribution of all the harmonic sources according to the
Summation Law.

The Summation Law is defined in [184] as:

𝑈ℎ = 𝛼√∑
𝑖
𝑈𝛼ℎ𝑖 (4.9)

where 𝑈ℎ is the magnitude of the h-th order voltage harmonic of the i-th emission unit
to be aggregated; and 𝛼 is an exponent that is recommended to be taken as in Table 4.5.

Table 4.5: Exponents for the Summation Law
Harmonic Order 𝜶

h <5 1
5 ≤ h ≤ 10 1.4
h >10 2

Sometimes all the injections are considered in phase by selecting the factor 𝛼 = 1.
However, considering all harmonics in phase is a very conservative approach, so typically
the coefficients in IEC61000-3-6 are used.
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The Summation Law is sometimes expressed in terms of currents as in (4.10). Both
expressions are interchangeable; solving the statistical problem of current harmonic sum-
mation is equivalent to solving the statistical problem of voltage summation, since they are
related by a linear impedance.

𝐼ℎ = 𝛼√∑
𝑖
𝐼𝛼ℎ𝑖 (4.10)

(a) Mathematical background to the Summation Law

The expression (4.10) is not arbitrary. In [197] it is shown that, under the assumptions that:
a) the Central Limit Theorem is applicable (i.e., enough harmonic sources are considered);
b) 𝑟𝑋𝑌 = 0; c) 𝜇𝑋 = 𝜇𝑌 = 0 (the mean value of the real and imaginary parts of the resulting
summation are zero); and d) 𝜎𝑋 = 𝜎𝑌 = 𝜎 (the standard deviation is the same for the real
and imaginary parts of the resulting summation); then the magnitude of the harmonic that
results from the summation of harmonics follows a Rayleigh distribution, as in (4.11) (where
𝑐 = 𝜎 and 𝐴 is the magnitude of the harmonic injection by the polluting sources). This is
also shown in [198].

𝑓𝐴WF = (
𝐴
𝑐2 ) exp(−

𝐴2
2𝑐2 ) (4.11)

These mathematical assumptions can be met in different cases; for example, when the
harmonic injections are statistically independent, with their phase-angles being uniformly
distributed over the interval (0, 2𝜋) [197].

Further, [199] shows extra analysis considering a case study of a wind farm with 𝑁WT
WTGs, taking into account the magnitude of the harmonic injection by each WTG (𝐴
in (4.11)). If 𝐴 is considered a fixed variable, then [199] shows that the 95𝑡ℎ percentile
of 𝑓𝐴WF (normalized) can be approximated by√3𝑁WT. Further, if 𝐴 is considered a random
variable following a uniform distribution from zero to its maximum value, then [199] shows
that the 95𝑡ℎ percentile of 𝑓𝐴WF can be approximated by √𝑁WT. Note that this is equivalent
to (4.10) if 𝛼 = 2.

Thus, [199] shows that the Summation Law in (4.10) can be derived mathematically, but
only if certain assumptions are met. These mathematical assumptions are met, for example,
when:

1. 𝛼 = 2;
2. enough harmonic sources are considered so as to apply the Central Limit Theorem;

3. the harmonic injections are statistically independent;

4. the harmonic injections have their phase-angles uniformly distributed over the interval
(0, 2𝜋);

5. the harmonic injections have their magnitudes following a uniform distribution; or,
alternatively, if the magnitudes of the emission are fixed, then the Summation Law
calculations must be multiplied by √3.
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(b) Advantages and disadvantages of the Summation Law

From a practical perspective, the Summation Law has the clear advantage that it can be
applied without knowledge of the phase angles of the harmonic emission. In a sense, the
Summation Law helps to make assumptions about the phase angle through a summation fac-
tor or exponent. However, twomain problems appear with the application of the Summation
Law in modern power systems.

Firstly, the alpha exponents to be assigned to each harmonic, shown in Table 4.5, were
found taking into account the typical distorting equipment at the time of publication (mostly
rectifier bridges) [200], which seem to not be suitable any more for characterizing the be-
haviour of the emission of modern-day power electronic devices [183]. In order to keep
applying the Summation Law, new exponents would have to be proposed. Even though
some proposals have been presented in the literature (e.g., [200, 201]), the exact exponent
selection would depend enormously on the exact power-electronic converter topology con-
sidered, its modulation and switching strategies, and other factors.

Secondly, as explained here, if the harmonic sources in a system meet different condi-
tions about their magnitude and phase-angle, then the Summation Law has a strong mathe-
matical foundation. However, power-electronic converters have intricate emission profiles
whose statistical properties might comply or not with the mathematical assumptions of the
Summation Law. The measurements in [196] are an example of a wind farm in which these
assumptions are not met. The measured phase angles of the 5𝑡ℎ and 7𝑡ℎ harmonic currents
injected by this wind farm are taken from [196] and plotted in Fig. 4.17 for convenience12.
It is shown here that the typical assumption that the wind farm emission has a random phase
angle uniformly distributed in the range 0 − 360 ∘ is not met. Thus, the uncertainty in the
application of the Summation Law does not only derive from the chosen exponents, but also
from the possible inaccuracies in the assumptions that form the mathematical basis of the
method.

Figure 4.17: Measured phase angles of the 5𝑡ℎ and 7𝑡ℎ harmonic currents injected by a wind farm [196].

12It is worth noting that the possible influence of the background distortion on the measurements presented
in [196] is not clarified.
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4.4.3 Monte Carlo method

Due to the disadvantages of the Summation Law, industry and academia are making in-
creasing efforts to develop a solid alternative. The harmonic analysis methodology that is
gathering most attention nowadays is the Monte Carlo method [186].

In this alternative, the probability density function of the magnitude and phase-angle of
the harmonics emitted by the wind turbine are considered. For each harmonic order, a series
of power flow calculations are performed to calculate the harmonic voltage at the PCC. In
each iteration, the magnitude and phase-angle of the wind turbine harmonic emission is
modified according to its probability distribution function. After performing a considerable
number of simulations (in the order of hundreds to thousands) the histogram of the harmonic
voltage at the PCC can be built, and thus the 95𝑡ℎ percentile obtained. This is illustrated in
Fig. 4.18.

…

…

…

…

…

𝑉𝑃𝐶𝐶

95th percentile

Figure 4.18: Monte Carlo method for harmonic calculations in offshore wind farms.

(a) Advantages and disadvantages of the Monte Carlo method

The main disadvantage of this method is that it requires more data to be applied than the IEC
method. With the IEC method, only the 95𝑡ℎ percentile of the magnitude of the harmonics
is needed. In contrast, with the Monte Carlo method, the Probability Distribution Functions
(PDFs) of both the magnitude and phase angle of the emission are needed.

Nowadays, most WT manufacturers only provide static emission levels (e.g., only the
95𝑡ℎ percentile of the magnitude for each harmonic). One of the reasons for this lack of data
might be the fact that accurately measuring the phase angle for harmonics in the presence
of noise is not an easy procedure [202], and due to the fact that standard Power Quality
(PQ) analysers only sometimes have an angle measurement option (note that angles are not
covered by the IEC 61000-4-7 standard for measurements).
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However, despite these difficulties, some WTG manufacturers do provide a more so-
phisticated WTG harmonic model including statistical information, phase angles and LV
filter. Thus, the Monte Carlo method is applicable in industry nowadays, albeit not being
widespread.

4.4.4 Comparison of IEC method and Monte Carlo method
In this section, a small comparison of both methods is made. The objective is to show the
differences in the predictions of both methods and to draw general conclusions. For this
purpose, several example networks are used. The small 2-WTG network shown in Fig. 4.16
is used as a first example. In this case study, it is considered that Za1 = Za2 = Za =
1Ω, Zb1 = Zb2 = Zb = 1Ω, and Zg = 1Ω (i.e., all the impedances in the network are
simply resistors of value 1Ω). Also, the background distortion is zero. On the one hand,
the Summation Law can be applied. This entails that the following must be calculated:

|VPCC(𝝎)| = 𝛼√(Ztotal(𝝎)IWT1(𝝎))𝛼 + (Ztotal(𝝎)IWT2(𝝎))𝛼 (4.12)

where Ztotal can be calculated using (4.6). The result is Ztotal = 0.25Ω at all fre-
quencies due to the resistive value assumed for all impedances (resistances have no fre-
quency dependency). If, also, the magnitude of the emission of both WTGs is assumed to
be |IWT1| = |IWT2| = 1A, then:

|VPCC| = 𝛼√(0.25 × 1)𝛼 + (0.25 × 1)𝛼 (4.13)

Note that many 𝛼 exponents can be assumed. The dependence of the distortion predic-
tion of the IEC method on the 𝛼 exponent is shown in Fig. 4.19.
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Figure 4.19: Voltage harmonic distortion prediction at the PCC by IEC method for the 2-WTG case study.

On the other hand, the Monte Carlo method can be applied. The Monte Carlo method
can be applied for different Probability Distribution Functions (PDFs). In here, a constant
magnitude of 1A is used, while different PDFs are assumed for the phase angles. A fixed
number of runs of 𝑅 = 1000 is assumed for simplicity. Once these runs have been made,
a histogram of the distortion at the PCC can be built, out of which the 95𝑡ℎ percentile can
be calculated. The results of performing a Monte Carlo study for different PDFs are shown
in Fig. 4.20. The PDFs assumed for the phase angles are different versions of a normal
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distribution 𝑁(𝜇, 𝜎2) with 𝜇 being the mean (in all cases 𝜇 = 0), and 𝜎 being the standard
deviation13; and also a uniform distribution 𝑈(0, 2𝜋)14.
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Figure 4.20: Comparison of results with the IEC method and the Monte Carlo method for the 2-WTG case study.

As explained in Section 4.4.2 (a), the equation of the Summation Law can be derived
mathematically when 𝛼 = 2. However, Fig. 4.20 shows that the results for 𝛼 = 2 are inac-
curate. That is because, on top of using 𝛼 = 2, additionally, certain assumptions about the
harmonic injections must be met. One of these assumptions is that the number of harmonic
sources must be high enough so that the Central Limit Theorem can be applied. If 10WTGs
are considered instead, the results are shown in Fig. 4.21.

Comparison methods: 10 WTGs case study (no correlation)
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Figure 4.21: Comparison of results with the IEC method and the Monte Carlo method for the 10-WTG case study.

Fig. 4.21 shows that, if the phase angle follows a uniform distribution, if the number of
WTGs is high enough (in the example herein, 10 WTGs seems already high enough) and

13In this thesis, the standard deviation is reported instead of the variance. The choice is deliberate. The standard
deviation of the phase-angle has the same units as the phase-angle (degrees) and has easy interpretation: for a
normal distribution, the 95𝑡ℎ confidence interval is delimited by± ∼ 2𝜎 around themean, and the 99𝑡ℎ confidence
interval is delimited by ± ∼ 3𝜎 around the mean. For example, if 𝜇 = 0∘ and 𝜎 = 20∘, 95% of the values are
expected to fall between [−40∘,+40∘].

14Note that phase-angle uniformity is one of the assumptions listed in Section 4.4.2 (a).
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𝛼 = 2, then the results of the Summation Law improve considerably and match approx-
imately those of the Monte Carlo method. However, still the column of Summation Law
for 𝛼 = 2 (HD = 0.26V) does not match perfectly the results for the uniform distribution
(HD = 0.43V). The difference is approximately √3. This is because the results shown in
Fig. 4.21 are drawn considering a constant magnitude for the harmonic injections. In order
for the results to perfectly match the Summation Law predictions, then the magnitude of the
emission must also be a uniform random variable (see Section 4.4.2 (a)).

Additionally, one more assumption considered when deriving Fig. 4.21 is that the har-
monic injections must be statistically independent. Simulations are performed when this
assumption is not met (in this case, when all the harmonic sources are 100% correlated)
and the Fig. 4.22 is obtained.

Comparison methods: 10 WTGs case study (100% correlation)
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Figure 4.22: Comparison of results with the IEC method and the Monte Carlo method for the 10-WTG case study.

Fig. 4.22 shows that, when the harmonic sources are statistically dependent, the Sum-
mation Law is inaccurate again. This makes sense, as statistical independence is one of the
5 assumptions listed in Section 4.4.2 (a).

(a) Discussion

It has been shown that the Summation Law provides a strong mathematical foundation if the
5 conditions listed in Section 4.4.2 (a) are met, but if one or several are not met, the results
may be very misleading.

Further, it can be argued that the Summation Law is accurate in other set of conditions
other than those described in Section 4.4.2 (a). For example, the Summation Law is quite
accurate in Fig. 4.20 and Fig. 4.22, if 𝛼 = 1 is assumed. This makes sense, since 𝛼 = 1
implies the geometric summation of the harmonic injections with no cancellation effects. In
Fig. 4.20, the cancellation effects are low due to the low number of WTGs, and in Fig. 4.22
the cancellation effects are low due to the correlation of the phase angles in the WTGs.

In this sense, it can be argued that the Summation Law can always be applied if differ-
ent 𝛼 exponents are assumed for each harmonic, if one has an estimation of the cancellation
effects to be expected in a certain system for that specific harmonic order. However, estimat-
ing these cancellation effects is a difficult task. Note that the cancellation effects depend
strongly on the randomness of the phase angle of the harmonic injections. For example,
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Fig. 4.21 shows that, the more statistically random that the phase angle is (higher 𝜎), the
more cancellation effect is achieved.

In practice, this means that, if the 5𝑡ℎ or 7𝑡ℎ harmonic emission in a wind farm would
have a very low statistical variation, the 𝛼 exponent recommended by the IEC Summation
Law for these harmonics (which is 𝛼 = 1.4) would probably lead to an underestimation of
these harmonics; whereas if the 5𝑡ℎ or 7𝑡ℎ harmonic would be very random for a particular
WTG model, then the IEC Summation Law would probably lead to an overestimation of
the distortion.

Indeed, it has been reported in literature before that the Summation Law is not able to
predict the aggregated emission of wind farms, resulting very often in an overestimation
of the harmonics [177, 178]. What is worse, in some studies it has been shown that the
Summation Law produces an overestimation only in some harmonics (typically, low-order
even harmonics and high-order ones around the switching frequency), whereas in some
others it underestimates their amplitude at the PCC (e.g. 5𝑡ℎ, 7𝑡ℎ, 11𝑡ℎ, etc.) [179].

To sum up, this section shows that the Summation Law can achieve accurate predic-
tions of the PCC harmonic distortion, but only if the theoretical assumptions upon which it
is based are met. Numerous references have shown that these assumptions are not met in
wind farms [196] and, further, numerous papers have shown that, when comparing the IEC
method predictions with actual wind farm measurements, the IEC method can both overes-
timate and underestimate harmonics. On the contrary, the Monte Carlo method offers the
flexibility to consider different PDFs for the magnitude and phase angle of the emissions, in-
cluding the hypothetical case of having different WTG vendors in the same wind farm. The
Monte Carlo method requires more data to be provided by the WTG manufacturer, but an
increasing number of vendors provide the information needed for the application of Monte
Carlo. Thus, in the rest of this chapter, only the Monte Carlo method is used for harmonic
studies.

4.5 Application and analysis of the Monte Carlo method

In this thesis, different factors that affect the calculations of harmonic studies performed
with the Monte Carlo method are analysed. The results of these efforts are shown in this
section.

4.5.1 Effect of thewind farm impedance network and grid impedance

This section shows the importance of the impedance network frequency characteristics
within the wind farm, and the importance of the grid impedance point considered in the
locus.

The following study considers, for both the 5th and 7th harmonic, the current magnitude
of the wind turbine emission to be 1%of the fundamental. The phase angles of the wind tur-
bine emission are zero degrees (thus, each WTG injects the harmonics in phase with respect
to the voltage fundamental at its terminals). There is no statistical variation considered, and
the coupling admittance is not considered. Meanwhile, the grid background emission is set
to zero. The resulting Harmonic Distortion (HD) at the PCC is shown in Fig. 4.23.
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Effect of wind farm and grid impedance
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Figure 4.23: Effect of the wind farm impedance network and grid impedance.

For the same grid impedance (e.g., look at the base case point 𝑎 in Fig. 4.23), the distor-
tion created at the PCC by the WTG emission is higher when injected in the 5th harmonic
than in the 7th harmonic. Note that, in both harmonics, the emission is the same (1% of
the fundamental). The only thing that changes is the fact that the impedances in the wind
farm have a frequency characteristic, and thus a 5th harmonic propagates differently than
a 7th harmonic. The wind farm shows higher amplification of the WTG harmonics for the
5th frequency. Thus, this figure shows the impact of the wind farm frequency-dependent
impedance.

Further, Fig. 4.23 shows that changing the grid impedance is very relevant as well, as
this also affects the amplification of harmonics. For both the 5th and the 7th harmonics, the
lowest distortion appears when the grid impedance is around the point 𝑒-𝑓. However, this
is only true if the background distortion is disregarded.

4.5.2 Effect of background distortion (magnitude and phase angle)

Fig. 4.24 shows the 5th harmonic distortion at the PCC caused when injecting both: a)
1% of the fundamental in the WT emission; and b) different levels of voltage background
distortion. The chosen levels ofVbck are up until 2% (in particular, 0%, 1%and 2%) since,
in IEC61000-3-6, the planning level for the 5th and 7th harmonic is 2% (HV systems).

Effect of grid voltage background distortion (5th harmonic)
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Figure 4.24: Effect of the magnitude of the voltage background distortion.
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It can be seen that the background distortion in the grid can have a big impact in the
distortion at the PCC of the wind farm. When looking at the blue columns, the lowest
distortion appears around the grid points 𝑒-𝑓. This is due to the fact that the distortion only
depends on the harmonics produced by the wind turbines. When the background distortion
increases, the amplification of background harmonics becomes more relevant, and actually
the point 𝑓 becomes the point with highest distortion.

This can be explained by looking at (4.3) and Fig. 4.9. When the background distortion
is zero, VPCC(𝝎) depends only on IWF(𝝎), and the total impedance after the connection
of the farm, Zpost, determines how much the wind farm distortion is amplified or reduced.
Fig. 4.25 shows that Zpost at 250Hz is lowest when the grid impedance is at point 𝑒 in
the grid locus, which confirms the results in Fig. 4.23. However, when the background
distortion is present, the harmonic gain (HG) also plays a role. Fig. 4.26 shows that theHG
is actually very high when the grid impedance is 𝑒-𝑓, which explains the results in Fig. 4.24.
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Figure 4.25: Variation of 𝑍post at the 5th harmonic with the grid impedance.
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Figure 4.26: Variation of HG at the 5th harmonic with the grid impedance.

In the case of considering the background distortion, the phase angles also become rel-
evant. When |Vbck| = 0, it does not matter with which phase angle the wind turbine in-
jects its distortion, as shown for different phase-angles in Fig. 4.27 (for the 5th harmonic)15.

15This is only true because all the wind turbines are injecting with the same phase angle. The phase angle
differences between wind turbines is addressed in the next section.
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However, when the background distortion is non-zero, the phase-angle with which the wind
turbine injects the harmonics matters, since this can cause higher or lower cancellation with
the grid background harmonics.

Effect of WT emission phase-angle (5th harmonic)
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Figure 4.27: Effect of the WTG emission phase angle (5th harmonic).

Thismeans that the phase-angle withwhich the grid background harmonics aremodelled
also influences the results, as seen in Fig. 4.28 (5th harmonic). If not specified otherwise,
in this chapter the phase-angle of Vbck is assumed to be zero.

Effect of background distortion phase-angle (5th harmonic)
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Figure 4.28: Effect of the background distortion phase angle (5th harmonic).

4.5.3 Effect of the statistical variation and correlation between
random variables

Fig. 4.27 and Fig. 4.28 show that, when the background distortion is zero, the phase-
angle with which the wind turbines inject the emission has no impact on the HD at the PCC.
This is true as long as all the wind turbines inject their harmonics with the same phase-angle.
If the wind turbines inject the emission with different phase-angles, the phase-angles matter,
as some phase-angle combinations might induce higher or lower harmonic cancellation at
the PCC.

This is very relevant when modelling the statistical information of the phase-angles (and
the magnitudes). In this chapter, the statistical aspects of the wind turbine emission are
considered by performing Monte Carlo simulations. The process is described in Fig. 4.29.
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Figure 4.29: Flow chart for performing Monte Carlo simulation. 𝑅, 𝑅1 and 𝑅min relate to the number of runs.

In every Monte Carlo run, a magnitude and a phase angle is extracted from the normal
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distributions and assigned to the wind turbines. Then, a harmonic power flow is performed,
from which one value of HD at the PCC is extracted. After performing the required number
of runs 𝑅 to ensure statistical significance (this is further discussed later) a histogram can
be built for the HD at the PCC, from which the mean, standard deviation, 95th percentile,
and other characteristics can be withdrawn.

When assigning the magnitude and phase-angle value for each wind turbine, one ap-
proach is to assign the same value to all wind turbines. In this case, the emission between
the wind turbines is 100%correlated. When the harmonics increase or decrease in one wind
turbine, it is assumed that the same happens in the other wind turbines. Another approach
is to independently extract one different magnitude and phase angle for each wind turbine,
which is the equivalent to assuming that the wind turbines are 0% correlated.

The results obtained when assuming 100% correlation or 0% correlation are very dif-
ferent. This is shown in Fig. 4.30 and Fig. 4.31.

Figure 4.30: Histogram of the 5th harmonic distortion at the PCC when considering 100% correlation.

Figure 4.31: Histogram of the 5th harmonic distortion at the PCC when considering 0% correlation.

When considering the emission parameters as independent random variables between
turbines (i.e., no correlation), the harmonic cancellation is higher, which can be seen, mostly,
in the standard deviation. Even if the average remains fairly similar, due to the reduction
in the standard deviation when there is no correlation, the 95th percentile is significantly
affected. This can be seen in Fig. 4.32 for different impedance points.
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Effect of WT correlation on 95th percentile of HD
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Figure 4.32: Effect of considering correlation or not between the emission of different WTGs (95th percentile of
the 5th harmonic distortion at the PCC).

In general, when dealing with random variables and Monte Carlo simulations, correla-
tion is an important factor. In the wind farm case study, there are three possible correlation
relationships to consider:

1. The correlation between wind turbines (when picking a magnitude and phase angle
from the probability distribution in each Monte Carlo run, whether the same value is
assigned to all the wind turbines or not);

2. The possible correlation in between the magnitude and phase angle in one same wind
turbine (whether a certain phase angle tends to appear more when the magnitude is
high, and vice-versa);

3. The possible correlation between grid impedance (which could be considered a ran-
dom variable as well) and the grid background harmonic voltage.

(a) Correlation betweenWTGs

When considering the possible correlation between the random harmonic emission of dif-
ferent WTGs, one key question is to address what are the drivers for such randomness. On
the one hand, as it is discussed in Section 4.2.3, the frequency is one of the drivers for the
statistical variation of theWTG characteristic emission. If it is considered that the frequency
is the same in the whole wind farm, then it can be considered that every time that the emis-
sion increases or decreases in WTG, it will occur the same in all the other generators. This
will be the case of having a perfect correlation between the WTGs. However, on the other
hand, the operating point is also one of the drivers for statistical variation, and it is only
an approximation to consider that all the WTGs will function at the same operating point –
wake effects are prominent in offshore wind farms. In this sense, 100% correlation might
not be a realistic assumption. Further, there are other sources of harmonic emission other
than switching effects (as discussed in Section 4.2.1) that might be different in each WTG
(e.g., component tolerances).
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(b) Correlation betweenmagnitude and phase angle of WTG emission

With respect to the relation between the magnitude and phase-angle of a same harmonic in
a sameWTG, some correlation may exist. In (4.2), it can be seen that the phase angle of the
baseband harmonics depends on the phase angle of the fundamental voltage at the terminals
of the WTG. In a strong grid scenario, this voltage would not depend on the active and
reactive power injected by the WTG. However, in a weak grid scenario, the wind turbine
generator changing its own operating point can have an effect on the fundamental voltage at
its terminals. In this sense, the modulation index𝑀 can be a source for modifying the phase-
angle of the harmonic emission of the WTG. Since the modulation index can also change
the magnitude of the emissions,𝑀 can be interpreted as a source of correlation between the
magnitude and phase angle of the WTG characteristic emission. However, quantifying this
correlation in an analytical way is very challenging and very case dependent, as it would
depend on the specific operating point and grid scenario.

(c) Correlation between grid impedance and background distortion

Finally, the relationship between the background distortion and the grid impedance is a
complex one. It can be argued that, whenever there is a topology change in the grid (grid
equivalent impedance change) the propagation of the harmonics through the grid transmis-
sion lines might change as well, therefore generating a correlation with the background
harmonic distortion. This relationship becomes more complex since, in practice, the equiv-
alent grid impedance used for harmonic studies is obtained from a grid locus. Since the
grid impedance is obtained from the envelope, establishing a correlation between the grid
impedance and the background distortion seems challenging, if not impossible to achieve.

In any case, this thesis shows that considering different types of correlation between
the statistical variables can affect significantly the results of a Monte Carlo harmonic study.
Other than the possible correlation between WTGs, other possible sources of correlation
between different variables are discussed. Quantifying these correlations is, however, con-
sidered out of the scope of this thesis. The correlations are expected to be very converter-
dependent (i.e., depending on eachWTGmanufacturer) and very system dependent. Nonethe-
less, it is shown here that this is an issue that deserves the attention of the power system
engineers in charge of harmonic studies, and thus exploring this (perhaps through thorough
statistical analysis of the data obtained in a measurement campaign) is recommended.

4.5.4 Ensuring statistical signiϐicance in Monte Carlo simulations

When performing a Monte Carlo simulation, one variable to decide is the number of runs to
perform. Every run of a harmonic power flow can be considered an estimation of the Har-
monic Distortion (HD) at the PCC. From the Law of Large Numbers, it is know that, if the
number of runs𝑅 is big enough, the average of all these estimations should approach the true
average. In fact, the Law of Large Numbers establishes that the probably distribution should
approximate the true distribution, so for a large enough 𝑅, other probability characteristics
(95th percentile, standard deviation, etc.) should also approach the true value.

One key issue is to find what is a large enough value for 𝑅 to achieve a desired level
of statistical significance. From the Central Limit Theorem, it is know that, if the number
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of runs 𝑅 is big enough, the average of a certain number of draws (𝜇𝑅) should approach
a normal distribution of the kind: 𝑁(𝜇𝑡 , (𝜎2𝑡 )/𝑅) where 𝜇𝑡 is the true average of the esti-
mated variable, and 𝜎𝑡 is the true standard deviation. Therefore, the interval [𝜇𝑅 − 1.96 ×
𝜎𝑡/√𝑅, 𝜇𝑅 + 1.96 × 𝜎𝑡/√𝑅] is the 95% confidence interval for the mean.

When performing a Monte Carlo simulation, 𝜇𝑡 and 𝜎𝑡 are not known, but a common
approach is to perform a first number of runs𝑅1 with which the mean and standard deviation
of the target variable can be estimated. After that, the 95% confidence interval can be built
and it can be checked if this interval is accurate enough for the purpose of the calculation.

That is to say, after performing a first number of runs 𝑅1, it can be said with 95%
confidence that the error in estimating the average of the harmonic distortion is:

𝐸 = 2 × 1.96 × 𝜎HD
√𝑅

(4.14)

Thus, a tolerance can be imposed as:

𝐸 = 2 × 1.96 × 𝜎HD
√𝑅

< tol × 𝜇HD (4.15)

𝑅 > (2 × 1.96 × 𝜎HD
tol × 𝜇HD

)
2

(4.16)

Thus, a minimum number of runs 𝑅min = (2 × 1.96 ×
𝜎HD

tol×𝜇HD
)
2
can be calculated to

achieve a certain tolerance in the 95% confidence interval.
Note that this would allow to produce an estimation of the average of the HD with a

certain confidence, but not necessarily of other statistical variables. In this chapter, however,
the main interest is on the 95th percentile of the HD, since a lot of standards require limits
to be met during 95% of the time. From here onwards, different approaches can be taken.

One approach would be to assume that the 95th percentile is also accurate to a certain
tolerance with high confidence, due to the fact that this can be said about the average. In a
sense, this approach relies on the fact that, for a large enough𝑅, the estimated 95th percentile
should approximate the true value; the approximation is to assume that the 𝑅 value that is
large enough for estimating 𝜇HD with a certain statistical significance is the same as when
estimating the 95th percentile.

A second approach would be to perform a number of harmonic power flows, and then to
calculate the 95th percentile. This process can be repeated several times, so in a sense each
one of these times that the process is repeated can be considered a draw. If the number of
times that this process is repeated is high enough, it is known that the average of the draws
(the average of the 95th percentile estimations) will approximate the true value; and just like
before, a minimum number of runs can be calculated in order to achieve a certain tolerance
in the 95% confidence interval.

This second method is, in practice, repeating the first method several times (i.e., it can
be seen as repeating the Monte Carlo study several times). Fig. 4.33 shows the results when
this is done. For obtaining this figure, the following assumptions have been made: the grid
impedance is the base case grid impedance, 100% correlation is considered between wind
turbines, and in each Monte Carlo study 200 runs are performed.
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Figure 4.33: Variation of statistical properties of the HD at the PCC with different MC studies (5th harmonic).

It can be seen that, despite repeating the study 100 times, the statistical properties of the
harmonic distortion (the average 𝜇, the standard deviation 𝜎, and the 95th percentile 𝑝95)
do not vary significantly. Therefore, this second method, even though it provides a way
of ensuring a certain tolerance when estimating the 95% confidence interval of the 95th
percentile, is considered unnecessary in this thesis.

For the rest of the chapter, the first method is adopted: a first amount of runs is performed
(𝑅1 = 1000) withwhich the average and standard deviation are estimated, and theminimum
number of runs in order to achieve certain statistical significance is calculated. If this number
is lower than 𝑅1, the results are considered valid. If 𝑅min > 𝑅1, then the extra necessary
simulations to achieve statistical significance are performed. In this thesis, the tolerance
considered when calculating 𝑅min is 0.05 (i.e., the error should be lower than 5% of 𝜇HD),
although this can be customized depending on the requirements of the application. For the
majority of the Monte Carlo studies presented here, 𝑅1 = 1000 is enough. However, if
other PDFs are considered (in particular, PDFs with higher standard deviations) it is very
possible that 𝑅min > 𝑅1. Fig. 4.29 shows a flow chart with the process.

4.5.5 Effect of statistical properties of theWTG emission
The effect of themean of themagnitude of theWTGharmonic injection is shown in Fig. 4.34
(for the 5th harmonic). As expected, higher mean magnitude of the injection, leads to higher
distortion at the PCC.

Figure 4.34: Effect of the WTG statistic properties: mean of the magnitude (5th harmonic).
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The effect of the standard deviation (std) of the magnitude of theWT harmonic injection
is shown in Fig. 4.35 (for the 5th harmonic). It can be seen that, for higher levels of standard
deviation in the magnitude of the injection, the standard deviation of the final result (HD at
the PCC) also increases.

Figure 4.35: Effect of the WTG statistic properties: standard deviation of the magnitude (5th harmonic).

The effect of the mean of the phase angle of the wind turbine harmonic injection is
shown in Fig. 4.36 and the effect of the standard deviation (std) of the phase angle of the
wind turbine harmonic injection is shown in Fig. 4.37 (for the 5th harmonic). As it can
be seen, neither of these two variables have any effect on the result. The reason for this is
explained previously. If |Vbck| = 0, then the exact phase-angle of the wind turbine emission
is irrelevant if the wind turbine emission is 100% correlated (see Fig. 4.27 and Fig. 4.28).

Figure 4.36: Effect of the WTG statistic properties: mean of the phase angle (5th harmonic).

However, this is not necessarily true if Vbck ≠ 0, or if the correlation is not 100%.
Fig. 4.38 shows that the mean of the phase-angle has an effect on the results if the back-
ground harmonic magnitude is 1%, since changing the phase-angle may increase or de-
crease the harmonic cancellation with the background distortion. Still, Fig. 4.39 shows that
the standard deviation of the phase-angle injection has no significant effect, since the wind
turbines are still 100% correlated.

There are two main conclusions: first, the statistical properties of the magnitude of the
WTG harmonic injection are always influential on the final 95th percentile of HD at the
PCC. Second, the statistical properties of the phase angle of theWTG harmonic injection are
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Figure 4.37: Effect of the WTG statistic properties: standard deviation of the phase angle (5th harmonic).

Figure 4.38: Effect of the WTG statistic properties: mean of the phase angle (5th harmonic, Vbck = 1%).

relevant only if the background harmonic distortion is to be taken into account in the study,
or if the WTGs are not 100% correlated. On the one hand, some TSOs require harmonic
studies in which only the wind farm distortion is taken into account (|Vbck| = 0), which
might render irrelevant the phase angle of the WTG emission. However, on the other hand,
the emission of the different WTGs is known to not be completely correlated (especially for
carrier and sideband harmonics, as explained in Section 4.2.3). Thus, the phase angle of the
WTG emission also needs to be properly represented in the statistical domain, especially in
cases of low correlation between harmonic sources.

Figure 4.39: Effect of theWTG statistic properties: standard deviation of phase angle (5th harmonic,Vbck = 1%).
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4.5.6 Effect of theWTG frequency coupling dynamics
(a) Coupled frequencies

In this section, only the 5th and 7th harmonics are studied. The 5th and 7th harmonics are
coupled to each other, as explained in Section 4.3.1 (b). In particular, it is explained there
that a harmonic in the voltage at a frequency 𝑓p induces the converter to create a harmonic
in the current at the frequency 𝑓p (through the converter impedance) and also a harmonic
at the frequency 2𝑓1 − 𝑓p (through the converter coupling admittance). Therefore, a 5th
harmonic in the negative-sequence in the voltage (𝑓p = −250Hz16) produces a harmonic
in the current at 𝑓p = −250Hz and also at the coupled frequency 2𝑓1 − 𝑓p = +350Hz
(i.e., a 7th harmonic in the positive sequence).

Even if only these two harmonics are analysed here, the method shown here can be
applied to other harmonics. However, it is worth to note that, the magnitude of the con-
verter coupling admittance reduces very fast with increasing frequency and, therefore, this
frequency-coupling effect is not expected to be relevant in the high frequency range.

(b) The inϐluence of the grid impedance in the harmonic studieswith coupled frequen‑
cies

When considering the frequency coupling dynamics of the converter, the WTG model to
be used is shown in Fig. 4.11. In this model, the converter impedance represents the fact
that, for a harmonic in the voltage at the frequency 𝑓p, the converter generates a harmonic
in the current at the frequency 𝑓p. The coupling admittance represents the fact that, for a
harmonic in the voltage at the frequency 𝑓p, the converter also generates a harmonic in the
current at the frequency 2𝑓1−𝑓p. The coupling in between these two frequencies, however,
is more intense due to Zg. This can be seen by looking at the grid-connected WTG model
in Fig. 4.40.

𝐼𝑃𝑂𝐶(𝜔)

𝑍𝑊𝑇(ω) 𝐼𝑐(ω) = 𝑌𝑐 (ω) 𝑉𝑃𝑂𝐶(2ω1 −ω) 𝑉𝑃𝑂𝐶(𝜔)𝐼𝑊𝑇(ω)

𝑍𝑔(ω)

~ 𝑉𝑔(ω)

Figure 4.40: Wind turbine harmonic model connected to the grid while considering frequency coupling.

When the coupled current (at 2𝑓1 − 𝑓p) is injected into the grid, the current produces
a voltage drop through the grid impedance that essentially creates a voltage distortion at
2𝑓1 − 𝑓p at the terminals of the converter. The voltage distortion at 2𝑓1 − 𝑓p induces the

16A harmonic in the negative sequence produces a space vector that rotates in the opposite direction, i.e., with
negative frequency. Since the formula for the coupling frequency 2𝑓1−𝑓p is obtained using space vector notation,
it is necessary to use a negative frequency for the negative-sequence harmonics. Strictly, a harmonic with negative
frequency does not exist in the physical system, although it is correct to use this notation if space vectors are
considered.
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converter to create current at 2𝑓1 − 𝑓p and also at its coupled frequency, which is 𝑓p. This
closes the loop in which two frequencies 𝑓p and 2𝑓1 − 𝑓p (i.e., 5th and 7th harmonic as
considered here) mutually create each other. This can be seen by analysing the equations of
the grid-connected wind turbine, shown in a schematic way in Fig. 4.41.
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Figure 4.41: Schematic of the equations ruling a wind turbine connection with the grid: a) independent frequencies;
and b) coupled frequencies.

As seen in Fig. 4.41, which exemplifies the case of the 5th and 7th harmonics, the cou-
pling admittance makes both frequencies to be coupled. Further, the coupling exists not
only because a 5th harmonic in the voltage produces a current in the 7th harmonic (red path)
but also because, due to Zg, in the end this process creates extra 5th harmonic current (blue
path). If Zg = 0, then only the red path exists.

(c) Method for harmonic studies in the presence of coupled frequencies

The network influence on the resulting harmonic currents at the POC of each WTG has an
impact in the procedure for system-wide harmonic studies. For the case in which there are
no frequency couplings, the network is solved by performing a harmonic power flow.

The nomenclature around harmonic power flow studies can be misleading in the litera-
ture. In this thesis, the harmonic power flowmethod consists in directly solving the voltages
and currents in the system using the network admittance matrix defined at different frequen-
cies. Thus, in this thesis, the harmonic power flow method used is the one that in [183] is
called Direct Harmonic Penetration Method.

In the Direct Harmonic Penetration Method, the network is solved directly. In contrast,
when couplings are considered, the harmonics 5th and 7th are coupled, and therefore have to
be solved simultaneously. In here, an iterative procedure is proposed for solving the network
(summarized in in Fig. 4.42).
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Figure 4.42: Flow chart for a harmonic study with coupled frequencies: a) general flow chart; b) detailed steps for
solving the network via iterative procedure. 𝑅, 𝑅1 and 𝑅min relate to the number of runs.
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Once a value has been selected for the magnitude and phase-angle of the 5th and 7th
harmonics, instead of simply running two separate power flows at those frequencies, a more
detailed process is carried out. First, two harmonic power flows are run in order to get the
value of the 5th and 7th harmonic distortion in the voltage at the terminals of the wind
turbines (called hereV5th

0 andV7th
0 , respectively). These values are not the correct values of

the actual 5th and 7th harmonics in the voltage at the terminals of the wind turbine, since the
coupling currents still have not been taken into account. However, they can be considered
a first iteration to find their true value. With these values, the coupling currents can be
calculated, and another two power flows can be computed. From such power flows, the
next iteration of harmonics at the wind turbine terminals can be obtained: V5th

i and V7th
i .

The process is repeated until these computed values converge. That is to say, until the
following tolerance is met:

|
V5th
i − V5th

i−1
V5th
i−1

| ≤ tolerance; and

|
V7th
i − V7th

i−1
V7th
i−1

| ≤ tolerance
(4.17)

In this thesis, the tolerance used is 0.001. The tolerance must be met for both harmonics,
and in the voltages defined at the terminals of all the wind turbines in the wind farm. After
the tolerance is met, it is considered that the iteration procedure has converged, and therefore
the value of the harmonic distortion at the PCC voltage is stored, and the same steps as for
the uncoupled-frequencies case can be performed.

In a sense, the method proposed here is a version of the so-called “Iterative Harmonic
Penetration Method” briefly mentioned in [183], but adapted to the reality of the frequency
couplings present in wind farms. It is worth to mention that, in Chapter 3, it is shown that
the phase-angle of the voltage fundamental might appear in the expression for the coupling
admittances. With a few simplifications, it can be shown by looking at the equations shown
in Chapter 3, that the phase-angle of the voltage fundamental produces only a phase-shift
on the coupling admittance. This effect is usually called “phase dependence” in the litera-
ture [170]. This effect has been considered in the calculations by considering the appropriate
phase-shift (different in each WTG) to the coupling admittance shown in Fig. A.1 (b).

(d) Results

The effect of considering or ignoring the frequency coupling in the wind turbine model is
shown in Fig. 4.43.

The results here show that, for the case study considered, the impact of the frequency
coupling is negligible. However, as shown here it is possible to include its effects by slightly
modifying the flow chart for performing aMonte Carlo study and including only a fewmore
steps in the calculation. From the data-acquisition perspective, the wind turbinemanufactur-
ers are already required in many countries to provide the equivalent impedance. Therefore,
it is not considered that obtaining the coupling admittance could be problematic, since it
can be obtained in similar ways as the main converter impedance. Also, the coupling ad-
mittance is also black-box, which allows manufacturers to keep protected their proprietary

168



Chapter 4. Harmonic Distortion: Enabling Monte Carlo vs Summation Law

Effect of frequency coupling on 95th percentile of HD

a a1 a2 b b1 b2 c c1 c2 c3 c4 d d1 d2 e e1 e2 f f1 f2

Grid impedance point

0

0.1

0.2

0.3

9
5
th

 p
er

ce
n
ti

le
 o

f 
H

D
 a

t 
P

C
C

 (
%

)

Coupling ignored

Coupling considered

Figure 4.43: Effect of the WTG frequency coupling dynamics (5th harmonic).

data. However, the indication here is that the frequency coupling is probably negligible for
harmonic studies. Further case studies should be performed to determine if the frequency
coupling could be relevant in other wind farm architectures, work in which the methodology
presented here is still applicable.

4.6 Conclusions

In this chapter, the typical method used in industry for harmonic studies, the IEC method,
is compared with the Monte Carlo method. The IEC method provides robust results if the
mathematical assumptions on which the method is based are met. However, as it is dis-
cussed in this chapter, in many wind farms these assumptions are not met, and thus a lot
of measurement campaigns shown in literature portray the inaccuracy of the IEC-method
estimations.

Alternatively, if enough data is gathered from the WTG manufacturer, the Monte Carlo
method can be applied. This chapter discusses that, when applying this method, several as-
sumptions on the correlations between variables must be done, which are often overlooked
in previous works. For example, [196] and [197] mention correlation, but only referring to
the magnitude and phase angle of a specific harmonic (or, alternatively, its real and imag-
inary part in its Cartesian representation). In contrast, other correlations, like the possi-
ble correlation between harmonics in between different WTGs, or the lack thereof, is not
directly addressed in the literature. Usually, when applying the Monte Carlo method, as
it is done when deriving the theoretical basis for the IEC Summation Law, the emission
sources are considered completely uncorrelated. However, this chapter shows that the as-
sumption of statistical independence between WTGs is not necessarily true. For example,
the baseband harmonics in certain modulation strategies are dependent on the fundamental
frequency variation, which is common to all WTGs. The correlation between WTGs, thus,
must be studied in detail in real applications, as this thesis shows that it may have strong
impact in the results when applyingMonte Carlo simulation. Further, this chapter shows the
strong impact that background harmonic distortion can have in the final distortion levels at
the PCC. A more accurate background harmonic representation, perhaps using probability
distributions, is recommended.
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Finally, the effect of WTG converter frequency couplings on the harmonic compliance
is addressed. A methodology is presented for the study of such phenomenon and, according
to the results in the specific case study considered, the effect seems to be insignificant. Fur-
ther studies should be performed to determine if the frequency couplings could be relevant
in other wind farm architectures or under different assumptions (e.g., including a higher
number of couplings).
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Conclusions

The main objective of this thesis is to investigate the effect of voltage imbalance on the sta-
bility and harmonic generation of wind turbine converters in offshore wind farms. Within
the scope of this thesis is voltage imbalance that appears in steady-state (typically, a low
value limited by grid codes and international power quality standards) and also voltage im-
balance that appears during transient situations (typically, a higher value due to temporary
conditions like faults). In this chapter, the main conclusions for each research question and
some recommendations for future research are given.

How does the grid voltage imbalance affect the stability and harmonic rejection capa-
bility of the PLL?

First, with respect to stability, it is concluded that the effect of voltage imbalance on the
stability margins of the PLL depends strongly on the PLL design. In this thesis, the focus is
the widely known Double Decoupled Synchronous Reference Frame PLL (DDSRF-PLL)
and some variants. For a typical DDSRF-PLL design, increasing the voltage imbalance
worsens the stability margin of the PLL; however, the imbalance increase must be large so
that the stability margin is significantly affected. In particular, the pole damping of the PLL
remains at high levels and nearly unchanged up until imbalance levels of around 20%. This
includes, by far, the voltage imbalance that may appear in steady-state conditions (e.g., IEC
61000-3-13 suggests a planning level limit of 1.4% for HV networks) and even some fault
conditions. For the transients that induce a higher imbalance, the stability margin decreases.

Secondly, for a given distorted voltage, it is important to quantify the amount of har-
monics that appears in the phase-angle calculated by the PLL. In this thesis, this is called
the analysis of the harmonic rejection capability of the PLL, which must be done in the fre-
quency range in which harmonics typically appear in the voltage. This thesis concludes that,
when tracking the positive-sequence voltage phase angle, the harmonic rejection capability
of the PLL is high for any imbalance level (i.e., the PLL acts as a low-pass filter).

The output of a typical PLL algorithm is the phase angle of the positive-sequence volt-
age. Additionally, in this thesis, it is also explored the possibility of tracking the phase
angle of the negative-sequence voltage. Tracking the negative-sequence voltage phase an-
gle could be useful in the design of certain unbalanced current control loops; however,
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this thesis shows that it is a challenge. Two methods for tracking the negative-sequence
voltage phase angle are explored. In the direct-tracking method (called method 1 in this
thesis), an extra loop is added to the PLL architecture whose objective is to lock its 𝑑𝑞
frame to the negative-sequence voltage. In the indirect-tracking method (called method 2 in
this thesis), the negative-sequence voltage phase-angle is mathematically derived from the
positive-sequence phase angle. When comparing them, the direct-tracking method has the
disadvantage that it is challenging to design the control parameters to track a certain signal
(the negative-sequence voltage) that has a wide range of possible amplitudes. However,
in any case, both methods suffer from the problem that, even if the poles of the PLL are
independent from the imbalance (e.g., due to the use of normalization blocks), the gain of
the system is not. This causes that, depending on the voltage imbalance level and control
parameters design, the harmonics present in the voltage may cause very high distortion in
the negative-sequence voltage phase-angle signal. This problem should be addressed if the
negative-sequence voltage phase angle would ever be used in converter control.

In order to achieve these conclusions, this thesis devotes a significant effort into quan-
tifying with equations the changes that the negative-sequence voltage introduces in the dy-
namics of the PLL. Both Linear Time Periodic (LTP) and Linear Time Invariant (LTI) mod-
els have been developed and compared to check their accuracy in the presence of imbalance.
With the LTP model it is possible to analyse small-signal stability at all imbalance levels,
which is not possible with the LTI model. For harmonic rejection capability analysis, both
models are accurate enough in the majority of the frequency range of interest.

The considerations shown here are not directly useful to system operators or plant de-
velopers. However, they should provide some guidance for engineers and manufacturers
working on PLL design in the presence of imbalance.

How does the grid voltage imbalance affect the stability and harmonic generation of the
wind-turbine converter?

Firstly, with respect to stability, this thesis shows that the effect of the voltage imbalance
on the passivity of the converter depends significantly on the control design. The current
control structure used here is based on the double Synchronous Reference Frame (SRF) con-
trol, with a sequence-component decoupling network, and with the use of both the positive
and negative sequence phase angle.

In this thesis, the current-reference strategy is defined as the amount of active and reac-
tive current in the positive and negative sequence that the converter is trying to inject as a
result of an imbalance in the voltage. For low imbalance levels, the converter typically will
inject no negative-sequence current, whereas for high imbalance levels, the behaviour of the
converter is typically driven by Fault-Ride Through (FRT) requirements. This thesis shows
that the passivity of the converter not only depends on the imbalance in the voltage, but also
on the negative-sequence current that the converter injects in the presence of voltage im-
balance. Therefore, the passivity of the converter depends on the current-reference strategy
that the converter follows. This thesis shows that, if the negative-sequence current refer-
ence is zero or is selected proportional to the voltage imbalance level, the passivity of the
converter becomes almost independent of the voltage imbalance. This is the case for several
widely-implemented current-reference strategies. In any case, conclusions on the effect of
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current-reference strategies and FRT requirements on the stability of the converter shall not
be generalized, since they are very dependent on the control design of the converter.

Secondly, with respect to harmonic studies, it is important to address the effect that volt-
age imbalance may have on the harmonic model by the converter (which typically consists
on one emission source and one impedance). Due to the high influence that a vendor-specific
modulation strategy may have on the harmonic emission, this is not addressed here. Instead,
this thesis shows that the voltage imbalance does not impact significantly the harmonics
generated in the converter current as a consequence of a distortion in the voltage (i.e., the
distortion due to the converter admittances).

In order to achieve these conclusions, this thesis develops a purely LTI model of the
converter, and another three LTPmodels of the converter with different levels of complexity.
For stability studies, LTP model is always recommended, whereas for harmonic studies, the
LTI model is accurate enough in the relevant frequency range.

The results at the converter level are not considered to be widely applicable due to the
variability in converter-control design; however, the method and the considerations shown
here could be useful to system operators, plant developers, grid code regulators, and manu-
facturers that look for a robust design of wind-turbine converters.

How do the converter frequency couplings affect the harmonic compliance of the wind
farm?

A wind farm case study has been designed and modelled for harmonic analyses. Stud-
ies have been performed using a Monte Carlo approach to take into account the statistical
variability of the magnitude and phase angle of the harmonic emission by the wind turbine
converter. The final voltage distortion at the PCC can be obtained. A method has been
proposed to include the effect of the converter frequency couplings in harmonic studies.
The results show that the difference in between considering or not the frequency coupling
is not decisive. However, further studies should be performed including a higher number of
couplings and different wind farm architectures.

In contrast, the statistical correlation between the emissions of different Wind Turbine
Generators (WTGs) has been found to have a significant impact. Usually, when apply-
ing the Monte Carlo method, the emission sources are considered completely uncorrelated.
However, this thesis shows that the assumption of statistical independence between WTGs
is not necessarily true. For example, the baseband harmonics in certain modulation strate-
gies are dependent on the fundamental frequency variation, which is common to all WTGs.
It is recommended that future work is carried out taking into account other WTG model
assumptions and wind farm designs.

These considerations are relevant to the stakeholders involved in grid-code compliance
of wind farms, e.g, vendors, plant developers, or system operators. This thesis shows that
correlation has an impact on the results of a harmonic study; however, a discussion shall be
had about the level of complexity really required on the WTG harmonic models, given that
other uncertainties in the wind farm harmonic studies (e.g., future grid developments) may
have a more significant role. Further, quantifying correlation may prove to be a challenge,
which is an important consideration given that the quality of the prediction in a harmonic
study does not depend only on the method applied, but also on the quality of the input data.
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5.1 Future work
During fault conditions, apart from the possible appearance of negative-sequence voltage,
the positive sequence voltage may also change. This thesis has focused on analysing the
effect of the negative-sequence voltage, but similar efforts can be performed to study the
effect of positive-sequence voltage variation. Different normalization schemes within the
PLL can also be studied to address the variation in the voltage in both sequences.

Further, the effect of the current-reference strategy on the passivity of the converter has
been emphasized in this thesis. The conclusions reached about the impact of the negative-
sequence current on the passivity of the inverter should be generalized to other converter
control architectures. Also, this phenomenon has been modelled in a static way, without
considering that the values used to generate the current references (e.g. the values of the
positive and negative sequence voltage magnitude) come from the PLL and therefore are
also subject to their own dynamics. This should be studied in future work to get a complete
picture of the dynamic behaviour of the converter under faulty conditions.

When performing harmonic studies at the wind farm level, a Monte Carlo method has
been applied. The random variables in this study are the magnitude and phase angle of the
harmonic at each wind turbine, and therefore twice as many random variables as number
of wind turbines have been considered. First of all, the exact correlation between these
variables must be studied, including the possible correlation between the magnitude and
phase-angle of a harmonic in a specific WTG, and the relationship between the emission of
different WTGs. As explained in this thesis, the statistical characteristics of the emission
(including correlation effects) are very device dependent and, therefore, it is recommended
the use of real WTG measurement data. Second, it might be possible to consider the vari-
ability of the grid background harmonics (magnitude, and phase angle) in future harmonic
studies if the information is available. The conclusions in this thesis shall be generalized for
other WTG assumptions and wind farm designs. This future work is only possible if more
power quality measurements from future or operating wind farms are available.

With respect to wind-farm level studies, the use of grid impedance loci is common.
Despite that the grid impedance loci is a powerful way to ensure that the distortion at the PCC
remains low even if there is grid topology changes or expansions, it provides a conservative
assessment about the harmonic distortion at the PCC. In the end, harmonic studies become
risk assessment studies. Future work should be devoted into trying to quantify such risk,
with respect to the grid impedance considered from the loci, other variables considered in
the study, and the modelling uncertainties in the wind farm.

Finally, the analysis in this thesis is based on grid-following technology, while grid-
forming converters are expected to be increasingly present in future power systems. Certain
grid-forming converters have similar low-level control loops as grid-following converters.
In particular, the current control loop and the switching and modulation strategy, might
be similar in both types of converters. However, grid-forming converters typically use
power-synchronization loops, instead of voltage synchronization strategies. Other upper-
level control loops are also very different in grid-forming technology. Thus, the modelling
and analysis performed in this thesis is only partially applicable to grid-forming converters,
so further work needs to be undertaken in order to assess the effect of grid voltage imbalance
in the stability and harmonics of grid-forming converters.
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Control design and parameters

A.1 DDSRF‑PLL parameters
In this Appendix, the design for the DDSRF-PLL constants is discussed. The first design
choice is the cut-off frequency of the Low-Pass Filter (LPF) 𝐹(𝑠) = 𝜔f

𝑠+𝜔f
. This frequency

is usually set as𝜔f = 𝐾𝜔1, where𝐾 is the parameter changed in Section 2.10 to test the LTI
and LTP methods at the PLL level. Further, this is the parameter changed in Section 3.10
to test the different converter models. Except for these sections, the rest of the thesis uses a
𝐾 = 1/√2 as recommended in [137].

The second design choice is the proportional and integral constants in the PI regula-
tors. In this paper, the same strategy as in [137] is followed, which consists in ignoring the
decoupling network and analysing the SRF-PLL separately. If that is performed, the SRF-
PLL is a second-order small-signal model with two poles whose locations depend on 𝐾pPLL
and 𝐾iPLL. It is possible to impose the damping and frequency of the poles (in this paper,
𝜔c = 2𝜋30 rad/s and 𝜉 = 1/√2) as follows:

𝐾iPLL =
𝜔2c
𝑉nom

; 𝐾pPLL =
2𝜉𝜔c
𝑉nom

. (A.1)

In the previous equation 𝑉nom is the nominal voltage of the converter, which is selected
as𝑉nom = 110√2V for chapter 2 and 3 (unless otherwise specified). These PI constants can
be used in the positive-sequence SRF-PLL in both DDSRF-PLL methods. With respect to
the negative-sequence SRF in method 1, these constants can be used too, since the negative-
sequence voltage is normalized and scaled to 𝑉nom.

A.2 Inverter parameters
In this Appendix, the inverter parameters are discussed. The phase-voltage for the laboratory
set-up is equal to the nominal voltage 𝑉nom with which the PLL constants are designed
(in RMS). The output inductor and its parasitic resistance were chosen according to the
availability in the laboratory. The switching frequency was chosen as high as it was possible
with the available equipment, while still maintaining performance. This was done in order
to make sure that the distortion due to the switching action happened as far as possible from
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the distortion that is under study in this thesis: i.e. the distortion due to the PLL and current
control dynamics that happen as a reaction of the voltage distortion.

The PI constants for the current control were chosen based on a common simplified tech-
nique for current control design that consists on analysing the current control loop without
considering the rest of the loops nor the modulation and switching delay. If that is done and,
in the case of using a single SRF, the current control loop becomes a simple loop consisting
on a transfer-function defined by the PI controller 𝐻i(𝑠) = 𝐾p+𝐾i/𝑠 = (𝐾p𝑠+𝐾i)/𝑠, and
a transfer function that represents the plant, which is simply 𝑌L(𝑠) = 1/(𝐿𝑠 + 𝑅L). Under
all these assumptions, then, the only pole in the loop (from the plant) can be cancelled out
with the only zero in the loop (from the PI controller) if the following constants are selected:

𝐾p = 𝜔c𝐿

𝐾i = 𝐾p
𝑅L
𝐿

(A.2)

where the𝜔c will represent, approximately, the desired cross-over frequency of the loop.
In reality, the above simplifications do not take into account that the PI controller is in a dif-
ferent frame than the plant (𝑑𝑞 vs 𝛼𝛽), nor the switching and modulation delays, which
will provoke a different cross-over frequency for the current-control loop (other than the
one specified by 𝜔c). This method, however, was used for its simplicity and since, in re-
ality, the parameter selection is not a fundamental issue in this thesis. If, for example, the
objective of the thesis was to compare different ways of implementing the converter con-
trol, the parameter selection would be fundamental, since it would affect the result of the
comparison. However, in this thesis, the focus lies more in the method to study the impact
of different items in the stability and harmonics of the converter, and the method must be
applicable irrespective of the parameter selection.

Finally, the voltage feed-forward loop uses a LPF (𝐻ff). In order to prevent the risk of
an infinite system gain caused by this loop [165], the cut-off frequency of the 𝐻ff is limited
to 0.5Hz, as recommended in [168].

Table A.1: Inverter parameters

Description Value Unit
𝑉dc DC Voltage 500 V
𝑉phase Phase Voltage 110 V
𝐿 Output Inductor 5 mH
𝑅L Resistance of Output Inductor 44 mΩ
𝑓sw Switching Frequency 20 kHz
𝑓s Sampling Frequency 20 kHz
𝐾p Proportional Constant PI Current 4.7 Ω
𝐾i Integral Constant PI Current 41.5 Ω/s

A.3 WTG parameters
In Chapter 4, a WTG for harmonic studies is modelled. The impedance for the Norton har-
monic model has been calculated using the formulas derived in Chapter 3, and is compared
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against simulation results in Fig. A.1 (a). More specifically, the control method used is
M2 (see Chapter 3) and the control parameters used are shown in Table A.2 for an oper-
ating point defined as: positive-sequence voltage equal to the rated voltage, low negative-
sequence voltage (2%), positive-sequence current equal to its rated value, and negative-
sequence current equal to zero. The PLL and inverter parameters of the WTG shown in
Table A.2 are derived following indications in this Appendix.
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Figure A.1: WTG converter (a) impedance and (b) coupling admittance.

Table A.2: WTG converter parameters

Description Value Unit
𝑉dc DC Voltagea 1500 V
𝑉ll Line-to-line Voltage 690 V
𝑃rated Rated Power 4.2 MW
𝐿 Output Inductor 21 𝜇H
𝑅L Resistance of Output Inductor 5.7 mΩ
𝑓sw Switching Frequency 2.5 kHz
𝑓s Sampling Frequency 2.5 kHz
𝐾p Proportional Constant PI Current 0.02 -
𝐾i Integral Constant PI Current 5.34 -
𝐾pPLL Proportional Constant PI PLL 0.47 -
𝐾iPLL Integral Constant PI PLL 63.1 -
𝐾PLL Low-Pass Filter Constant PLL 0.707 -
𝜔ff Voltage Feed-forward Bandwidth 3.14 rad/s

a Third harmonic injection is not applied. Thus, the DC bus is over-rated
compared to usual values.
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Errata for  
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Offshore Wind Farms” 
Lucia Beloqui Larumbe 

30th October 2024 

Chapter 5 – Conclusions 

The thesis states: 

“First, with respect to stability, it is concluded that the effect of voltage imbalance on the 

stability margins of the PLL depends strongly on the PLL design. In this thesis, the focus 

is the widely known Double Decoupled Synchronous Reference Frame PLL (DDSRF-PLL) 

and some variants. For a typical DDSRF-PLL design, increasing the voltage imbalance 

worsens the stability margin of the PLL; however, the imbalance increase must be large 

so that the stability margin is significantly affected. In particular, the pole damping of the 

PLL remains at high levels and nearly unchanged up until imbalance levels of around 

20%. This includes, by far, the voltage imbalance that may appear in steady-state 

conditions (e.g., IEC 61000-3-13 suggests a planning level limit of 1.4% for HV 

networks) and even some fault conditions. For the transients that induce a higher 

imbalance, the stability margin decreases.” 

Clarification: 

This document is to clarify that, since the PLL pole damping has been found to be high until 

imbalance levels of around 20%, the PLL is expected to have a good stability margin for the 

imbalance levels indicated in many standards across the world, not only IEC 61000-3-13. For 

example, the imbalance level indicated in EN50160 is 2%, and thus it is also included in this 

range. 

To summarize, in this thesis, the effect of voltage unbalance is analysed for a number of topics 

using different values of voltage unbalance. An outcome is that, if the (indicative) values for 

voltage unbalance from EN50160 are met, no problems are to be expected for the considered 

topics.  
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