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ABSTRACT

As technology is scaling down by reducing the lateral and vertical dimensions of transistors. It becomes

necessary to reduce the supply voltage, enhancing lower power dissipation and to maintain device reliability.

This scaling makes the digitally controlled oscillator (DCO) more susceptible to interference between systems

on the chip (SoC). For instance, the coupling from the power amplifier(PA) leads to injection pulling of the

DCO. Especially in the non-constant envelope modulation schemes, e.g. π/4-DQPSK and DQPSK, the

frequency pulling is extremely troublesome causing severe disrupted output spectrum. Now that Bluetooth

provides, besides the Bluetooth Basic Rate(BR) also Enhanced Data Rate (EDR) and Bluetooth Low Energy

(BLE) a radio with multiple purposes becomes more complex. Especially in the case where EDR uses π/4-

DQPSK or DQPSK and the BLE only GFSK modulation. Therefore in this thesis a dual frequency DCO

at 4.8GHz and 9.6GHz is designed to mitigate the coupling issues with the PA. It also includes a study

in AM-FM, where an optimal amplitude of oscillation shows minimal variation of frequency. An overall

low power is maintained at 1V supply and a current of 308µA and 765µA for BLE and EDR respectively.

Moreover, the thesis shows an attempt to leave out the Low Dropout Regulator to address future scaling

challenges ahead. The DCO is simulated in 22nm-FDSOI occupying a core area of 0.0543mm2 and achieves

a Phase Noise of -116 dBc/Hz after dividing the frequencies 5.06GHz and 10.74GHz into the 2.4GHz band.

iii



CONTENTS

Acknowledgement ii

Abstract iii

1 Introduction 1

1.1 Bluetooth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Technology scaling and process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Transceivers in Bluetooth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 RX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3.2 TX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.3 PLL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 SoC bottlenecks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 Aim and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Thesis organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Oscillator fundamentals 12

2.1 Oscillation theory & performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.1 Class B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 Other topologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Dual-Mode tank desgin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Switched inductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.2 Odd and even mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.3 Switched Gm devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Active devices and their frequency modulation . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4 AM-FM by non-linear capacitance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.1 Different devices and its effect on PN . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.2 Common node capacitance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.4.3 Optimal amplitude for AM-FM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Analysis and design of Dual Mode Switch Oscillator 32

3.1 PN and current consumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Capacitor tuning only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Inductor tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

iv



3.3.1 Parallel inductor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.2 Inductor magnetically coupled . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3.3 Resonator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.4 Proposed tank design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.1 Switch OFF/BLE mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.2 Switch ON/ EDR mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Inductor layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.6 Capacitor bank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.6.1 Coarse & Medium tuning bank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.6.2 Fine tuning bank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.7 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 Current Source with cascoded ripple replication 62

4.1 Noise on the Supply and its Pushing effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 Cancelation mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.3 Replication circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3.1 Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Amplitude dependency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5 Conclusion and future work 72

v



List of Tables

Table 1.1 Comparison between EDR and BLE conducted from [3] . . . . . . . . . . . . . . . . . 2

Table 2.1 The noise contributions of each device at 0.5 amplitude swing for different sizing.

Wp1,2/Wn1,2 = 2.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Table 3.1 A summary of how the lumped variables effect the impedance of the tank and it required

minimal capacitance to achieve the TR. (small) Increased/decreased value: (∼) ↑ / ↓. . . . . 46

Table 3.2 Unit values for Coarse and Medium banks . . . . . . . . . . . . . . . . . . . . . . . . . 52

Table 3.3 DCO performance summary at Vosc opt = 0.44V . . . . . . . . . . . . . . . . . . . . . . 60

Table 3.4 Dual-mode Oscillator comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

vi



List of Figures

Figure 1.1 (a) Drain current standard deviation σId. (b) Gate bias power spectrum SV g of 22FDX

and 28nm bulk devices. Conducted from [9] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Figure 1.2 Receiver with the sliding- and low- IF architectures shown in left and right respectively. 4

Figure 1.3 Zero-IF with phase tracking. Conducted from [18] . . . . . . . . . . . . . . . . . . . . 5

Figure 1.4 Low-IF with hybrid loop. Conducted from [24] . . . . . . . . . . . . . . . . . . . . . . 5

Figure 1.5 Transmitter with IQ mixer and polar on the left and right respectively for 8-DPSK

modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Figure 1.6 transmitter with direct frequency modulation created by the analog PLL or all digital

PLL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

Figure 1.7 Polar transmitter based on ADPLL with described DAC for the DCO [38] . . . . . . . 7

Figure 1.8 Illustration of oscillator pulling in transceivers [43]. . . . . . . . . . . . . . . . . . . . . 8

Figure 1.9 Convential synthesizers ideas: (a) SSB mixer [50], (b) Integer divider, (c) Fractional

divider [51]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Figure 1.10 The implementations of a dual-mode design with an additional divider . . . . . . . . . 10

Figure 2.1 LC tank with Rp losses compensated by positive feedback by the active devices. . . . 13

Figure 2.2 Noise folding principle from [57] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Figure 2.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Figure 2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Figure 2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Figure 2.6 Coupling of two identical tanks via Cc and M . . . . . . . . . . . . . . . . . . . . . . . 21

Figure 2.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Figure 2.8 (Left) HB mode where two −Gm are activated. (Right) LB mode where one −Gm is

activated [95]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

Figure 2.9 (left) Schematic of the resonator with change in current for even and odd mode. (right)

Illustration of the inductor with its resulting impedance peaks [96]. . . . . . . . . . . . . . . . 23

Figure 2.10 CMOS with all the considered parasitic capacitance showed in red. . . . . . . . . . . . 25

Figure 2.11 Sensitivity Ka as function amplitude for different vbp for PMOS and vbn NMOS. . . . 27

Figure 2.12 Different type of devices with its oscillating frequency at the top and its effective

capacitance on the bottom. Different bulk biasing vbn, vbp are simulated over the various

amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

vii



Figure 2.13 Frequency and phase noise results over amplitude on the left and on the right its

resulting FoM. For the LTV PN model (equation (2.9)) an Rp = 1490Ω and F = 3 are chosen. 29

Figure 2.14 PN performance over various for different multiplication factors. Wp1,2/Wn1,2 = 2.6 . 30

Figure 2.15 Oscillation frequency for various added common node capacitance Ctail . . . . . . . . 30

Figure 3.1 Proposed transmitter where the oscillator changes mode with the BLE and EDR mode.

A lower coupling between EDR PA and DCO is achieved when operating fLO = 4fTX . . . . 32

Figure 3.2 The LC tank in CMOS cross-coupled configuration. . . . . . . . . . . . . . . . . . . . 33

Figure 3.3 Leeson’s PN model as a function of Ibias based on equation (2.9) . . . . . . . . . . . . 33

Figure 3.4 Illustration of the frequency band of BLE and EDR, with its required capacitance and

expected Rp and Ibias with Qtank = 12.12 and L1 = 0.98 nH. . . . . . . . . . . . . . . . . . . 35

Figure 3.5 Illustration of the frequency band of BLE and EDR, with its required capacitance and

expected Ibias with Qtank = 12.12 for tuning the inductance from L1 = 0.98 nH to L1 = 3.92 nH. 36

Figure 3.6 Illustration of the LC tank with an additional L2 in parallel, that can be turned OFF

or ON. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Figure 3.7 RON and Coff as function of scaling the HVTH at a DC of 0V and 0.4V . . . . . . . 37

Figure 3.8 Qtank calculated with the added RON from the HVTH switch. With L1 = 3.92 nH

and L2 = 0.98 nH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

Figure 3.9 Illustration of the LC tank with an additional L2 magnetically coupled, that can be

turned OFF or ON. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Figure 3.10 Qtank calculated with the added RON from the HVTH switch, biased at 0V. With

L1 = 3.92 nH and L2 = 0.98 nH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Figure 3.11 Illustration of a resonator with the output of the oscillator at the primary side. . . . . 39

Figure 3.12 Contour plot of
(
ω2/ω1

)2
as a function of ξ and k. The shaded area represents when

Rp2 will be exited and otherwise the Rp1. Conducted from [92] . . . . . . . . . . . . . . . . . 40

Figure 3.13 Simulated tank impedance for ω2
1/ω

2
2 = 4, as a function of k and C2 . . . . . . . . . . 41

Figure 3.14 Simulated tank impedance for ω2
1/ω

2
2 = 4 and at the tuned at fmax for each mode, as

a function of k, C2 and L1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Figure 3.15 Proposed dual-mode resonator with electrically coupled capacitance, creating parallel

inductors at high frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Figure 3.16 Illustration of the proposed tank when the switch is turned OFF. . . . . . . . . . . . . 43

Figure 3.17 Ztank at different C1 and C2 (QC = ∞) when the switch is OFF and sized at 320µm 43

Figure 3.18 Illustration of the proposed tank when the switch is turned ON . . . . . . . . . . . . . 44

Figure 3.19 Ztank at various k and Cc when the switch is ON and is sized at W = 320µm . . . . 44

Figure 3.20 The effect of scaling the switch on the Ztank,Qtank and QL2. Cc = 1.5 pF,C1 =

100 fF,C2 = 330 fF,L1 = 2.8 nH,L2 = 0.8 nH. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

Figure 3.21 Simulated tank impedance for each BLE/EDR mode with lumped components, orange

describes the increase of Cc, while the blue describes the increase in k. . . . . . . . . . . . . . 47

Figure 3.22 Three inductors designs(A,B,C) with each their k,L and QL over frequency. Layout

figures are not equally scaled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

viii



Figure 3.23 Tank impedance compared with EMX inductor designs and a lumped model with

similar k. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Figure 3.24 Tank impedance with lumped model for various L2 as a function of k.QC1,2 = ∞ . . . 49

Figure 3.25 Proposed layout with a spiral L1 = 2.80nH and symmetrical inductor L2 = 0.8nH,

with (143.7µm× 162.7µm) and (104.8µm× 111.4µm) respectively. . . . . . . . . . . . . . . . 50

Figure 3.26 Characteristics k,QL and L1,2 for the proposed design. . . . . . . . . . . . . . . . . . . 50

Figure 3.27 Schematic and lumped model of the coarse and medium tuning bank(a), in ON(b) and

OFF(c) mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Figure 3.28 Contour plot of Qon,Cunit OFF and ∆Cdiff for Cx and width sizes of MSW . . . . . . . 52

Figure 3.29 Oscillation frequency BLE and EDR over tuning each C1coarse and C1med code over

various large C2coarse steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 3.30 Schematic and lumped model of the fine-tuning bank(a), in ON(b) and OFF(c) mode 54

Figure 3.31 Oscillation frequency BLE and EDR over tuning Cfine over various large C2coarse steps. 54

Figure 3.32 Proposed design with current source, CMOS cross coupled devices and the tank. . . . 56

Figure 3.33 Transient PEX simulation BLE at 5.02GHz with Idco = 352µA . . . . . . . . . . . . . 56

Figure 3.34 Transient PEX simulation EDR at 10.75GHz with Idco = 312µA . . . . . . . . . . . . 56

Figure 3.35 BLE frequency and current consumption as function of the amplitude. With active

devices biased at Vbp = 0V and Vbn = 0V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 3.36 EDR frequency and current consumption as function of the amplitude. With active

devices biased at |Vbp| = 0V and Vbn = 0V . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Figure 3.37 BLE frequency and PN as function of the C1coarse and C2coarse. . . . . . . . . . . . . 57

Figure 3.38 EDR frequency and PN as function of the amplitude and C2coarse. . . . . . . . . . . . 57

Figure 3.39 BLE PN refereed to 2.4GHz band at various offsets. Dotted line describes the minimum

PN spec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

Figure 3.40 EDR PN refereed to 2.4GHz band at various offsets. Dotted line describes the minimum

PN spec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Figure 4.1 Conventional Current mirror topology with cascoded current source (Mn1,Mn2) with

LDO. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Figure 4.2 The supply ripple replicated on the gate with a gain G on the current source (left) and

equivalent model of the current source (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Figure 4.3 Ideal current injection by a 1MHz, 10mVpp supply ripple, with ideal ripple gain on Vgate. 65

Figure 4.4 Replication circuit containing current mirror (Mp1,Mp2) with cascoded current source

(Mn1,Mn2): Conventional (left), Circuit from [127] (middle), proposed circuit with Mp3 (right). 66

Figure 4.5 Equivalent circuits of the conventional current mirror (left), the circuit from [127]

(middle), the proposed circuit with Mp3 (right). . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Figure 4.6 The effect on gain ripple G, current injection ratio
idco,vdd
Idco

, the gmp1rop1 . . . . . . . . 68

Figure 4.7 The change in frequency, oscillation amplitude and current over supply change. . . . . 69

Figure 4.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Figure 5.1 Visualization of a possible layout, where all the components fit in between the inductors. 73

ix



Chapter 1

Introduction

1.1 Bluetooth

Bluetooth has been known for decades as the standard in short-range communication technology, with an

expected 6 billion device shipments in 2024 [1]. It has become the standard because of the flexible and adap-

tive wireless technology that streams data in the 2.4GHz unlicensed industrial, scientific, and medical (ISM)

frequency band. Communication is diverse for all sorts of needs with its various modes such as the Bluetooth

Classic with Enhanced Data Rate (EDR) or the Low Energy (LE) mode. Take, for example, the market

of hearable products that account for more than 20% of the 6 billion Bluetooth shipments [2]. Bluetooth

Classic is mainly used for audio, where the Bluetooth LE (BLE) mode can do all the other work that has

to be done in wireless audio, such as pairing, media control, and tracking earbuds. Even in the newest Core

specification 5.4 [3], high-precision measurements can be performed in BLE with the new channel-sounding

link. These functionalities on these chips are expected to enable a whole new market, for example, where

audio transmitters can broadcast to an unlimited number of receivers [2]. In the research shown in [2], the

chip vendors aim for a dual-mode solution with EDR plus BLE in the upcoming years. This maintains ven-

dors’ market share in wireless audio while facilitating all the upcoming features BLE provides. In addition,

manufacturing a chip with both modes available will not limit their product to one specific solution.

EDR uses the π/4-DQPSK or DPSK modulation scheme, achieving a data rate of 2Mbs and 3Mbs, respec-

tively. The BLE mode uses a GFSK modulation scheme achieving 1Mbs. 2Mbs is optional at very close

ranges. This means that EDR is required to perform Amplitude Modulation(AM), while BLE only performs

frequency modulation. The different specifications between EDR and BLE are given in table 1.1. It is

important to note that both modes can use a maximum transmission power Pout of 20dBm. However, the

BLE is designed for low-power operation [1], especially as the Internet of Things (IoT) has been setting foot

on the ground. Therefore, this thesis assumes a Pout of 10 dBm and 0 dBm for EDR and BLE, respectively.

A different Bit Error Rate (BER) is also specified with a different modulation scheme, resulting in a different

performance requirement. Although both modes allow a receiver to have a -70 dBm sensitivity, realistic

designs take a safe margin to take into account non-idealities that deteriorate the BER [4].

These functionalities must be incorporated across all current devices, such as phones, headphones, and

speakers, as well as emerging IoT devices. Bluetooth achieves these enhancements via improved communi-

1



Feature EDR BLE

Frequency band ISM band with range of 2.4000GHz to 2.4835GHz

Targeted Output Power 10 dBm 4dBm

Channels 79 37

Channel bandwidth 1MHz 2MHz

Modulation π/4DQPSK, 8DPSK GFSK

Data rate 2,3Mbs 1Mbs(2Mbs*)

Bit error rate (BER) 0.01% 0.1%

Receiver sensitivity ≤ −70dBm

Maximum frequency drift
during transmission

±10kHz ±50kHz

In-band

SI** (≥ 3MHz) -40dB -27dB

Out-band

blocker (3MHz)*** -27dBm -35dBm

Network topology Point-to-point Point-to-point

Broadcast

Mesh

Applications Headphones/speakers/watches Headphones/speakers/watches

Location tracking/Navigation

Long range communication

Broadcast audio

*The optional data rate 2Mbs can achieved by doubling the symbol rate.
*The Signal to Interfernce(SI) ratio inside the ISM band.

***Maximum Interfering power level 3MHz outside the ISM band.

Table 1.1: Comparison between EDR and BLE conducted from [3] .

cation protocols and, more critically, through scaling in chip design while preserving its energy efficiency.

The key challenges for these small devices are battery life and signal interference. Although moving to finer

technology nodes creates computational benefits, the analog part of the chip becomes the bottleneck.

1.2 Technology scaling and process

The integrated chip industry must allow the hardware to meet the expected BLE features. With such a

growing need, radio designers and researchers are challenged to find new ways to facilitate the ever-growing

systems such as Bluetooth.

Modern processes enable great integration of digital circuits as devices get smaller, reducing power consump-

tion and creating smaller parasitic capacitance. The thinner the gate length in CMOS process, the larger

the unity gain frequency fT becomes, which provides faster switching capabilities [5]. Yet, for the Radio

Frequency (RF) analog end, the small processes of CMOS have their limitations. While the fT increases, its

intrinsic gain Ao degrades severely [6], making amplification at the RF front end more difficult. Moreover,

the excess noise factor γ increases with the finer CMOS technologies, meaning more thermal noise is created

[7]. Furthermore, with short-channel devices, the current leakage becomes more and more of an issue. There

is a subthreshold leakage, where the transistor still burns current when turned OFF. To increase the current

driving capability of transistors, the vertical dimensions, such as the thickness of the oxide, are scaled with

the gate length. However, when the oxide becomes too small, the small-channel devices will encounter the
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Figure 1.1: (a) Drain current standard deviation σId. (b) Gate bias power spectrum SV g of 22FDX and
28nm bulk devices. Conducted from [9]

gate-tunneling leakage [8].

Therefore to improve leakage current a Full-Depletion Silicon on Insulator (FD-SOI) process can be used

[9]. This process technology isolates the channel, causing less leakage to the bulk. Because of this insulator

the FD-SOI can improve its performance by forward back biasing (FBB). In contrast, the short channel effect

is improved by reverse back biasing (RBB) the substrate [10]. Figure 1.1 shows that the current deviation

can be set to minimal noise performance when back-gate biasing is applied. This is because the free carriers

are pushed towards the middle of the silicon channel. It also shows a lower gate power spectrum SVg at

low frequencies because of its carrier distribution. This makes FD-SOI significantly better for low voltage

low power applications as it creates less low-frequency noise for a given transconductance gm at lower drain

currents [11]. In this thesis, the Global Foundries (GF) 22FDX® FD-SOI process node will be used to

maximize its RF performance and the additional possibilities of tuning the transistor in both NMOS and

PMOS by FBB/RBB.

However, even in 22FDX®, the minimum gate length of 22nm is designed to operate at a maximum 0.8-V

supply voltage to maintain its functionality. For higher voltages, extra thick oxide devices can be used for

higher voltage operations, but this degrades performance for RF design. Yet operating at this 0.8-V supply

means that RF design is limited with the voltage headroom where the RF signals can operate in [12].

Therefore, to continue to maintain the demanding performance in Bluetooth chips, more and more analog

RF design is supported with digital computational power in ways such as on-chip calibration and nonlinear

trimming [13, 14, 15].

1.3 Transceivers in Bluetooth

To enhance easy integration with Bluetooth and smaller devices, it is preferred to create a complete SoC

that can be directly interfaced with an antenna. Therefore, a fully integrated transceiver is preferred. This

includes the receiver (RX), transmitter (TX), and frequency synthesizer(LO). It also includes RF matching

and its TX/RX switching happening on the same die. The state-of-the-art transceivers will therefore always
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trade-off their power consumption with area and number of external components to achieve the desired

performance.

1.3.1 RX

Figure 1.2: Receiver with the sliding- and low- IF architectures shown in left and right respectively.

The RX normally consists of a low-noise amplifier(LNA) followed by 1,2, or 3 mixers, depending on the

RX architecture. After the RF signal is downconverted, it is extensively filtered, and the analog-to-digital

converter (ADC) converts the signal to the digital domain. The choice for direct downconversion, whereby the

incoming signal is directly mixed with the same frequency, is only seen in a few state-of-the-art transceivers

since it conventionally suffers from even harmonics, DC offset, and flicker noise, although implementation is

simple. However, in these RX single channel structures [16, 17, 18, 19], phase tracking loops, as figure 1.3,

are designed. It converts the analog I/Q to a digital phase and loops back to track this phase by adjusting

the LO accordingly. This solves the self-corruption and its DC offset problem. This proves to be a useful

RX low-power method, although, for an EDR and BLE combination where both frequency and amplitude

modulation are expected, the phase-tracking RX is not enough

However, a clear choice of using a sliding- or low- intermediate frequency(LIF/SIF) design at the RX part is

not set. Initially, it said that the SIF RX as in figure 1.2 is lower in power because it does not need quadrature

generation from the high-frequency LO, where high-frequency LO is assumed to be more power-consuming

because it is set at twice the signal frequency fRX as in [20]. In [20], a high-volume production transceiver

is published where low-power mixers are achieved using charge-reusing mixers. In more recent work [21,

22, 23], a low IF RX is still proven to have low power with 3.6, 2.3, and 1.6 mW, respectively. [21] solves

the IQ mismatch problem by adding dynamic latches controlled by the signal whose phase is 90 deg ahead.

In addition, it added a tunable RF matching for various antennas. [22] gained very low power because it

removed the two ADC and the Q-channel, resulting in a one-channel modulation, illustrated in figure 1.4.

[23] shows a very low supply of 0.5V operation but at the cost of 1.9mm2 of the RF core area compared

to 0.59mm2 of [21]. The major advantage of these LIF architectures is that they have less susceptibility to

out-of-band blockers compared to the SIF.

Although the sliding IF has no image problem from an adjacent channel, it does suffer from the suscep-

tibility of out-of-band blockers. This can be seen in [25], where the LNA cannot filter the image frequency.
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Figure 1.3: Zero-IF with phase tracking. Con-
ducted from [18]

Figure 1.4: Low-IF with hybrid loop. Conducted
from [24]

Adding an RF notch filter at this exact frequency allows the image to be blocked better [26]. This comes at

the cost of extra area, while the low-IF [20] still shows a significantly better (20dB) out-of-band blocking.

We also need to focus on the demanding dual mode principle in RX. Recent work [27] shows, in low-IF,

that the passive mixer and LNA are swapped to relax the power consumption of the LNA. Moreover, it

shows two LO generations. One at the 2fRX for high power mode and the other at 2/3fRX for low power

mode (BLE). In this way the overall power in BLE can be guaranteed as a low power LO is guaranteed.

Which, on the downside, still requires filtering for a synthesizer operating at 2/3fRX . Unfortunately, it also

requires double the area as each LO is designed separately.

A phase-tracking and sliding IF combination is shown in [28], where amplitude fluctuations and frequency

offsets in the mixer are compensated by a phase-to-digital converter with feedback. And because of this

converter, the digital baseband complexity and power are reduced significantly. However, it still seems to

lack an improvement in the blocker rejection.

However, the high IF provides a new perspective on this problem. Where LIF mainly consists of the

variable gain amplifiers and complex bandpass filters (BPF), in [29] shows that discrete-time (DT) operation

provides many advantages. In short, the DT current-sharing BPF provides only one spectrum peak compared

to traditional RC and complex N-path filters, making it free from replicas. By the high sampling frequency

and two additional cascoding filters (DT-CS-BPF), with a lower sampling frequency, the blocker level is

significantly improved compared to the other BLE SIF RX discussed above.

1.3.2 TX

In BLE, the TX part in transceivers facilitates direct modulation with a phase-locked loop (PLL) connected

to a power amplifier (PA) that is usually designed for high efficiency and low harmonic distortion. In almost

all state-of-the-art designs, high efficiency is achieved by using the class-D PA. Yet, to tackle the second

harmonic distortion (HD2), almost all require additional calibration circuits, such as DC replicas in [26].

[29] tops the efficiency by applying a class E/F2 PA. Demanding for a higher modulation, as for EDR, the
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Figure 1.5: Transmitter with IQ mixer and polar on the left and right respectively for 8-DPSK modulation

transceivers apply a more linear PA such as class AB in [30] and push-pull class AB [31], where HD2 of

-58 dBc is achieved without calibration. Moreover, the matching network connected to the antenna decides

how much of its nonlinear output power will be transmitted. A balun is often used to facilitate transmission

with the best match between the PA and the antenna. Additional filtering at the RF output can facilitate

HD2 suppression, creating a class-F PA [22].

More importantly, to facilitate EDR, the TX needs more than frequency modulation, as described in most

low-power BLE transceivers. It also needs envelope modulation. [32] and [31] propose a transmitter with IQ

mixer as described in figure 1.5(blue). This approach to creating more than a two-point constellation is very

power-hungry. A more suitable approach is the polar transmitter. Where the amplitude is controlled by the

modem as in figure 1.5(red). One way of facilitating this amplitude control is to control the supply of the

PA. However, this requires a high bandwidth supply regulator to meet the spectral mask [30]. Therefore,

the most used envelope modulation is achieved by creating digitally modulated PA (DPA), which consists

of a driver amplifier and an array of tuneable amplifiers.

1.3.3 PLL

For direct frequency modulation, the modulating data is injected into two points of a PLL. The phase

frequency detector(PFD) in conventional PLLs creates a pulse when the reference frequency and phase are

shifted with respect to the divided fLO and ϕLO. The charge pump (CP) aims to determine the linear

output relation of these PFD pulses. With a capacitor at its output, these generated charges after the low

pass filter(LPF) generate a controlled voltage, which then changes the voltage-controlled oscillator (VCO),

resulting in a change in fLO. The feedback is then done by the divider to provide stability. The analog

PLLs, shown in figure 1.6(blue), are known to be fractional-N PLLs as a multiple modulus divider is used

to create finer tuning [33]. These fractional-N PLL are controlled with the Σ∆ modulator [34] to overcome

fractional spurs, and quantization noise is set to higher frequencies so that the LPF can filter it out in a

later stage.

To overcome the trade-off between its loop bandwidth and gain, spur cancellation schemes can be added

[35], where in [36], a digital cancellation is used.
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Figure 1.6: transmitter with direct frequency modulation created by the analog PLL or all digital PLL.

More recent designs are All Digital PLL (ADPLL) consisting of a time-to-digital converter (TDC) that

creates a digital phase error from the time difference between the reference (XO) and the variable clocks. The

digital loop filter (implemented in the discrete domain) integrates the frequency error signal to compute a

word to the DAC of the oscillator. The digital loop filter has less current leakage compared to a conventional

charge pump at a reduced area. Moreover, the TDC power consumption and resolution scale with the

technology [29]. Several TDC implementations are shown in [37].

The easiest way to control a conventional LC oscillator is to use a DAC, as is drawn in figure 1.6(red).

To improve the resolution of setting the correct fLO, Σ∆ dithering is used [38]. An illustration is given in

figure 1.7. It splits the input (word) into high- and lower-order bits. The Σ∆ modulator creates a dithering

stream where its average is the fractional part of the fixed input.

Figure 1.7: Polar transmitter based on ADPLL with described DAC for the DCO [38]

With the elimination of analog tuning in the ADPLL, the only remaining analog elements in a transceiver
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Figure 1.8: Illustration of oscillator pulling in transceivers [43].

include the PA with filters, and the matching network connecting the antenna to the TX/RX. These elements

being closer to each other introduces obstacles to further integrating the transceiver.

1.4 SoC bottlenecks

Technology scaling enables more digital back- and foreground calibration for almost all RF components.

Full integration devices are in demand more than ever, and the RF components start to interfere with each

other. The RF signal enters the antenna, and all its signals are processed on the same small die. During

each process, non-ideal harmonics and mixing signals make the SoC devices become their own antagonist,

known as self-interference. With a higher complexity SoC, various paths of the created interference need to

be considered [39, 40, 41]

However, these interferences are only identified in the post-silicon stage and, therefore, can increase the

time to market [42]. With more digital processing power, software-based solutions are more viable. An

example is described in [13], which uses a high-level control in which each RF component can be tuned to

set its system to optimal operating conditions.

The most studied self-interference is between the DCO and the PA (Figure 1.8). This self-interference

problem is commonly addressed with the PA as the aggressor and the DCO as the victim, which are closely

placed with each other. Where the aggressor signal has various paths to interfere with the victim. These

different couplings can be distinguished as follows [39]

1. electrically through the common substrate;

2. magnetically between the on-chip inductors;

3. magnetically through the bonding wires of both circuits;

4. capacitively between the traces of both circuits.

Where the first two are set to be the most dominant ones [44]. These coupling paths are closely related to

the floor planning of each RF block and the manner of protection.

Over the years few adaptive techniques and mitigations of the pulling mechanisms have been applied [45,
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Figure 1.9: Convential synthesizers ideas: (a) SSB mixer [50], (b) Integer divider, (c) Fractional divider [51].

46, 47, 48, 49]. [45] proposes a correction voltage at the LO by using a built-in detection mechanism of the

pulling from where calibrations can automatically correct the pulling. [46] also shows that in addition to

phase noise, the pulling can also be improved with self-injection signals. This self-injected signal is created

by feedback with a phase shifter, delay line, and a programmable amplifier. [47] shows a high abstract

algorithm to estimate compensation factors to create its necessary compensation signals.

[48] uses two dither-assisted pulling mitigations by applying a Least Mean Square (LMS) loop for the

reference interference and the DCO-PA. [49] shows that adding a calibrated delay improves the oscillator

pulling and, thus, BER. [43] applies only phase compensation when the PLL is out of lock and tries to

adjust the current in the charge pump stage until locking is achieved again. Although proven very useful

mitigation, these transceiver designs sum up to highly complex calibration and algorithmic schemes in the

digital domain, creating significant overhead. A more fundamental approach is to change the operating

frequency of the DCO with respect to the desired TX frequency. This can alleviate this well-known self-

interfere. The normal frequency synthesizer has a divider of 2 (N = 2). But operating even at twice the

operating frequency (fLO = 2fTX) creates pulling by the second harmonic of the high-power PA. The

illustration of the conventional pulling mitigation for the synthesizer is shown in figure 1.9, Where the fLO

is generated below the fTX/RX and still suffering from image problems and requiring excessive filtering (i.e.,

SAW filter) [50]. With a conventional integer N divider, pulling is still created by the Nth harmonic of

the PA. The most recent work focused on the use of fractional dividers of the frequency synthesizers are

[51, 52]. [51], applies instead of an integer divider, a 2.5 divider consisting of 6 latches and a duty-cyle

corrector controlled by an output voltage of an Op-Amp. [52], uses a multi-modulus fractional divider with

a successive approximation algorithm for calibration. Besides being quite power-hungry dividers, the spur
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reduction effect by this divider is only really useful at high TX output powers (> 12dBm). Furthermore,

suppression inductor traps are also shown in [53, 54]. These focus on creating shorts of the fLO frequency

at the supply and ground of the PA.

1.5 Aim and scope

As frequency pulling is the most studied self-interference in RF SoC and the LO still shows its limit in the

PLL noise performance, which also depends on the loop bandwidth, its design still plays an important role.

The π/4-DQPSK and 8-DPSK in EDR mode apply amplitude modulations that cause significantly more

frequency pulling of LO than in the BLE mode where no amplitude modulation scheme is applied. Therefore,

the thesis aims to decrease pulling effects in the EDR mode while maintaining low power operation in the

BLE mode. The thesis concentrates only on the design of the DCO and not on the already proven pulling

effects. Provided that the DCO is operating in a classic low-IF transceiver [20]. The TX-part uses two

different PAs for each BLE/EDR mode. With an aim for different output power PTX = 4dBm and 10 dBm

for BLE and EDR, respectively. Also, the power consumption for each mode is different, where the BLE

PA can consume not more than 10mA, and the EDR PA has to facilitate amplitude modulation, consuming

between 40mA and 80mA. This sets the DCO current consumption in BLE more stringent than for the EDR

Figure 1.10: The implementations of a dual-mode design with an additional divider

mode.

For that reason, the DCO will use two frequency modes, as illustrated in figure 1.10. In one frequency

band, the non-linearity effects from the PA will be significantly reduced, while in the second frequency band,

less operation power is required. By following the BER and in-band blocker requirements of EDR from table

1.1, the phase noise requirement will be set for both EDR and BLE:

L(∆ω) = Psignal − Pblocker(∆ω)− SNR− 10 log(BW ) (1.1)

Assume a state-of-the-art RX sensitivity of -90 dBm and a blocker of -40 dBm at a 3.5MHz offset, ideal

SNR of 14 dB for BER 0.01% [55] with channel bandwidth of 1MHz results in phase noise minimum of

-124 dBc/Hz. In the BLE, the same phase noise is aimed at reducing current consumption, which is a

prerequisite.
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Within the DCO design, susceptibility phenomena will be addressed, and the goal is to design the DCO

to be robust from unwanted injected currents. A tuning range between 2.208 and 2.678GHz (TR = 19.5%)

is aimed to guarantee Process, Voltage, and Temperature(PVT) variations.

This means that besides aiming for low phase noise at minimum power consumption, the optimum points of

operation for amplitude and supply changes are also investigated. As the scope is limited to only the DCO

design, full integration of the frequency synthesizer remains off, and more focus will be on assessing whether

a dual-mode DCO is worth implementing in future ADPLLs.

1.6 Thesis organisation

In Chapter 2, the fundamentals of LC oscillators will be shown, including noise analysis. In addition, state-

of-the-art dual frequency mode designs will be discussed to understand various methods of application. A

small study on the capacitance of the cross-coupled devices and its effect on optimal phase noise performance

and amplitude sensitivity for low-power oscillators is delivered. In Chapter 3, the proposed DCO design is

shown in detail, and in Chapter 4 an attempt is also made to improve the supply robustness. Chapter 5

concludes the design and its performance and discusses future work.
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Chapter 2

Oscillator fundamentals

The chapter covers the general theory of LC oscillators. Considering the broad spectrum of topologies to

discuss, the thesis will be limited to only the class B topology. The other topologies, such as Colpitts,class-

C/D/F, and switching current source, will be briefly summarised and referenced to show that their main

functionalities have been studied. Moreover a literature study on the different approaches of dual mode

oscillator will be provided to understand the limitations of state-of-the-art dual mode designs. Several dual-

mode principles will be analysed that form a foundation of the proposed design later on. Furthermore, the

study of active devices in class B topology will be addressed, where their parasitic capacitance plays a crucial

role in frequency sensitivity over amplitude and phase noise performance at low power.

2.1 Oscillation theory & performance

The frequency synthesizer LO, both used in RX and TX, consists of a VCO or DCO depending on the analog

and digital control of the PLL. This crucial component consists of an LC tank, where ideally a continuous

exchange of energy between L and C is preserved. The tank impedance with losses is illustrated in figure

2.1 and can be described as

Ztank =
jωLRp

(1− ω2LC)Rp + jωL
, (2.1)

Where it peaks at the parallel losses of the tank Rp at the oscillation frequency of

ωL0 =
1√
LC

. (2.2)

The losses need to be compensated with a negative resistance. According to the Barkenhausen criteria, a

loop gain of 1 and a phase shift around the loop of 0 (or 2π) must be maintained. The actual compensating

resistance comes from the transconductance Gm of the active devices. To initiate oscillation in the LC tank,

it is necessary that

Gm ·Rp ≥ 1 (2.3)

To assess the performance of an oscillator, the phase noise (PN) is defined as the single sideband power
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Figure 2.1: LC tank with Rp losses compensated by positive feedback by the active devices.

at a frequency offset ∆ω from ωLO with a bandwidth of 1 Hz:

L(ω) = 10 log
( 0.5v2n
0.5V 2

osc

)
[dBc/Hz] (2.4)

With Vosc as the differential oscillation amplitude and the spectral density of the mean square noise voltage

can be described as
v2n
∆ω

= |Ztank|2 ·
i2n
∆ω

, (2.5)

The quality factor of the tank is mostly determined by the inductor Q = Rp/(ωL). Considering where for

∆ω << ω0, the impedance of the LC tank in figure 2.1 can be approximated as:

|Ztank(ωL0 +∆ω)|2 ≃
(ωLORt

2Q∆ω

)2
(2.6)

And the spectral density of the mean square noise current of the LC tank

i2n
∆ω

=
4kBT

Rp
, (2.7)

where kB is the Boltzmann’s constant and T temperature. Combining (2.7), (2.6) in (2.5) can already

describe the PN as

L(∆ω) = 10 log

[
4kBTRp

V 2
osc

·

(
ωLO

2Q∆ω

)2]
(2.8)

From this, it can be seen that the PN improves with increased oscillation amplitude Vosc and quality

factor Q, which are roughly determined by power consumption and area, respectively.

Yet up till now, only losses of the tank are assumed, where actually the active devices and the current

sources also add noise. Moreover equation (2.8) does not take into account the noise floor that will be

reached when ∆ω is far enough from ωLO. And more importantly the flicker noise of the different sources is
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Figure 2.2: Noise folding principle from [57]

not taken into account. The mean square flicker noise has an actually inverse relation with ω:

i2n 1/f

∆ω
∝ ω−1,

compared to equation (2.7), giving rise to an additional region 1/f3 at lower frequencies. This region reduces

with −30 dBc/decade. To fit this region with the 1/f2 region, equation (2.8) is rewritten:

L(∆ω) = 10log

[
4kBTRp

V 2
osc

· F ·

{
1 +

( ωLO

2Q∆ω

)2}{
1 +

∆ω1/f3

|∆ω|

}]
(2.9)

Different from equation (2.8) is the additional noise factor F in 1/f2 region for other sources, the first factor

is to set the noise floor, and the factor of the second bracket sets the 1/f3 region. This PN definition is

defined as the Linear Time Invariant (LTI) model or Leeson’s model [56].

To take a more accurate model, a Linear Time Variant (LTV) approach is needed which considers the

timing of injection of the noise current in. Because at the peak of oscillation, the injection noise only

changes the amplitude Vosc, while at the zero crossing of the oscillation, it only changes the phase ϕn. Thus

PN is dependent on the moment of the current injection. To describe at which point during oscillation,

the system is sensitive to a current injection, an Impulse Sensitivity Function (ISF) is created and can be

described in Fourier Series

Γ(ωLOτ) =
c0
2

+

∞∑
n=1

cn cos(nωL0τ + θn), (2.10)

where cn are real coefficients that tell how much of the i2n is ”collected” and adds to the spectrum impurity

as illustrated in figure 2.2. θn is the relative phase between uncorrelated sources.
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The caused phase shift ϕn can therefore by superposition integral be seen as

ϕn(t) =
1

qmax

∫ t

−∞
Γ(ωLOτ)i(τ)dτ (2.11)

where the current injections and its harmonics can be represented as

i(t) = In cos((nωLO +∆ω)t) (2.12)

This will eventually give the general phase noise theorem [58]

L(∆ω) = 10 log

[
1

8q2max∆ω2

i2n
∆ω

∞∑
n=0

cn

]
(2.13)

With rewriting qmax = C · Vosc, C = Q/(ωLORp) and with Parseval’s relation results in

L(∆ω) = 10 log

[
R2

p

4Q2V 2
osc

(ωLO

∆ω

)2
· i2n
∆ω

· 1

2π

∫ 2π

0

Γ(ω)2dω

]
(2.14)

which represents the phase noise spectrum in 1/f2 region. To extend this PN to multiple sources, the noise

factor F is added, where each source i has its own mean squared spectral density and ISF:

F =
∑
i=1

Rp

2kBT
· 1

2π

∫ 2π

0

Γi(ω)
2in,i(ω)

2dω (2.15)

and thus results in

L(∆ω) = 10 log

[
kBTRp

2Q2V 2
osc

· F ·
(ωLO

∆ω

)2]
(2.16)

So consider only the LC tank with an ideal oscillation cos(ωLOt) and losses Rp generates a Γ(ωt) =

− sin(ωLOt) [58]. And knowing the current noise spectral density
i2n
∆ω

=
4kBT

Rp
results in a noise factor

of

F =
Rp

2kBT
· 1

2π
· π · 4kBT

Rp
= 1 (2.17)

Assessing other noise sources and wave composition different than a cos(ωt) relies on the topology employed

and the operation of each component.

2.1.1 Class B

The most known method to create the negative resistance is to create a cross-coupled pair of NMOS devices

(figure 2.3a) or by taking its complementary form (CMOS) with NMOS and PMOS devices (figure 2.3b).

Indeed, at least two transistors are needed to facilitate the 0 deg(360 deg) phase shift as a single transistor
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(a) NMOS only topology (b) NMOS and PMOS topology

Figure 2.3

only shifts 180 deg from gate to drain. Its transconductance in time can be described as

Gm(t) =


gmn1(t)gmn2(t)

gmn1(t) + gmn2(t)
for NMOS only

gmn1(t)gmn2(t)

gmn1(t) + gmn2(t)
+

gmp1(t)gmp2(t)

gmp1(t) + gmp2(t)
for CMOS

(2.18)

But also these devices contain small losses Gds(t) that counteract the negative Gm(t):

Gds(t) =


gdsn1(t)gdsn2(t)

gdsn1(t) + gdsn2(t)
for NMOS only

gdsn1(t)gdsn2(t)

gdsn1(t) + gdsn2(t)
+

gdsp1(t)gdsp2(t)

gdsp1(t) + gdsp2(t)
for CMOS

(2.19)

Where to preserve oscillation

Gm(t) = −(Gds(t) +
1

Rp
) (2.20)

However, these additional losses at low amplitudes Vosc ≤ Vth are insignificant when the gm devices do

not enter the triode region. It is important to note that these topologies use a common current source at the

common node. This is to control oscillation amplitude Vosc with the current (current limited) as otherwise

being fully dependent on the supply Vdd (voltage limited). Using no current source, is a topology called class

D [59].

To analyze the topology completely, one needs to understand how each transistor conducts its current with

respect to the oscillation voltage applied to its gate and drain. So starting with an arbitrary phase ϕ, the

two voltage nodes of the tank can be described as

Vosc+(ϕ) = Vosc sin(ϕ), Vosc−(ϕ) = −Vosc sin(ϕ) (2.21)
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Naming I1 and I2 the drain currents of Mn1 and Mn2 in the NMOS case only:

Ibias = I1(ϕ) + I2(ϕ)

I1(ϕ) =
β
2 (Vosc|sin(ϕ) + Vs(ϕ))

2

I2(ϕ) =
β
2 (−Vosc|sin(ϕ) + Vs(ϕ))

2

(2.22)

where β is the sum of physical characteristics and because of the ideal square law relation between Ids and

Vgs, the source voltage Vs can be determined as

Vs(ϕ) =

√
Ibias
β

− V 2
osc sinϕ

2 (2.23)

Where by substituting 2.23 back to 2.22 tells that there is a limit angle Φ:

Φ = arcsin

√
Ibias
2βV 2

osc

, (2.24)

describing two regions for Mn1 and Mn2 to be both in saturation

−Φ < ϕ < Φ or π − Φ < ϕ < π +Φ (2.25)

and otherwise one of them is ON and OFF.

(a) NMOS voltage and current waveforms (b) CMOS voltage ande current waveforms

Figure 2.4

Note that between these limit angles, Φ, the devices are commuting. Where Mn1 transitions from the

triode region to the saturation region, whereas Mn2 starts conducting in saturation once the gate voltage

equals Vth. This can be observed in the region π − Φ < ϕ < π + Φ in figure 2.4a. Moreover, both devices

are charging the tank capacitance at its drain, and due to small voltage variations between these drains,
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noise is injected into the LC tank, contributing a noise factor of F = 1 + γ [60]. To also include the noise

contribution of a non-ideal current source and the effective losses of the devices Gds,eff , we have

FclassB =


(1 + γn + 1

2γngmn,CSRp) · (1 +RpGds,eff ) for NMOS only

(1 +
γn + γp

2
+ 1

2γcsgmn,CSRp) · (1 +RpGds,eff ) for CMOS

. (2.26)

The phase noise contribution of the active devices is represented by the excess noise factor γ and is

technology-dependent. For the 22nm SOI technology, the long channel noise factor of 2/3 is not valid

anymore, based on the GF 22FDX design guide the γ varies up to 3 in these short-channel transistors.

The same mechanism applies to the CMOS class-B oscillator where now the current generated by Ibias

is used by two devices. Since the tank is fully differential, the current that goes through the tank is twice

as efficient as NMOS only. However the maximum oscillation swing Vosc,max cannot go above Vdd − Vds,CS

decreasing its maximum voltage efficiency. In the ideal case, the drain current has a square waveform,

whereby using the Fourier expression, the ideal oscillation amplitude can be estimated as

Vosc = Rp · Iωo



2

π
RpIbias for NMOS only

4

π
RpIbias for CMOS

(2.27)

However, the current source itself cannot be assumed ideal since it also has limited output impedance and

significant capacitance, which results in a low ohmic path that is created from the tank via one of the active

devices to the ground, creating extra loss during oscillation. Moreover, the common node must be at least

Vdsat,CS , leaving even less oscillation amplitude for the CMOS topology. That low ohmic path is created

when one of the two gm devices is in triode while the other one is OFF. And since this path goes through

a common node the second harmonic will leak into it. In [61], a filtering technique for a class B oscillator

is proposed. Creating a high impedance path at this common node by placing an inductor in between the

current source and the common node. Which, together with a large capacitor, creates additional filtering of

second harmonic noise from the current source. Implementing this requires a lot of area due to the second

inductor.

Another idea is to introduce degenerative resistors at the drains of the gm devices, making the tank less

susceptible to the modulation of ”on-resistance” of the devices. This only improves the upconverted 1/f3

noise, although the thermal noise of the resistors itself does cause worse 1/f2 noise. Overall, these ideas are

useful for creating fewer losses at higher amplitudes while still improving the PN. However, in low-power

applications, operating at maximum oscillation amplitude is not always preferred due to power consumption.
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2.1.2 Other topologies

Focusing on the local oscillator, the supply is provided on the chip with a 1V DC-DC converter, where an

additional Low Dropout regulator(LDO) is used to provide a clean 0.8V supply. Deviating from these values

is therefore not assumed. Therefore, a practical class-D topology [59, 57] creates a too-high output swing

resulting in oxide breakdown. Moreover, the use of a voltage-dependent topology makes the design rather

susceptible to corners and PVT variations. Furthermore the design cannot be tuned such that it operates at

optimal performance. Moreover, this supply in real Soc is layered close to other subblocks, so any coupling

to the DCO supply will result in common mode variations if the output of the DCO (Vosc+, Vosc−) is supply

biased. This makes a complementary design almost a predetermined choice. Besides the double current

efficiency, it can provide more robustness against supply. Besides, aiming for a low amplitude Vosc ≈ 400mV

offers better PN for CMOS structures compared to NMOS only for the same current consumption [62]. With

a 1V/0.8V supply this means a complementary will easily suffice the maximum obtainable amplitude.

Different types of Colpitts designs have shown to be great options as it is very current efficient, but they lose

tuning range because of the capacitor feedback [63]. Furthermore, its lack of transconductance gm to start

oscillation has been tackled by creating different Gm-boosted Colpitts [64, 65, 66, 67].

Biasing the gate to a lower voltage than the drain and adding a large capacitance allows the class-C to

improve PN at higher amplitudes, This because the devices will generate a more pulse-shaped current and

does not leave saturation when Vosc > Vth. In a standard LC oscillator, when Vosc > Vth, the devices enter

triode region, creating a high conductance Gds for that part of the oscillation. Which temporarily loads the

LC tank and thus degrades the PN performance [68, 69]. However, the theoretical 3.9dB PN improvement

with the additional power consumption of biasing the gates, the feedback circuitry [70, 71] and self-biasing

circuits [72, 73, 74] will not trade-off against the current efficient CMOS structure. Almost all class C biasing

schemes need (adaptive) biasing to start up oscillation.

This is also the case with switching current sources, which in [75] is being biased below the threshold

voltage. Switching current sources causes less additional noise caused by the current source [76, 77, 78] or it

lets the noise circulate [79]. The start-up is not always guaranteed, where in [80] amplitude control feedback

was required.

For state-of-the-art phase noise performance, class F tackles to minimize the ISF [7, 81]. It generates

currents at the 2nd and/or 3rd harmonic referred to as class-F2 and class-F3 oscillators [81, 82]. Recent

works [83, 84] show inverse class F designs achieving slightly worse phase noise but are lower in power com-

pared to class-F2/F3. However, the class-F literature shows that the area required for implementation is

significant, although designs with decent low current have been demonstrated, IDC = 700µA at 0.018mm2

[85].

Consequently, for the rest of the thesis, a complementary class B will be used at a minimal oscillation am-

plitude that still meets the PN performance. Furthermore, class B can also use the large capacitance to

improve PN as shown in [68], which is also subject to loss and quality of the tank.
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2.2 Dual-Mode tank desgin

This section will focus more on the implementation of the tank. Where in general oscillation theory only in

class-F a real variation of the LC tank is needed to achieve its PN performance. Yet, to narrow more on the

BLE and EDR application, one might be interested to see how with a dual mode tank where on one hand

limited current consumption is given while in the other robustness against interference is the main goal.

Therefore a summary of state-of-the-art dual mode designs will be provided to conclude on a well thought

implementation in Chapter 3.

The dual mode principal is normally used to extend the tuning range (TR) of the oscillator(or as class-F).

This is not only necessary to facilitate wide bandwidth for the channels to transmit or receive but also to

overcome the change in center frequency of the device over PVT and corners. Where in conventional (low-

IF) synthesizers the DCO operate at 2fPA. One might consider to extend the integer divider illustrated in

figure 1.9 to fLO = N · fPA. However operating at higher frequency normally asks for even more power.

Therefore an interesting design would be if the DCO can operate in two frequency bands where by the EDR

mode would be the in higher mode as the PA harmonics is lower at the higher frequency band [51]. Various

methods to alternate betweeen the low (LB) and high frequency band(HB) are showed here.

2.2.1 Switched inductor

(a) Serie Inductors, with parallel switch. (b) Parrallel Inductors, with serie switch.

Figure 2.5

Whereas normally the capacitors are used to tune because of their high Q factor at low frequencies with

low area occupation and really fine tuning capabilities. For switching modes from higher band (HB) to lower

band (LB) such as going from 9.6GHz to 4.8GHz, capacitor switching would diminish the impedance and

thus increase the power required for the same oscillation amplitude. Therefore the simplest solution would

be to implement inductor switching. The problem is that the series resistance Rsw and its capacitance Csw

cause severe degradation. This because the dominant QL is affected.

QL =
ωLOL

rs +Rsw
(2.28)
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Figure 2.6: Coupling of two identical tanks via Cc and M

Where in high Q inductors the switch becomes the dominant loss of the LC tank. The Csw is mostly a

bottleneck for the TR when it is turned OFF and will add capacitance to the tank. In [86, 87] a switch in

parallel with the inner winding of an inductor Linner is used. This means the switch conducts when aiming

for maximal inductance and thus for the lower band. The Rsw increases power consumption in LB, which

has a low power constrain (BLE). In its HB the effective inductance Leff would not consider the losses of

the switch and therefore would result in maximal QL. Which is all vice versa of what is aimed for in this

thesis.

In [88] the extra inductance with switch is taken in parallel to overcome this problem. In this case, when

the switch is ON, its effective inductance Leff is taken as in figure 2.5b, where if 4L2 ≈ L1, Leff ≈ 1

5
L1

making it suitable for high frequencies.

2.2.2 Odd and even mode

To explain the understanding of a two identical LC tank that are electrically Cc and/or magnetically coupled

M , two modes are given in figure 2.6. As in one case the phases over Cc are forced to be the same, the

system sees Cc as a short, taking its capacitance not into account. Moreover as the current in the inductor

are in phase the effective inductance becomes L+M for both inductors. In the second case, the phases over

Cc are 180 deg out of phase, meaning the capacitance Cc contributes like a fully differential capacitance. But

as the current flow in the inductors is counteracting, the M will lower the effective inductance.

In order to correctly select your mode, extra Gmc cells are needed[89]. This to suppress and initiate the

unwanted and desired mode. The resonator described in figure 2.7a has two peaks because of the capacitive

coupling Cc and mutual coupling M and in order to create the odd(even) mode the right side of the resonator

has swapped(same) polarity by connecting the first(last) two Gmc such that it will add negative(positive)

Gmc to left side of the resonator while the other two adds positive(negative) Gmc to the right side. This extra

add-on ensures that the other mode is not excited. Important to see is that here the aim was to create two

equal peaks Rp,even, Rp,odd, while in this thesis a preferable asymmetry must be created as the power limit

in the BLE/EDR mode is different. In [90] two −Gm cells with four switches are used. Two switches Ge,sw
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(a) Dual band oscillator with four Gm cells [89] (b) Dual band oscillator with four switches [90]

Figure 2.7

are cross-coupled and are ON(OFF) in odd(even)mode, and the other two parallel switches Go,sw work vice

versa. Because these switches are only turned ON to add positive Gm to the unwanted side and thus do not

reduce the desired peak impedance. Of course, how well the suppressing is depends on the transconductance

of the switch. In [91] there are odd and even mode for both the coupling capacitors Cm and the coupling

between inductors M . It uses two inductors with each 4-ports that coupled with Cm. This shows how a

quad core could be implemented. The switch array similar to [90] is used to dampen the unwanted mode

and prevent unwanted oscillation. This means oscillation does not observe losses from Rsw.

It should be noted that to optimally make use of the above cases an additional mux with additional buffers

are needed to combine the two oscillations output voltages since two −Gm stages are used. In [92, 93, 94]

only one −Gm cell and one Gm cell is used. Whereby, creating a positive feedback loop (−Gm cell), the

lower frequency band (LB) will initiated. And creating a negative feedback loop(Gm cell) builds oscillation

in the high frequency band (HB). This approach is more energy conservative as LB or HB is chosen based

on the initiated feedback loop. However, just as in class F, the ratio X is very important to maintain the

desired oscillation throughout TR.

2.2.3 Switched Gm devices

Figure 2.8: (Left) HB mode where two −Gm are activated. (Right) LB mode
where one −Gm is activated [95].
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To overcome the losses of the switches Rsw and to maintain a high impedance peak, changing the −Gm

cells might be a solution.

In [95] three −Gm cells are used, with two inductors and two capacitor Cd in series. In LB, both inductors

can be considered in serie, LLB ≈ 2L and its capacitance CLB + Cd/2. In HB, each inductor and capacitor

is used by an individual −Gm cell. Generating two oscillators that are connected by a common node. Its

illustration is given in figure 2.8. To apply this to low power application, a significant higher inductance is

needed. For fLB ≈ 4.8GHz a 2L ≈ [3nH, 4nH] would be needed. Technically, the area efficiency is already

reduced as the total inductance 2L needs to be split up in two L, whereas normally the inductance of an

inductor easily doubles when adding one extra outer winding. In other words, more metal is needed for

the same 2L and thus the not optimal Q will be achieved. Furthermore, [95] uses only one of the two Gm

cells in HB as the output oscillation, losing 3dB in PN. The biggest disadvantage is the actual implemen-

tation of the three capbanks. In LB mode, both Cd have to be tuned with the same code to facilitate the

same oscillation frequency, which thus requires two identical capbanks. In HB mode the Cd accounts only

single ended, which can function as fine tuning, but an additional coarse tuning bank is still necessary in CLB .

Four −Gm cells are shown in [96], where each 2−Gm cells generate a different path in the asymmetrical

8-shaped inductor and thus generates extra difference between LB and HB as the coupling M between the

8-shaped Lp is swapped. This method of using only −Gm cells instead of positive Gm cells [89] or even and

odd switches [90] is advantageous as a guarantee of the right mode is created, where for the other a minimal

size Gm of the cell and switches must be created to suppress the unwanted, which could add capacitance or

load the LC tank. What is important in this design is that the flow in current in inductor can be changed and

thus alter different M and thus different modes. Examples of dual/triple core inductor designs are shown

in [97, 98, 99, 100], although their inductance values are not suitable for low power implementations. More

switching techniques for LC oscillators can be found [101], but the methods described above describe the

common methods to implement a dual-mode LC oscillator.

To conclude on the dual-mode methods, the use of multiple Gm cells and special inductors design show no

Figure 2.9: (left) Schematic of the resonator with change in current for even and odd mode. (right) Illustra-
tion of the inductor with its resulting impedance peaks [96].
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losses, yet the efficiency in area and its low value in inductance make a low-power solution not yet applicable.

For the even and odd mode, the positive Gm cells require too much power before being useful. Furthermore

all these connections to the tank will still charge the LC tank. The method of using four switches looks more

suited, but its ask for capacitor divider to ensure the switches do not leak current. Which adds significant

capacitance (∼ 150fF ) to the tank [90]. The simple method to use switched inductor is a guarantee of

losses. However, with scaled CMOS, the loss of the switch can be further minimized.
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2.3 Active devices and their frequency modulation

Figure 2.10: CMOS with all the considered parasitic capacitance showed in red.

To minimize current consumption at a supply of 0.8V, the oscillator is set in the current-limited regime,

using a current source. In this study, a class B CMOS topology will be used, to analyse the PN performance

at low amplitudes. Moreover, to prevent any interference from affecting the fLO, frequency sensitivity must

be minimized. Hence, any variations in amplitude or current must not influence the fLO otherwise the

oscillator becomes highly susceptible to noise from e.g. the current source or supply.

To understand the frequency sensitivity over amplitudes, the effects that influence the amplitude modula-

tion(AM) will first be described. This issue may arise due to supply interference, which affects the current

generated by the current source. Secondly, this AM will be subject to an up-conversion mechanism that

modulates the frequency. A part subset of the non-ideal capacitances within the oscillator will be char-

acterised and proven to be an important factor of this up-conversion. Consequently, active devices will be

selected to minimise the sensitivity of AM-FM, which also ensuring low phase noise (PN) at a low amplitude.

Additionally, implementing calibration idea to determine the optimal amplitude over PVT.
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2.4 AM-FM by non-linear capacitance

As shown in equation (2.27), any fluctuation in Ibias, will result in amplitude change ∆Vosc. Besides ∆Vosc

also the common mode voltage in case of class B CMOS topology will be effected [102, 103]. The fluctuations

are mostly caused by flicker noise but also supply variations, which will be explored in more detail in Chapter

4. Due to the flicker noise, a PMOS current source is typically implemented as it inherently creates less

flicker noise. Any repetitive AM noise (at ωm) can be described as the noise from the current source being

single-balanced mixed by each cross-coupled device resulting in up-conversion to ωLO+ωm [104]. This results

a noise-to-carrier ratio defined as ( KA

2ωm

)2
V̂ 2
n

where V̂ 2
n is the RMS spectral density of its specific AM output noise and KA is the sensitivity of amplitude

[105].

Various mechanisms of up-conversion to PN are described in the literature, such as the modulation of tail

capacitance [104] and the Groszkowski effect [106, 107, 108]. The latter mechanism focuses on the harmonics

of the current, which modulates the frequency, and as flicker noise modulates the harmonic composition,

it ultimately results in PN at 1/f3 region [107]. The AM-FM mechanism is well known when applying

non-linear varactors [109, 103, 105]. However, even in a DCO, still nonlinear capacitances are at work [65,

110].

The sensitivity of the frequency with respect to the amplitude can be described as

KA =
∂ωLO

∂Vosc
=

∂ωLO

∂Ct ,eff

∂Ct ,eff

∂Vosc
(2.29)

where ωLO = 1√
LCt,eff

and Ct,eff as effective capacitance. Which is according to [61], described as:

Ct,eff = Ct[0]−
1

2
Ct[2] (2.30)

Where the Ct[0] and Ct[2] are the Fourier series being the time-averaged and second harmonic components

of the total capacitance Ct, where the latter has negligible effect [61], setting

Ct,eff = Ct = Ccapbank(t) + Cpar(t) (2.31)

Although Ccapbank contains switched capacitors, whose parasitics can affect its effective capacitance, for the

purposes of this research on active devices, digitally controlled Ccapbank is considered constant over oscillation

time. As illustrated in figure 2.10, the capacitance of the gate-source, gate-drain, drain-source, and drain

bulk labeled Cgs, Cgd, Cds, Cdb for each device are considered, setting Cpar as:

Cpar = (
1

CgsN2
+

1

CgsP1
)−1 + (

1

CdsN2
+

1

CdsP2
)−1 + (

1

CdbN2
+

1

CdbP2
)−1 + Cgdn1+2

+ (
1

CgsN1
+

1

CgsP2
)−1 + (

1

CdsN1
+

1

CdsN1
)−1 + (

1

CdbN1
+

1

CdbP1
)−1 + Cgdp1+2

(2.32)

The dominant capacitances Cgs and Cgd are determined by the following equations:
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Figure 2.11: Sensitivity Ka as function amplitude for different vbp for PMOS and vbn NMOS.

Cgs =


WCov, if |Vgs| < Vth

2
3WLCox +WCov, if 0 ≤ |Vgs| − |Vth| < |Vds|

1
2WLCox +WCov, if 0 ≤ |Vgs| − |Vth| > |Vds|

(2.33)

Cgd =


WCov, if |Vgs| < Vth

WCov, if 0 ≤ |Vgs| − |Vth| < |Vds|

1
2WLCox +WCov, if 0 ≤ |Vgs| − |Vth| > |Vds|

(2.34)

Where the W and L are the width and length of the devices and Cox the gate oxide capacitance that is

27.6[mF/m2] and 23.8[mF/m2] for NMOS and PMOS devices. And Cov is the overlapping gate oxide with

the gate and the drain/source. Both equations illustrate that during the oscillation vosc of the gate or drain,

the parasitic capacitance changes. Important here is that when 2vosc surpasses Vth, the Cgs starts to decrease

instead of increasing. Additionally, Cgd begins to rise as the device enters the triode region.

These effects on Cgs and Cgd will affect the sensitivity analysis. Using (2.31) in (2.29):

KA = −1

2

ωLO

Ct ,eff

∂Cpar

∂Vosc
(2.35)
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Figure 2.12: Different type of devices with its oscillating frequency at the top and its effective capacitance
on the bottom. Different bulk biasing vbn, vbp are simulated over the various amplitudes.

describes that as long as Cpar remains constant over Vosc(2vosc), any noise that affects the amplitude, will

result in no FM or is not up converted by the non-linear capacitances.

By using the whole equation (2.32) and simulate the parasitics of the CMOS structuture over various am-

plitudes, an comparison between the
∂ωLO

∂Vosc
and equation (2.35) can be made. Results for various vbn and

vbp are shown in figure 2.11.

The simulations used an EMX inductor model of L = 3.9 nH with QL = 16.5 and an ideal capacitor bank

with Ccapbank = 238 fF with Qc = 50.

The analysed values show less sensitivity than the simulated ωLO over Vosc. A possible reason is disclosed

in section 2.4.2, although, both lines cross the zero sensitivity close to the same amplitude. Observe how for

vbp = 0.8V, vbn = 0V the zero-crossing is at maximum amplitude. This occurs as the bulk-source voltage Vbs

increases for both PMOS and NMOS devices. Where the Vbs and Vth relation is characterized by

Vth = Vth0 + γ
(√

| − Vbs + 2ϕF | −
√
|2ϕF |

)
(2.36)

with Vth0 is the zero substrate threshold, γ the body factor and ϕF the Fermi potential. When applying

0.8V to the bulk to only one of the two devices, only a slight increase of the zero-crossing is observed.

The sensitivity functions show that the zero-crossing is related to the Vth. The figure 2.11 used Super-

Low-VTH(SLVTH) devices in where the Vth ≈ 0.3V and can be tuned by the vbp and vbn. When operating
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Figure 2.13: Frequency and phase noise results over amplitude on the left and on the right its resulting FoM.
For the LTV PN model (equation (2.9)) an Rp = 1490Ω and F = 3 are chosen.

the DCO at this Vth oscillation amplitude, the noise-to-carrier ratio should be minimised [104].

2.4.1 Different devices and its effect on PN

The Vth has showed to be the amplitude where KA = 0 and thus shows minimal frequency variation. This

implies that the PN performance at this amplitude will also be positively impacted. Furthermore, the analysis

can be extended by using higher Vth devices. In 22nm FDX process, besides the option to apply backgate

biasing also Regular-VTH(RVTH) and High-VTH(HVTH) are options. The frequency and Cpar,eff over

amplitude for each device are given in figure 2.12.

It should be noted that in the case of the HVTH devices, its sizing had to be increased to start oscillation

and thus also more parasitic capacitance are created.

The simulated frequency shows that sensitivity is minimal at the Vth oscillation amplitude. And as the

RVTH and HVTH have a higher Vth the optimal oscillation amplitude Vosc opt is set higher. Moreover the

RVTH and HVTH devices are less prone to current leakage as the SLVTH.

To actually prove that higher Vth devices can be useful, the PN and the Figure of Merit(FoM) are given in

figure 2.13 for each device type. The FoM is given as

FoM = |PN |+ 20 log
(ωLO

∆ω

)
− 10 log

(IbiasVdd

1mW

)
(2.37)

Again, the EMX inductor model with the same capacitance is used. Observe how the FoM is higher for a

wider range of amplitudes when using HVTH devices. The SLVTH is limited to small amplitudes. This is be-

cause the PN decreases with amplitude as demonstrated with Leeson’s model (equation (2.9)). However, this

reduction ceases once the devices reach the triode region, causing a PN penalty, as discussed in Chapter 2.1.2.
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Normally, one prefers to use the minimum amount of width Wn1,2 for the active devices [111]. The overkill

of gmn and gmp can slightly increase the amplitude, but it simultaneously reduces the common source node

Vx and the DC level of the output nodes Vosc+,−. The effect on PN and the DC level of the output nodes are

shown in figure 2.14. The observed degradation of 4 dB in PN at maximum amplitude is due to the devices

operating within the triode region. Scaling Wn1,2, will therefore result in an increase gds in the triode region,

thus forming a lower resistance path. This path allows the current source to add noise to the LC tank.

This is substantiated by the noise summary in table 2.1. The table shows at the highest amplitude the

noise contributions of the cross-coupled devices and the current source. Where the cross-coupled devices

stay almost the same but the current source noise contribution increases significantly. This makes scaling

the devices an important design choice between a guaranteed start-up and PN performance.

Sizing Spotnoise @1MHz [fV 2]

Thermal noise Flicker noise

Mp1+p2 Mn1+n2 Mcs Mp1+p2 Mn1+n2 Mcs

W 204 245 501 39 70 152

4W 269 296 1679 27 53 960

Table 2.1: The noise contributions of each device at 0.5 amplitude swing for different sizing. Wp1,2/Wn1,2 =
2.6

Figure 2.14: PN performance over various for dif-
ferent multiplication factors. Wp1,2/Wn1,2 = 2.6

Figure 2.15: Oscillation frequency for various
added common node capacitance Ctail

2.4.2 Common node capacitance

To elaborate further on the mismatch of KA from figure 2.11, the capacitance contributions of the common

node,Vx also influence the effective capacitance. The common node capacitance in figure 2.10 is given
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as Ctail. This capacitance consists of the gate-drain and drain-source capacitance of the current source.

Additional capacitance can be introduced to achieve a current pulse shape as in a class C topology [69].

However, this added capacitance contributes to loading the tank capacitance [112]. Yet in [112] no clear

effective contribution is shown. The contribution of the common node capacitance is only described up

to an amplitude smaller than Vth. At higher amplitudes (2vosc > Vth), [112] states that the decreasing

frequency is caused by the increased harmonic composition of the current (Groszkowski effect [106]) and

not by the parasitics of the active devices. When adding different capacitances to the common node as in

figure 2.15, shows that the frequency peak shifts to a lower amplitude. However, the flatness of the curve

and thus less sensitivity KA is obtained up to an added capacitance of 225 fF. Consequently, the sensitivity

KA remains low for amplitudes ranging from 0.3V to 0.45V when compared to the scenario without Ctail.

If the capacitance of the common node is accurately considered both before and after 2vosc = Vth, it may

enhance the precision of the sensitivity analysis shown in figure 2.11.

2.4.3 Optimal amplitude for AM-FM

To come towards an AM-FM robust oscillator, it has been shown that there is an optimal amplitude Vosc opt

that can cause minimal frequency drift. One can reacon that Vosc opt ≈ Vth. To guarantee that the DCO will

be operating at this optimal AM-FM amplitude,regardless of the change in Vth, a simple calibration method

can be applied. The DCO uses the closed loop ADPLL that at first will lock at the frequency f(Vosc min) at

the Vosc min. Creating n steps in amplitude by a code of bits bn, the fLO will increase(decrease) with each

step. In closed loop, the DCO will increase(decrease) its capacitance with Cstep to counteract the +(−)∆fL0.

As the Cstep is digitally controlled, the amount of bits used for this can be easily retrieved. When sweeping

all bn, one will find the maximum step that was needed to bring the frequency down to where it was locked.

The biggest positive Cstep will correspond to the code bopt where the frequency will be highest and where its

KA will be minimal, resulting in the optimal PN at small offsets due to the AM-FM up-conversion. In [113]

a similar method is used to calibrate to the optimal amplitude. It should be noted that to further reduce

PN at small offsets, the c0 component of the ISF function (equation (2.10)) should be minimised.

So, even in a complementary form, a mininum in AM-FM is observed. To match Vthn and Vthp, the

backgate biases are set to vbn = 0V(Vbs = 0) and vbp = 0V(Vbs ≈ 0.6V). The RVTH devices will be used

as it provides the perfect balance between good PN and sufficient TR as too large devices require too much

Ct par. Furthermore, the HVTH devices require a minimal supply that almost exceeds 0.8V [7], meaning

that only operating directly to the DC-DC supply is possible. The AM-FM up-conversion is minimized

showing robustness against any amplitude modulation at maximal FoM.
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Chapter 3

Analysis and design of Dual Mode Switch Oscillator

Building upon the foundational principles of LC oscillators presented in Chapter 2, which includes noise

analysis, the effect CMOS cross-coupled devices have on PN and the exploration of state-of-the-art dual-

mode designs, this chapter will outline the proposed DCO design that fits the Bluetooth BLE/EDR combo

application.

In the BLE/EDR combo transceiver, the use of two separate PAs is used to provide low-power amplification

in the BLE mode and envelope modulation in the EDR mode. To maintain low power and easy mitigation

between the PA and DCO pulling for BLE and EDR, the DCO will also operate at two frequency modes.

The DCO is used in a low IF transceiver, operating at twice the transmitting and receiving frequency

band in the BLE mode. This is done to already prevent any direct coupling with the transmitting and

receiving signals. To extend this and thus further reduce interference on the chip, the DCO will be operated

at four times the transmitting and receiving frequencies (fTX) in the EDR mode. The illustration of the TX

side in the proposed transceiver is given in figure 3.1. The figure shows that an additional divider is required

for the EDR path. Yet the coupling between the PA output and the DCO will be inherently lower because

of the lower fourth harmonic compared to the second harmonic [114]. A crucial aspect of the TX illustration

is the variation in power consumption and output power between BLE and EDR modes. As the BLE mode

transmits less power, the consumption of the transceiver and, thus, the oscillator have to be inherently lower

Figure 3.1: Proposed transmitter where the oscillator changes mode with the BLE and EDR mode. A lower
coupling between EDR PA and DCO is achieved when operating fLO = 4fTX .
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compared to the EDR mode.

This chapter provides an estimate of current consumption in BLE mode using the PN requirements outlined

in Chapter 1. This estimate, along with the given tuning range of 19.5% for each frequency band is set in

section 3.1. Based on that, the development of the dual-mode oscillator design will follow.

This chapter will also discuss the design process of the dual-mode oscillator. An oscillator capable of con-

trolling both frequency modes with low power consumption comes with certain drawbacks. To demonstrate

these issues, the chapter begins with an LC tank, highlighting that solely capacitor tuning does not meet the

low power requirements in BLE mode. Subsequently, inductor tuning will be introduced. Two approaches to

implement inductor tuning will be demonstrated, along with an alternative method involving a magnetically

coupled resonator.

Based on analysis of basic inductor tuning and resonator functionality, the proposed tank design will be

revealed. Analysis of the proposed design will be provided in Section 3.4. Three distinct inductor layouts

will be presented in Section 3.5 to achieve minimal area. Section 3.6 will discuss the design of capacitor

tuning for each type of capacitor bank required to overcome PVT variations and tracking the oscillation

frequency. In Section 3.7, the performance of the final DCO design will be provided.

3.1 PN and current consumption

Figure 3.2: The LC tank in CMOS cross-coupled
configuration.

Figure 3.3: Leeson’s PN model as a function of Ibias
based on equation (2.9)

To estimate the current required to achieve the PN requirements given by equation (1.1), both equation
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(2.16)(2.9) will be followed. The important design variables in these equations are the parallel losses of the

tank Rp, the oscillation amplitude Vosc, and the tank quality factor Qtank. These variables can be explained

using the cross-coupled CMOS topology and an LC tank, depicted in figure 3.2. The LC tank consists of an

inductor L1 and a capacitor C1. The current consumption relationship with Vosc described in (2.27) states

Vosc = Vosc+ − Vosc− =
4

π
IbiasRp

Given that a minimal amplitude Vosc,min = 0.3V is required for the dividers to operate sufficiently in the

transceiver. Use equation (2.16) and the goal to achieve −124 dBc/Hz @ 3.5MHz offset makes

L(∆ω) = −124 dBc/Hz =
kT ·Rp(

VoscQtank

)2 · F ·
(ωLO

∆ω

)2
Assuming a noise figure of F = 5.5 [7] and considering

Qtank =
( 1

QL
+

1

QC

)−1
=
( 1

16
+

1

50

)−1
= 12.12, (3.1)

where QL and QC are quality factors for the inductor and capacitor, respectively. To achieve −124 dBc/Hz,

makes that for the BLE, a minimum parallel loss of Rpmin ≈ 1000Ω is required. The Vosc,min is for nominal

operation sufficient, but to guarantee oscillation also over corners and temperature variations, a Vosc ≈ 0.4V

is aimed at. Moreover, based on Chapter 2.3, RVTH devices are used and accordingly optimised for this

0.4V oscillation amplitude.

In figure 3.3, the other PN offsets are determined based on Leeson’s equation (2.9) with Rpmin ≈ 1000Ω,

Qtank = 12.12 and an assumed f1/f3 ≈ 130 kHz. The figure describes how the PN decreases with increasing

current consumption as the Vosc increases linearly. The important offset 3.5MHz determines the current

expected for the other offsets. So, since the offset 3.5MHz requires a Ibias = 340µA, the PN goal for

10, 102, 103 and 104 kHz will be set at the same Ibias and are therefore −63,−90,−111,−132 dBc/Hz respec-

tively.

Now that the BLE current is estimated and the tank’s minimum loss is quantified, an estimate for the

EDR mode has to be determined. As the PN requirements are the same for both BLE and EDR, but EDR

has a more relaxed current consumption, the losses Rp are allowed to be less than 1000Ω. Since the EDR

mode is twice the frequency of the BLE mode, a Rp close to half of 1000Ω will be targeted for this mode.

3.2 Capacitor tuning only

With the estimation of Ibias and the minimal parallel losses Rp in BLE that achieve the required PN, now

the focus will be on how to accomplish the two frequency bands while guaranteeing the estimated Ibias and

Rp.

Both the BLE and the EDR modes require each having a TR of 19.5%, setting the minimum and maximum

frequency (fmin, fmax) to 4416 and 5356MHz for BLE with 4800MHz center frequency (fLO) and 8832 and
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Figure 3.4: Illustration of the frequency band of BLE and EDR, with its required capacitance and expected
Rp and Ibias with Qtank = 12.12 and L1 = 0.98 nH.

10712MHz for EDR with 9600MHz center frequency. For simplicity, assume an LC tank as figure 3.2. The

oscillation frequency is given as

fLO =
1

2π

1√
L1C1

(3.2)

When using a capacitor bank for frequency tuning, minimum capacitance from the parasitics of the switches

and active devices always has to be taken into account. We assume, therefore, a minimum capacitance

C1min = 225fF . With this minimum capacitance and equation (3.2), the maximum inductance value of L1

can be calculated. If only capacitor tuning is assumed, the inductance L1, has to be chosen such that it can

at least achieve the highest fmax of both modes. This makes L1 = 0.98 nH.

In figure 3.4, an illustration is given on achieving the frequency tuning using only capacitance and constant

L1 = 0.98 nH. The figure also shows how for a lower frequency band (BLE) more current will be required to

faciliate a constant 0.4V oscillation amplitude. This is derived by the following equations:

Rp =
( 1

RL
+

1

RC

)−1

(3.3)

Where Rp can be represented as the parallel combination of the losses of capacitance C1:

RC =
QC

2πfC1
(3.4)

and the parallel losses of the inductor L1:

RL ≈ QL · 2πfL1 (3.5)

By substitute (3.4), (3.5) in (3.3) and using (3.1), we have:

Rp =

√
L1

C1
·Qtank (3.6)

And since aiming for the same quality factor as in (3.1) and the maximum inductance is known, the parallel
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Figure 3.5: Illustration of the frequency band of BLE and EDR, with its required capacitance and expected
Ibias with Qtank = 12.12 for tuning the inductance from L1 = 0.98 nH to L1 = 3.92 nH.

losses will decrease with increasing C1(lower fLO). Combining (2.27) and (3.6):

Ibias =
π

4

Vosc

Qtank

√
C1

L1
(3.7)

Describes that the current required increases when using a large amount of C1.

It shows that using capacitor tuning over a wide spectrum is not beneficial as it requires a large amount of

current at the lower spectrum, which is the opposite of our goal.

3.3 Inductor tuning

A better method in dual-mode oscillators is to tune the inductance value for each mode as it saves power

consumption [89]. Using the same scenario as in Section 3.2, with C1min = 225fF but now the, inductance

value changes when changing Bluetooth mode. Again, we use (3.2) for each fmax with C1min to determine

the maximum required inductance. Figure 3.5 shows that based on the same equation 3.7, the Ibias will

significantly improve compared to capacitor tuning only. This comes from the fact that QL is taken constant

while its inductance value has quadrupled, meaning that the RL increases and therefore Rp too.

The calculated values of Ibias show ultra-low current consumption compared to what is required to achieve

the PN specifications. This comes at the cost of the amount of area required for a L1 = 3.92 nH, compared

to the capacitor-only tuning (L1 = 0.98 nH). Now that it has been shown that the inductance value has

to be changed to meet the aimed low current consumption specification in BLE, the bottleneck is with the

method of changing this inductance value. Compared to capacitance tuning, inductance tuning can severely

degrade the performance of the oscillator, as shown in the literature in Chapter 2.2. Two simple methods of

inductor tuning will be addressed to prove the severe degradation in dual-mode oscillators.

3.3.1 Parallel inductor

The simplest method to create an inductor tuning is to add an inductor L2 with a switch in parallel to L1.

An illustration of the tank is given in figure 3.6. Turning the switch ON and choosing L2 ≤ L1 creates a
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Figure 3.6: Illustration of the LC tank with an
additional L2 in parallel, that can be turned OFF
or ON.

Figure 3.7: RON and Coff as function of scaling
the HVTH at a DC of 0V and 0.4V

total effective inductance of

Leff =
L1L2

L1 + L2
(3.8)

that will be lower compared to L1, which creates the possibility of tuning accordingly.

The problem in this implementation is the switch that creates severe losses when turned ON. To limit the

losses along the propagation path, the switch must offer low resistance losses when ON and high isolation

in the OFF-state. As discussed in Chapter 2, adding this switch will degrade the inductor design. Yet, it

can be possible to keep the degradation within the limit by sizing the switch large enough. Figure 3.7 shows

the simulated losses RON and the parasitic capacitance Coff by scaling the width of the HVTH device. In

CMOS topology the switch in the LC tank is biased at around 0.4V, creating a 17 times more RON than

when the switch would be connected to ground.

The RON is added to the serie resistance rL2
of L2, decreasing the parallel resistance of L2

RL2
≈ (ωL2)

2

rs2 +RON
(3.9)

Ultimately effecting the quality factor of the effective inductance Leff

QLeff
=

RL1
RL2

RL1
+RL2

1

ωLeff
(3.10)

In figure 3.8, equation (3.10) with equation (3.1) describes how scaling the switch affects the quality factor

of the LC tank. The figure shows that even up to 560µm the Qtank is more than halved compared to (3.1).

Following the Leesons equation (2.9), compensating this Qtank degradation would require twice the Vosc

which is not feasible.
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Figure 3.8: Qtank calculated with the added RON from the HVTH switch. With L1 = 3.92 nH and L2 =
0.98 nH.

One might consider switching the size in the order of millimeters, but Coff will increase linearly and thus

decreases the fmax and TR.

3.3.2 Inductor magnetically coupled

The other method to decrease from L = 3.92 nH in BLE to L = 0.98 nH in EDR is by magnetically coupling

a second inductor. By using the magnetically coupling factor k defined as

k =
M√
L1L2

(3.11)

where M is the mutual inductance between L1 and L2. The LC tank is depicted in figure 3.9. When the

switch is turned ON, and no losses are assumed [115], the coupling allows the effective inductance to change

to

Leff = L1

(
1− k2

)
(3.12)

Since the inductance difference between BLE and EDR is roughly 3 nH, the required k = 0.86. This requires

that L1 and L2 need to be interwind and require a transformer-like structure. Furthermore L2 has to be in

the same order of L1 to achieve the wanted k. The quality factor, so far assumed to be equal to 16, will not

hold anymore if aiming for transformer design with k = 0.86. Even if considering an QL = 16 and unlimited

area, the high k reduces the effective quality factor [115]. Following equations from [115] makes

QLeff
= ω · (RON + rL2)

2L1 + ω2L1L
2
2(1− k2))

rL1(RON + rL2)2 + ω2L2(k2L1(RON + rL2)− rL1L2)
(3.13)
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Figure 3.9: Illustration of the LC tank with an
additional L2 magnetically coupled, that can be
turned OFF or ON.

Figure 3.10: Qtank calculated with the added
RON from the HVTH switch, biased at 0V. With
L1 = 3.92 nH and L2 = 0.98 nH.

where rL1,L2 are the series resistances of L1,2 respectively. Use equation (3.13) with equation (3.1) makes

figure 3.10. The Figure 3.10 verifies the severe degradation of Qtank at high k, even at large scaling of the

switch.

3.3.3 Resonator

Figure 3.11: Illustration of a resonator with the output of the oscillator at the primary side.

Whereas in previous section, the resistance RON effects the effective inductance as

ZLeff = jωL1 −
k2L1L2ω

2

RON − jωL1
≈ jωL1(1− k2) (3.14)

replacing the RON with a second capacitor bank C2, creates a resonator as illustrated in figure 3.11.
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The tank impedance Ztank can be set as

Ztank =
( 1

ZC1
+

1

ZLeff

)−1
(3.15)

Where ZC1 =
1

jωC1
. Use (3.14), with C2 instead of RON and substitute into (3.15) creates a quadratic

equation where the roots determine the oscillation frequency as shown in [81]:

Figure 3.12: Contour plot of
(
ω2/ω1

)2
as a function of ξ and k. The shaded area represents when Rp2 will

be exited and otherwise the Rp1. Conducted from [92]

ω2
1,2 =

1 + ξ ±
√

1 + ξ2 − ξ(4k − 2)

2L2C2(1− k2)
(3.16)

with ξ as the ratio between the primary and secondary side.

ξ =
L2C2

L1C1
(3.17)

Based on the equations (3.16) and (3.17) the figure 3.12 illustrates the increase of ratio
(
ω2/ω1

)2
for both ξ

and k.

Note that this resonator does not require any switch to select the BLE or EDR mode. This is different

than the trivial inductor tuning described in Sections 3.3.1 and 3.3.2. In this resonator, two frequencies are

created at the same instant. As in [92, 93], one can select the first frequency ω1 or the second ω2. However

as will be shown in this section, realizing the specific frequencies ω1 = 2π · 4.8GHz and ω2 = 2π · 9.6GHz

has limitations and requires significant current.
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Figure 3.13: Simulated tank impedance for
ω2
1/ω

2
2 = 4, as a function of k and C2

Figure 3.14: Simulated tank impedance for
ω2
1/ω

2
2 = 4 and at the tuned at fmax for each

mode, as a function of k, C2 and L1.

To understand the resonator with two LC tanks that are magnetically coupled, figure 3.12 is conducted

from [92]. It shows the contour plot of the ratio
(
ω2/ω1

)2
. In this thesis, the ratio should be aimed at 4,

as EDR mode must operate at twice the frequency band of BLE. Following contour line of 4, shows that

for every k, a different ξ is required. A simulation is shown in figure 3.13, where C2 is adjusted to set ξ to

the exact required frequency ratio. The figure shows the real part of the tank impedance. The figure shows

clearly that, thus, Rp reduces with the k. Observe in the added table that only C2 reduces to adjust to the

correct ξ. It shows that even though high values of L1 and L2 are used, k and ξ determine Rp.

To show a better comparison at the same frequency a more exact simulation of the tank impedance is shown

in figure 3.14. It shows a constant frequency for different k in which both L1 and C2 are adjusted accordingly.

The figure shows again that k improves the Rp for the lower frequency.

To meet Rp min ≈ 1000Ω for the BLE mode, a coupling k ≥ 0.56 would be needed. The figure 3.14

shows how volatile the values of Rp and L1 are for k between 0.55 and 0.6. Furthermore, Rp for the EDR

frequency in k = 0.6 is only 190Ω and would result in 5 times more current compared to the BLE re-

quired Rp ≈ 1000Ω. In addition, the quality factor taken here is only 12 instead of 16, which is based on

the optimizer for 22nm FDX inductor layouts. When designing transformers opposed to stand-alone spiral

or symmetrical inductors, the aim for a quality factor of 16 becomes significantly more challenging. Opt-

ing for a quality factor of 12 would therefore offer a much more realistic interpretation of the tank impedance.

Even if, in EDR mode, a fivefold increase in current consumption is allowed, the challenge of excite

oscillation at the higher frequency band(ω2) rather than the lower frequency band (ω1) demands a substantial
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amount of additional current. This stems from the inherent characteristic that, typically, the frequency with

the highest peak impedance is excited by a cross-coupled device(−Gm). Yet to also oscillate at ω2 with a

lower peak than ω1, which is, the case for k ≥ 0.56, an additional Gm stage should be added. Otherwise both

oscillation frequencies are excited. This Gm stage allows the higher frequency to oscillate [92]. The downside

here is that the current required for the Gm is significant. Following [93], showing a tank impedance peak

of 160Ω with Qtank = 12, an additional current between 5.5mA and 8.2mA is required at 3.6GHz and

4.77GHz. Therefore, using the resonator with a k = 0.56, would require a significant amount of current and

a notably reduced quality factor in the EDR mode.

3.4 Proposed tank design

With analysis given about the inductor tuning options that require a switch and the resonator requiring an

additional Gm stage, the proposed tank design facilitates a combination between inductor tuning with the

switch and the coupling between two LC tanks.

Instead of having the secondary winding and its switch floating as in Section 3.3.2, one could connect it to

the primary winding creating two parallel inductors, where L2 can be turned ON and OFF. As shown in

figure 3.7, it is important to have the DC of the switch to ground to minimize the degradation of the second

inductor. Therefore, large coupling capacitors Cc are used in figure 3.15. The proposed resonator shows a

combination of the dual-mode oscillator, like [89], and the inductor switching as in [88], both discussed in

Chapter 2.2. And because of this combination the Ron of the switch is minimized compared to a normal

parallel inductor from Chapter 3.3.1.

Figure 3.15: Proposed dual-mode resonator with electrically coupled capacitance, creating parallel inductors
at high frequency.

3.4.1 Switch OFF/BLE mode

The LC tank, when the switch is turned OFF can be illustrated as figure 3.16. The switch that is in series

with L2 created a high isolation allowing no current to flow into L2, and thus, only L1 contributes to the

inductance in BLE. Moreover, C2 in series with two Cc still allows for capacitive tuning. Important is that
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Figure 3.16: Illustration of the proposed
tank when the switch is turned OFF.

Figure 3.17: Ztank at different C1 and C2 (QC = ∞) when
the switch is OFF and sized at 320µm

the Cc >> C2, resulting in a total capacitance in BLE of

CBLE ≈ C1 +
Cc · C2

Cc + 2C2
(3.18)

Because of this Cc, C2 contributions will be less than tuning with the C1. However, as the capacitance

tuning can now be split up between C1 and C2, the parasitic capacitance of each capacitor bank will be

less and thus the minimum C1 min and C2 min can be lowered to 100 fF and 150 fF. Although no current

is expected to flow through L2, the Coff of the switch will still contribute to a lower oscillation frequency.

For that reason, the L1 = 3.2 nH is set lower than the maximum inductor value in Section 3.2.2. The figure

3.17 shows the Ztank for various C1 and C2. The figure shows that the Rp will meet the BLE requirement

of Rp min ≥ 1000Ω.

3.4.2 Switch ON/ EDR mode

In EDR mode still, two modes can be exited because of the two individual tanks coupled by Cc and k. The

analysis of the tank impedance in EDR mode can be determined as:

Ztank =
( 1

ZLC1
+

1

ZLC2 + 2ZCc

)−1

(3.19)
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Figure 3.18: Illustration of the proposed
tank when the switch is turned ON

Figure 3.19: Ztank at various k and Cc when the switch is
ON and is sized at W = 320µm

where with taken into account the series losses of both inductors rL1
, rL2

, ZLC1,2 and ZCc

ZLC1 =
jωL1(1− k2) + rL1

1− ω2L1(1− k2)C1 + jωC1rL1

ZLC2 =
jωL2 + rL2

1− ω2L2C2 + jωC2rL2

ZCc =
1

jωCc

(3.20)

are based on the impedance illustrated in figure 3.15. Resulting in the complete tank impedance Ztank
1

where C ′
2, C

′
1 and Cx are the combination of the capacitances:

C ′
1 = C1 + 0.5Cc

C ′
2 = C2 + 0.5Cc

Cx = C1C2 + 0.5CcC1 + 0.5CcC2

(3.22)

Resulting in a similar quadratic equation [116]

ω4(L1L2(Cx)(1− k2)− ω2(L1(C
′
1) + L2(C

′
2)) + 1 = 0 (3.23)

1

Ztank =
(1− k2)L1L2

(
C′

2

)
jω3 − (L2rL1 + L1rL2 )(C

′
2)ω

2 +
(
L1 + rL1

rL2
(C′

2)
)
jω + rL1

(1− k2)L1L2

(
Cx

)
ω4 + (L2rL1

+ L1rL2
)
(
Cx

)
jω3 −

(
L1(C′

1) + L2(C′
2) + rL1

rL2
(Cx)

)
ω2 +

(
rL1

(C′
1) + rL2

(C′
2)
)
jω + 1

(3.21)

44



which again results in two resonance frequencies:

ω2
1EDR,2EDR

=
L1C

′
1 + L2C

′
2 ±

√
(L1C ′

1)
2 + (L2C ′

2)
2 + 2L1L2C ′

1C
′
2 − 4(1− k2)L1L2Cx

2L2L1Cx(k2 − 1)
(3.24)

where Cx = C ′
1C

′
2 −

1

4
C2

c and creates an extra factor in the square-root and denominator compared to [7,

92]:

ω2
1EDR,2EDR

=
L1C

′
1 + L2C

′
2 ±

√
(L1C ′

1)
2 + (L2C ′

2)
2 + (4k2 − 2)L1L2C ′

1C
′
2 + (1− k2)L1L2C2

c

2L2L1C ′
1C

′
2(1− k2) + 0.5(1− k2)L1L2C2

c

(3.25)

From research in Chapter 2.2, it is known that in one of the two frequencies, the Cc contributes due to the

even mode. Or intuitively speaking, the Cc acts as an open at low frequencies, and thus, the higher Cc, the

better, the lower mode will be suppressed. And at higher frequencies the Cc acts as a short resulting that

both the inductors L1 and L2 can be assumed to be parallel.

To also take into account the losses of the switch Ron, the series losses of L2 can be rewritten as

r′L2
= rL2

+Ron (3.26)

and thus lowering the QL2
. To show exactly how sizing the switch affects the resonator, the model based on

equation (3.21) with r′L2
is used. The Ztank and Qtank are shown in figure 3.20, where an increase in Ztank

and Qtank is expected, with a maximum Qtank = 8.12 for W = 320µm. Compared to the other qualities

of previously shown inductor tuning (figure 3.10 and 3.8), at least an improvement of 25% is created. A

further improvement to Qtank = 9, can be achieved by doubling the Cc or scaling the switch further. The

first option, also decreases the impedance at the lower frequency peak, at the cost of increased area. The

second simply creates lower losses in the signal path. Yet since equation (3.21) does not include the Coff of

the switch, the true disadvantage of scaling the switch cannot be observed.

To correctly take into account the Coff , a lumped model as illustrated in figure 3.16 and 3.18 is simulated

and its Ztank is shown in figure 3.21. It used switch losses of Ron = 1.17Ω and Coff = 103 fF (figure 3.7).

The increase in Cc slightly affects the total capacitance in BLE mode by the definition of CBLE in equation

(3.18).

Furthermore, the trajectory of k in figure 3.21 shows that a small coupling does not have a significant effect

on the impedance peak for EDR. The increase in ω1,EDR and decrease ω2,EDR are in line with the literature

[89] that approximates the frequencies as:

ω2
1,EDR =

1

L(1− k)(C + Cc)
(3.27)

and

ω2
2,EDR =

1

L(1 + k)(C)
, (3.28)
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Figure 3.20: The effect of scaling the switch on the Ztank,Qtank and QL2. Cc = 1.5 pF,C1 = 100 fF,C2 =
330 fF,L1 = 2.8 nH,L2 = 0.8 nH.

where L = L1 = L2,C = C1 = C2 and using positive mutual coupling M = k
√
L1L2. The reason why

the ω2,EDR frequency increases again at high k is due to the asymmetric capacitive and magnetic coupling,

which is described in the appendix of [89].

Overall by comparing the tank impedance of the resonator from Section 3.3.3 (figure 3.13) and the impedance

of the proposed design (figure 3.21), the latter easily achieves the required impedance, Rpmin ≈ 1000Ω at

the 4.8GHz band, whereas the resonator would require a very specific L1 and high k. Lowering the minimum

capacitance C1 enhances the peak of the higher frequency mode, R2,EDR, with respect to the lower frequency

mode R1,EDR. This is important in the EDR mode because ensuring that the R1,EDR << R2,EDR will also

guarantee that the oscillation will be at the higher frequency mode. And since C2 also tunes in BLE mode

a very large capacitor bank in C1 would not be necessary. Moreover, the inductance of L2 compared to the

L2 used in the resonator in Section 3.3.3 is 3 times smaller and will thus save area, without deterioration of

the Q factor.

Lumped Variables BLE mode EDR mode

Rp Cmin Rp1 Rp2 Cmin

L1 ↑ ↑ ↓ ↑ ↓ ↓
L2 ↑ – – ↓ ↑ ↓
+k ↑ ∼↑ ↑ – ↓ ∼↓
-k ↑ ∼↓ ↑ – ↓ ↑
Cc ↑ – ↓ ↓ – –

Table 3.1: A summary of how the lumped variables effect the impedance of the tank and it required minimal
capacitance to achieve the TR. (small) Increased/decreased value: (∼) ↑ / ↓.
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Figure 3.21: Simulated tank impedance for each BLE/EDR mode with lumped components, orange describes
the increase of Cc, while the blue describes the increase in k.

To summarize and clarify on each design variable, their effects are summarized in table 3.1. An important

design choice is the amount of coupling. As with a lower L2 one can allow a high k that is roughly maintained

in the same frequency range. This would reduce the needed area. Yet a too-high coupling between the two

inductors will result in R1,EDR ≥ R2,EDR. Thus, a more thorough analysis of the relationship between the

inductor design and coupling is necessary.

3.5 Inductor layout

To show the implementation and layout of the inductors, three different k layouts will be discussed. By

understanding and comparing these three situations, a clear estimated design choice can be made on what

best suits this dual-mode application based on area and TR.
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Figure 3.22: Three inductors designs(A,B,C) with each their k,L and QL over frequency. Layout figures are
not equally scaled.

The two inductors L1 and L2, for fair comparison, have in each design the same inductance 2.2 nH and

1.53 nH, respectively.

In design A (figure 3.22a) L2 is around the L1 ,where due to the spacing between them and the number

of windings, a coupling k ≈ 0.3 is realized. In design B (figure 3.22b), L2 is the inner inductor. The outer

inductor L1 has fewer windings and a radius even wider than that of design A, resulting in k ≈ 0.15. In

design C (figure 3.22c) L2 and L1 are separated by roughly 100µm resulting in k ≈ 0. Because in design A

and B a specific k is created, deviations from its optimal Q of the inductor cannot be prevented. The exact

characteristic of each design is given in figure 3.22. Observe how in design B the L1 achieves a high Q due

to its expensive area layout. For L2 the design C shows the best Q factor due to low coupling. Aiming for

the low area for a low k is difficult. Take, e.g. figure 3.22b, when one wants to increase the L1 inductance, it

can add a number of winding, which easily doubles the inductance value. As double inductance is too high,

a smaller inner radius is needed, which results in a higher coupling with the inner inductor L2, and thus

further degrades the EDR mode.

Figure 3.23 compares the design layouts with its lumped model and the switch, illustrated as figure 3.18.

The model shows higher impedance peaks because of the constant serie resistance across frequency, yet the

lumped model generally aligns well with the coupling effect observed in the EMX designs.

Yet, comparing the inductor area, design A and B use up to 0.034 and 0.060 mm2, respectively, whereas

design C, excluding the 100µm spacing, uses 0.031mm2. Areawise design A would be the best choice, which

is inline with what would be expected as higher k ask the inductors to be closer and thus results in less area.
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Figure 3.23: Tank impedance compared with EMX
inductor designs and a lumped model with similar
k.

Figure 3.24: Tank impedance with lumped model
for various L2 as a function of k.QC1,2 = ∞

However, observe in figure 3.23 how a small coupling already decreases the frequency, requiring a further

decrease of L2, to correct to fLO.

In the case of design A, lowering L2 requires a decrease in the inner radius, bringing it closer to L1, resulting

in a slightly increased k, which again reduces fLO. This effect is also simulated with lumped models in figure

3.24. Another drawback that can be seen when aiming for design A is when lowering L2, its increase of

R1,EDR and decrease of R2,EDR will violate the R1,EDR < R2,EDR requirement in EDR easily.

Besides that, design A is considerable limited by the Self-Resonance Frequency(SRF). When two inductors

are placed near each other to accommodate a high k, excessive parasitic capacitances are created, thereby

forming an LC tank by its own. Therefore, the best option is C. Aiming for two seperate inductors, makes

that L1 and L2 are each optimized on area while reaching a quality factor of at least 16. Although the total

area seems larger than that of design A, the space in between can be used by the active devices, biasing and

the capacitor bank, making the actual DCO layout smaller than that of design A. The comparison above

shows that even though a small coupling can benefit the required impedance peaks, the reality of creating

a low coupling remains area intensive, and thus splitting the inductor all the way and optimizing them

individually on area is more beneficial.

To keep in mind the BLE mode and its low-power specification, a higher L1 and lower L2 is chosen compared

to the three inductor comparisons from above. The proposed design consists of L1 = 2.65 nH. An illustration

is given in figure 3.25. For symmetrical purposes and minimal Coff contribution, it is important to place

the switch evenly from the two output nodes of the L2. Therefore, L2 will be a symmetric inductor at all

times. Yet in design C, L1 does not have to be in or around the switch inductor L2, and therefore, a spiral

inductor is preferred because of its slightly better Q. This better Q comes from the less cross-over metal of

a spiral inductor than the symmetrical inductor.
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Figure 3.25: Proposed layout with a spiral L1 =
2.80nH and symmetrical inductor L2 = 0.8nH,
with (143.7µm × 162.7µm) and (104.8µm ×
111.4µm) respectively.

Figure 3.26: Characteristics k,QL and L1,2 for the pro-
posed design.
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3.6 Capacitor bank

The capacitors in the LC tank should be set so that fmin = [4.41, 8.82]GHz and fmax = [5.35, 10.7]GHz for

BLE and EDR, respectively, can be achieved. By achieving the oscillation with this range, PVT variations

can be overcome and calibrated to the correct fLO. However, to ensure the specific channel, the acquisition

mode with finer frequency resolution is required [38, 15]. Where after a channel is chosen, the maintaining

of this frequency has to be tracked. This centralization over variations and corners is mostly done by the

coarse and medium banks. The fine-tuning bank can, with its finer resolution, provide the acquisition mode.

In addition, to facilitate frequency locking, a modulation bank is required.

3.6.1 Coarse & Medium tuning bank

Figure 3.27: Schematic and lumped model of the coarse and medium tuning bank(a), in ON(b) and OFF(c)
mode.

The large steps in frequency occur by using a large differential capacitance. However, to correctly tune

this differential capacitance, the switch Msw has to act symmetrically, and thus two separate Cx are needed.

Figure 3.27a shows that besides Msw also Ms1,2 and Ms3,4 are added. The NMOS devices in parallel with

Cx are ON when Msw is OFF and vice versa. This is to ensure that the source and drain for Msw are not

floating and create a short for Cx, ensuring that no energy will be stored in this capacitor. Ms3,4 functions

similarly but makes the source and drain not float when Msw is ON [117]. When turned ON, the switch is

thus biased to ground. Ms1−4 are only small devices that create a high-impedance. Their small parasitic

are shown in figure 3.27b/c.

To ensure each unit of the bank adds not too much losses to the tank, the Qon of each bank can be calculated

as

Qon =
1

ωCunit ON · rSW on
(3.29)

here rSW on are again the losses of the switch Msw as in figure 3.7. Although rSW on reduces with scaling

Msw, the amount of minimal capacitance increases linearly with the size, and thus, your ∆Cdiff decreases.
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Therefore, Cx has to be set sufficiently large to accommodate the needed ∆Cdiff defined as

∆Cdiff = Cunit ON − Cunit OFF (3.30)

where Cunit ON can be estimated by

Cunit ON ≈ 0.5(Cx + Cs1,2OFF ) (3.31)

and Cunit OFF can be estimated by

Cunit OFF ≈ CxCSWoff(
2CSWoff + Cx

) (3.32)

The small capacitance CS3,4off of Ms3,4 are negligible to Cunit OFF .

The schematic described in figure 3.27 for various Cx and scaling of Msw is shown in figure 3.28 and

shows exactly how much ∆Cdiff and QON can be achieved.

Figure 3.28: Contour plot of Qon,Cunit OFF and
∆Cdiff for Cx and width sizes of MSW .

Coarse Medium

Cs1,2 ON/OFF [aF] 60/230

rs1,2 ON/OFF [Ω] 1.4/16

Cs3,4 OFF [aF] 100

rs3,4 OFF/ON [kΩ] 2.6E6/2.6

rSW on [Ω] 14.6(W=24.6µm) 55.9(W=14µm) 83(W=8.2µm)

CSW off [fF] 6.5 3.8 2.15

C1 coarse C2 coarse C2 med

Cx [fF] 108.4 30.5 19.62

Cunit OFF [fF] 5.43 2.93 1.91

Cunit ON [fF] 54.76 15.1 9.7

∆Cdiff [fF] 49.33 12.17 7.79

QonBLE/EDR [fF] 40/NA 80/40 80/39.9

Table 3.2: Unit values for Coarse and Medium
banks

Note that the peak,R2,EDR, in EDR mode is very C1 dependent. Therefore, in EDR mode, tuning is
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only done in C2, such that the R1,EDR < R2,EDR. To provide a large step for PVT corrections with a coarse

bank from 8.82GHz up to 10.7GHz, 16 coarse units are created, each with Cx = 30.5 fF. Adding 192fF to

C2, which with C2 min = 200fF , already achieves the full TR required. For BLE, this C2 coarse will only

achieve half the required TR. Therefore, in BLE mode, another coarse C1 coarse is required. To minimize

C1 min, only 3 units with an Cx = 108.4 fF are used with a CSW,off ≈ 6.5 fF, such that QC1 coarse ≈ 40 at

4.8GHz.

C2 med = 19.62 fF has been chosen so that for each 4 (of the 16) C2 coarse steps, 6 steps of C2 med achieve

a similar frequency range. The overall design characteristics of the tune bank can be observed in table 3.2.

The capacitor banks are simulated with the dual mode switch inductor showing TR of 26.76% and 27.86%

for BLE and EDR respectively. One can observe that in case of the BLE the actual fmin is 138MHz short.

This is because the capacitance created by the TX and RX path and the dividers are not taken into account.

In a full implemented ADPLL these would roughly add around 50 fF shifting the whole TR into the desired

TR. Even in that case the TR of 19.5% can be easily met.

Figure 3.29: Oscillation frequency BLE and EDR over tuning each C1coarse and C1med code over various
large C2coarse steps.

3.6.2 Fine tuning bank

The fine-tuning bank works in a single-ended manner on each output node. Meaning that if one of the 64

codes turns on a capacitance difference of ∆Cdiff = 0.5∆Cse is added to the C2. The fine-tuning bank is

given in figure 3.30. The additional capacitance before the switches is used to not directly connect the drain

of the switch to the output nodes. A HVTH device with an ron = 24Ω and Coff = 4.26 fF is used. When

ON, Cunit ON = Csx = 6 fF, where in case of OFF, Cunit OFF is Csx in parallel with the Csy+Coff resulting
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Figure 3.30: Schematic and lumped model of the fine-tuning bank(a), in ON(b) and OFF(c) mode

in an single ended capacitance:

∆Cse = Csx − (Csx||(Csy − Coff )) (3.33)

Taking an Csy = 3Csx creates roughly a ∆Cdiff ≈ 0.75 fF. Which means a minimum capacitance of 41 fF is

added to the total C2. For both the EDR and BLE, the tuning will be used, as can be observed in figure 3.31.

Figure 3.31: Oscillation frequency BLE and EDR over tuning Cfine over various large C2coarse steps.

The figure shows the start, middle, and end code of the fine-tuning bank. These 32 steps cause, depending

on the C2coarse between 10.1 en 6 MHz for BLE and between 61.2 en 29.5 MHz for EDR. Resulting in the

lowest ∆Cfine step ≈ 188 kHz and 921 kHz for BLE and EDR, respectively. Where again the effect of ∆C2

is less in BLE than EDR. The fine steps could have been larger to ensure overlap at high frequency with the

next C2medium code.

Where to describe a fully digital oscillator the tracking of the frequency as also described in chapter 1 re-

quires integer and fractional bits that select the correct capacitance value based on a select matrix based on

row and column logic. As the lower integer bits are encoded to control the column and the upper bits the
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row, a binary-to-unit weight encoder is created [118]. This requires very small fine-tuning units to be in that

matrix manner to minimize mismatch. The fully functionality and exact design of the modulation bank are

therefore not investigated and only a minimal capacitance of Cmod = 70fF with a Qon = 50 is assumed.

To conclude on the capacitors used in this design and verify the assumptions made in Chapter 3, the

minimal and maximal capacitance for C1 and C2 can be estimated as

C1min = Cpar + C1 coarse < 0 >≈ 43fF

C1max = Cpar + C1 coarse < 3 >≈ 191 fF

C2min = C2 coarse < 0 > +C2 med < 0 > +C2 fine < 0 > +Cmod ≈ 169 fF

C2max = C2 coarse < 16 > +C2 med < 6 > +C2 fine < 64 > +Cmod ≈ 458.8 fF

(3.34)

where Cpar ≈ 26.8 fF are the parasitic capacitance of the cross-coupled devices. Keep in mind that the off

parasitic of the switch CSW,OFF also contributes to the C2min, but its contribution is already considered

when designing the inductors.
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3.7 Performance

Figure 3.32: Proposed design with current source, CMOS cross coupled devices and the tank.

With the capacitor bank implemented with the dual mode switch oscillator, the performance of the tank can

be assessed. To faciliate oscillation, the CMOS cross-coupled devices are used. Illustration of the proposed

DCO is shown in figure 3.32. The Mn1,2 and Mp1,2 are sized to generate equal Gm = gmn1,2/2+gmp1,2/2 and

to leave enough Vds for the Mcs2. RVTH devices with Vbp = 0V, Vbn = 0V are set to have Vthn1,2 ≈ Vthp1,2

creating the Vosc opt around 0.42V.

Figure 3.33: Transient PEX simulation BLE at
5.02GHz with Idco = 352µA

Figure 3.34: Transient PEX simulation EDR at
10.75GHz with Idco = 312µA
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Figure 3.35: BLE frequency and current con-
sumption as function of the amplitude. With ac-
tive devices biased at Vbp = 0V and Vbn = 0V

Figure 3.36: EDR frequency and current con-
sumption as function of the amplitude. With ac-
tive devices biased at |Vbp| = 0V and Vbn = 0V

The figure also illustrates the tunable current source (Mn3,4,Mn5,6) to facilitate various Vosc for each

mode. The use of Mp3 will be explained in Chapter 4. The figures 3.33 and 3.34 show the transient simula-

tion of the outputs Vosc+,− and the active devices drain current Ids and transconductace gm and gds.

Figure 3.37: BLE frequency and PN as function
of the C1coarse and C2coarse.

Figure 3.38: EDR frequency and PN as function
of the amplitude and C2coarse.
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The dual mode tank consists of a switch in L2, which is degraded by the large switch resulting in a

QL2
= 12.4. Magnetic coupling has been minimized to save area. Furthermore, C1 has been minimized to

guarantee oscillation at the high frequency band. Each component in the DCO is Layout Versus Schematic

(LVS) checked. The layout is not production clean, resulting in layout choices made that in practical design

are not possible and might cause more parasitic or losses in the design. For that reason, the LVS designs,

referred to as PEX, are compared with the periodic steady-state analysis (PSS) based on the schematic.

Figure 3.39: BLE PN refereed to 2.4GHz band at various offsets. Dotted line describes the minimum PN
spec

The figures 3.35 and 3.36 show the oscillation frequency over the amplitude for BLE and EDR, respectively.

The post-layout simulation shows an approximate 14% increase in power consumption, which is expected

to increase further when fLO are equalized. The dot in the figures represent the Vosc opt at which fLO is

maximum and AM-FM is minimized. This optimum is slightly lower than anticipated. A justification could

be that all the non-linear capacitance in PEX at the common node or at the output nodes will set the peak

frequency at a lower amplitude. The relative large frequency difference in EDR is caused by the problem

within C2. In figure 3.37 and 3.38, the code step from C2 coarse from 0 to 7 and 16 are shown in PEX. With

each code step only a frequency change of around 20MHz is observed. This does not align with the PSS

simulations from Chapter 3.2, which illustrates a change of 660MHz.

Furthermore, the fmax in PSS is set at 11.65GHz (figure 3.29), while PEX shows an 950MHz decrease

to 10.75GHz. Similar behavior can be observed in the BLE mode, figure 3.37, where fmax is decreased by

roughly 900MHz compared to figure 3.29.

When analyzing this reduced fmax and compare it with the lumped model, an approximated additional 50 fF
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Figure 3.40: EDR PN refereed to 2.4GHz band at various offsets. Dotted line describes the minimum PN
spec
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has been created in the layout. The significant small step from code 0 to code 7 translates to approximately

a step of 2fF. This significantly deviates from the expected ∆Cdiff = 7 · 12.17 fF (table 3.2) in Chapter 3.2.

And since the C1 coarse steps, shown in figure 3.37, aligns with the PSS step (figure 3.29). Therefore the

degraded TR, originates from the C2 PEX design.

The PN and PSSR performance at the expected 2.4GHz frequency band is shown in figure 3.39 and 3.40 for

BLE and EDR respectively. In these figures, the PEX and PSS designs are compared for various amplitudes.

The PEX simulations deviate severely at small offsets and only 1 or 2 dB at higher offsets. The Vosc opt proves

to be truly optimum at low offsets but is still worse than expected by PSS. The large mismatch in 1/f3

region could be explained by the PEX taking into account a more uncorrelated modulation functions of low

frequency (microscopic) noise sources, where the PSS simulation might take an average modulation response

[5]. Yet a more likely mismatch of the PN can come the increased harmonics and non-linear capacitance

created by the devices and layout. One could analyze the ISF function Γ and derive the DC component(c0),

to evaluate the extent of the up-conversion factor.

On the other hand the fLO in figure 3.39 and 3.40 is not aligned and is 180MHz and 1.7GHz higher in PEX

for BLE and EDR respectively, also justifying the increased PN.

PEX simulation show that the increase in PN after Vosc opt is significantly less. Especially at large offsets.

Moreover, the PSRR in BLE seems to align, but not so much in EDR. A close alignment is observed at

Vosc opt, which is related to the circuit design of the current source. The exact analysis of the PSRR is

addressed in Chapter 4.

To summarize the performance at optimal amplitude between PSS and PEX table 3.3 is given. This

Table 3.3: DCO performance summary at Vosc opt = 0.44V

BLE EDR

PSS PEX PSS PEX

fLO [GHz] 4.89 5.06 9.05 10.74

Idco [µ A] 290 306 670 765

PN@1MHz [dBc] -113 -110 -109 -104

PN@1MHz 2.4GHz [dBc] -119 -116 -121 -116

FoM @ 1MHz 195.87 197.68 189.66 185.58

FoMA @ 1MHz ∗ 208.52 210.33 202.31 198.23

TR [%] 26.76 14.24 27.86 ≤ 1

*FoMA = FoM + 10log(1mm2/Area)

includes the FoM (equation (2.37)). To guarantee the PN requirements, oscillating at amplitude Vosc opt is

preferred. Table 3.3, shows that the 4 dB and 6 dB degradation for PSS and PEX respectively in EDR is

caused by the losses of the switch. Yet due to the additional division in EDR mode, the PN performance

has an additional -6 dB PN at the 2.4GHz frequency band. And thus the derived Bluetooth specification

(equation (1.1)), is met. However the performance has not been assessed over corners and PVT variations.

Furthermore since the required TR for EDR is not achieved in PEX, a full guarantee to achieve the PN over

the whole frequency range stays off.
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To put the proposed dual mode switched oscillator in perspective comparison is done with state-of-the-art

dual mode designs. Only designs with similar frequencies are compared. This design achieves the best FoM

with the lowest power consumption and area.

Table 3.4: Dual-mode Oscillator comparison

This Work JSSC2011 [119] ISSCC2008[120] TCAS2007 [92] JSCC2009 [93] JSSC2012 [89] CECE2011[121] TCAS2009[122]

Process 22nm FDSOI 90nm CMOS 90nm CMOS 0.13 CMOS 0.25 CMOS 65 CMOS 0.13 CMOS 0.13 CMOS

Frequency[GHz]
5.06-4.38 2.55-4.08 3.1-4.0 3.7-5.5 1.94-2.55 2.48-3.93 4.07-5.52 1.28-2.27,2.34-4.03

10.75-10.7 4.9-5.75 8.8-11.2 5.5-7.8 3.6-4.77 3.31-5.62 9.2-12.5 3.65-6.06

Idco[mA] [0.25-0.47]/[0.5-1.05] 19-21 [1.8-3.5]/[5.6-8.3] 1-8 [1.8-1],[7.5-10.1] 16-24 4 2.8-6.1

Vdd[V ] 1 1.2 1.2 1 1.8 0.6 1.2 1.5

Carrier [GHz] 5.06/10.74 3.31/5.32 3.9/10.9 4.93/6.59 1.94/3.6 3.7/5.52 4.8/10.4 2.26/4.5

PN@1MHz [dBc] -110/-104 -128/-120 -122*/-117* -102/-104 -120/-122 -128/-121 -101/101 -120/-117

FoM@1MHz 198/186 194/191 181/181.2 173/173 181/182 189/186 169/175 181/183**

Area [mm2] 0.0543 NA 0.06 NA 2·(0.35)2 0.294 0.076 1

FoMA@1MHz 210/198 NA 193/193 NA 187/188 195/191 180/186 181/183

*Assumed PN before divided by 2, **Estimated current 4 and 5mA
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Chapter 4

Current Source with cascoded ripple replication

Figure 4.1: Conventional Current mirror topology with cascoded current source (Mn1,Mn2) with LDO.

Supply lines are distributed across the entire chip system. Fluctuations in the supply voltage can affect

every building block in the SoC, including the DCO.

In a conventional supply design, the LDO, depicted in figure 4.1, is used on top of the current mirror of the

DCO. This LDO is designed to withstand the noise from the DC-DC supply VDCDC . The noise from VDCDC

is due to the switching operation of the converters. This causes a ripple vripple = 10mVpp at fripple = 1MHz

on the VDCDC . Since the LDO consists of a PMOS pass transistor and error amplifier, a supply reduction

is imminent. This reduces the supply with 0.2V from 1V, resulting in a supply of Vdd = 0.8V . Besides this

reduced voltage efficiency, future design supplies will also aim for lower DC-DC voltages to reduce power

and scale with technology. This will result in even less supply for the DCO. Therefore, in this Chapter, the

focus is on the interference on the supply lines and how, without an LDO still, protection can be maintained.

The purpose is to create the power supply rejection ratio (PSRR), in which a spur, not higher than -40 dB
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with respect to the carrier, is maintained. Ultimately, this chapter investigates some techniques to enhance

the overall resilience of the DCO against variations in the supply and to operate without an LDO regulator.

Other work on supply rejection of the DCO proves rejection by using a replica circuit of the active de-

vices and comparing the common node voltages of the outputs to determine the adjustment of current from

the current source. Significant current consumption is required for the replica circuit and the two Opera-

tional Transconductance Amplifiers (OTA), resulting in only a supply sensitivity of -30 dB at 1MHz [123].

In [124], a common mode feedback circuitry is used, resulting in severe loading of the tank, reaching a PSRR

of 22 dBc at 1MHz. In [125], an additional negative feedback, based on a replica load, within the LDO is

used to improve supply sensitivity up to -46dB for a ring oscillator. The calibration technique in [126] uses

two constant-gm bias circuits, resulting in a high power cancellation for only a spur improvement of 8 dB

at 1MHz. In this work, the fundamental idea of the supply ripple replication from [127] will be adopted,

demonstrating excellent PSRR of −54 dBc at vripple = 25mV,fripple = 1MHz after foreground calibration.

In this Chapter, first the implications of supply ripple on the DCO will be briefly discussed. Secondly,

the cancellation approach will be explained. Third, the replication circuit, different than [127], for cancel-

lation will be discussed. Here, the exact scaling and the analysis of the current source for the dual-mode

oscillator will be shown. At last, the Chapter will discuss its discrepancies over oscillation amplitudes and

trimming voltages.

4.1 Noise on the Supply and its Pushing effect

Having any change on the supply ∆Vdd, as in figure 4.2, results in a change in Vgs of the current source Mp2,

and therefore changes the current Idco. With the known AM-FM effect from Chapter 2.3, both Vosc and fLO

are also changing. The frequency change by supply variations can be described as

∆fLO

∆Vdd
=

∆fLO

∆Idco

∆Idco
∆Vdd

, (4.1)

where the first factor has to do with the up-conversion mechanism, described with the effective parasitic

capacitance Ceffpar in Chapter 2.3, and thus plays a crucial role in the case of supply rejection. The second

factor has to do with the manner of the current source robustness against the supply, which will be discussed

here. Especially in the case of getting the supply directly from the DC-DC converter VDCDC , where the

periodic ripple from the charging and discharging of its capacitors disrupts the output spectrum of the

oscillator at its relative frequency (fLO ± fripple).

4.2 Cancelation mechanism

The mechanism to strengthen the DCO against periodic noise from its supply is to cancel it via the current

source of the DCO. The equivalent model is illustrated at 4.2.

The aim of the cancelation is to maintain the stability of Idco (idco = 0) across small variations vdd. Instead

of applying feedback with a differential amplifier such as in the LDO, one can replicate the same small signal
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Figure 4.2: The supply ripple replicated on the gate with a gain G on the current source (left) and equivalent
model of the current source (right).

on the supply and feed it through the gate Vgate of Mp2. From the equivalent model of figure 4.2, its supply

created current idco is calculated as follows:

idco =
vdd − vx
rop2

− gmp2 · vgs (4.2)

where vx, gmp2 and rop2 are the drain voltage, effective transconductance, and the output resistance of the

PMOS Mp2, respectively. Given that vx = Zdco · idco where Zdco is the equivalent impedance of the cross

coupled transistors M1−4 and the LC tank [127]. Rewrite (4.2) shows the following relation with vdd and

Vgate:

idco =
(1 + gmp2 · rop2)

rop2 + Zdco
vdd −

(gmp2 · rop2)
rop2 + Zdco

Vgate (4.3)

One can easily see that still a current is generated when Vgate exactly replicates its supply signal (vgs = 0)

as rop2 ̸= ∞:

Vgate = G · vdd = vdd (4.4)

Described intuitively, Mp2 experience the channel length modulation described with the square law equation:

Idco = µpCox
W

2 · L
(|Vgs| − Vthp)

2 · (1 + λ|Vds − vdd|) (4.5)
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Figure 4.3: Ideal current injection by a 1MHz, 10mVpp supply ripple, with ideal ripple gain on Vgate.

Where in the ideal situation G = 1, the channel length modulation still causes a small signal current

determined by the channel-length modulation parameter λ and its |Vds|. To fully cancel the induced current

by the supply idco, caused by Vds variation, the gain optimum Gopt is given by

Gopt ≈ 1 +
1

gmp2 · r02
(4.6)

Assuming gmp2 · r02 ≥ 10 [127] makes that the optimum is only slightly higher than 1. To validate this

cancellation, an ideal setup where the normalized current injection (
idco,vdd
Idco

) caused by supply is simulated

and shown in figure 4.3. The figure illustrates that the current induced by the supply ripple reduces up to

-70dB for both modes at Gopt = 1.018 and 1.04 for BLE and EDR, respectively. Following equation (4.6),

with the simulated Gopt describes that gmp2 · rop2 = 55 and 25 for BLE and EDR respectively.

4.3 Replication circuit

4.3.1 Scaling

The conventional method to bias the current source is illustrated on the left of figure 4.4. Important here is

that the current source Mp2 should be able to generate sufficient current in both BLE and EDR mode. From

simulations in Chapter 3.5, the minimum current of IDCO is the order of 300µA for BLE and at maximum

amplitude for EDR, IDCO = 1000µA.

Furthermore, Mp1 and Mp2 are thick-oxide (EGSLVT) devices to withstand the 1V power supply, providing
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Figure 4.4: Replication circuit containing current mirror (Mp1,Mp2) with cascoded current source
(Mn1,Mn2): Conventional (left), Circuit from [127] (middle), proposed circuit with Mp3 (right).

µpCox ≈ 70 · 10−6[A/V 2], which is lower than normal SLVT devices (≈ 90 · 10−6[A/V 2]). Moreover, for

EGSLVT the Vthp2 increases to 470 mV.

Use these parameters in equation (4.5) and aiming for a maximum |Vds2| = 0.25V, the scaling ratio can be

determined
W

L
=

IDCO

µpCox · V 2
ov

≈ 550. (4.7)

where the overdrive voltage Vov corresponds to 0.12V and 0.23V for the minimum and maximum current.

From simulations, operating the oscillation amplitude around 0.4V at each mode approximately doubles the

current consumption from BLE to EDR. Resulting in gmp2 = 4.8mS and 6.8mS respectively.

To minimize its power consumption, a mirror ratio of 13 is established. This sets the needed bias current

Ibias to 23µA with gmp1 ≈ 370µS for BLE and 42µA with gmp1 ≈ 520µS for EDR.

4.3.2 Analysis

To replicate the supply ripple on the gate of Mp2, the analysis commences with an equivalent current mirror

with supply as the input source, as shown in figure 4.5. The voltage gain G from the supply to the Vgate

starts with KCL:
Vgate

Zcs
− gmp1(Vgate − Vdd) =

Vdd − Vgate

rop1
(4.8)

and by rewriting (4.8) results in

Vgate

Vdd
=

1 + gmp1 · rop1
1 + gmp1 · rop1 +

rop1
Zmn1,2

(4.9)
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Figure 4.5: Equivalent circuits of the conventional current mirror (left), the circuit from [127] (middle), the
proposed circuit with Mp3 (right).

Equation (4.9) shows that voltage gain G = 1 is only achieved when Zmn1,2 → ∞. This justifies the ad-

vantage of using a cascoded NMOS devices to create the bias currents instead of resistors as there impedance

seen from the Vgate is significantly higher.

The cascoded current source is used to increase this Zmn1,2 to

Zmn1,2 = (1 + gmn2 · ron2) · ron1 + ron2 (4.10)

Yet even with a cascoded current source G > 1 is not achieved. In [127] a small tuning current, iadj ≈
gm,f · vdd, adds an additional gain which in total approximates to

G ≈ 1 +
gm,f

gmp1
(4.11)

As illustrated in the middle circuit in figure 4.4, Iadj marginally reduces the current generated for Mp1, which

requires extensive calibration to find the correct amount of iadj to get G = Gopt.

The proposed replica circuit, illustrated on the right of figure 4.4, does not reduce the current of Mp1.

Instead the Mp1 is cascoded by transistor Mp3. By rough calculation, it can be shown that the voltage gain

also achieves the Gopt and its gain will always be higher than 1, which is not the case in [127], and therefore

a lower supply induced current ivdd can be guaranteed.

The analysis starts with KCL at node Vgate from the right equivalent model of figure 4.5

Vgate

Zmn1,2
= gmp3 · Vs3, (4.12)

where for simplicity Mp3 output resistance rop3 is neglected. Together with KCL at node Vs3

gmp1 · (Vgate − Vdd) = gmp3(−Vs3)−
Vs3 − Vdd

rop1
(4.13)
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Figure 4.6: The effect on gain ripple G, current injection ratio
idco,vdd
Idco

, the gmp1rop1
product and the gmp3 over various gate voltages at Mp3.

creates the following voltage gain by replacing Vs3 from (4.13) with (4.12):

Vgate

Vdd
=

gmp3 · Zmn1,2 + gmp1 · rop1 · gmp3 · Zmn1,2

gmp3 · rop1 + 1 + gmp1 · rop1 · gmp3 · Zmn1,2
(4.14)

which approximates to
Vgate

Vdd
≈ 1 +

1

gmp1 · rop1
(4.15)

given that gmp3 ·Zmn1,2 >> (gmp3 · rop1 +1). Based on the Gopt from equation (4.6) and the approximation

made in (4.15):

gmp1 · rop1 ≈ gmp2 · rop2 (4.16)

With the mirror ratio of 13, whereby the gmp1 is reduced by a factor of 13 compared to gmp2, rop1 must be

increased by a factor of 13 relative to rop2 to satisfy equation (4.16).

In the conventional current mirror situation, Mp1 is typically diode-connected. Consequently, its product

given by gmp1 · rop1 ≈ 80 due to the large |Vds1|. Yet by implementing the Mp3 transistor, a difference

between the |Vds1| and |Vgs1| is created. Meaning that with the same overdrive voltage of Mp1, a lower |Vds1|
is created, which lowers the rop1. This can be observed in figure 4.6.

In where the two top figures show again the gain G and the ratio idco,vdd/Idco for increasing Vtrim. The

minimal ratio idco,vdd/Idco for each mode corresponds to ideal gain as shown in figure 4.3. The simulated

product gmp1 · rop1 proves the decrease with Vtrim and corresponds to the optimum with a value of 48 and

20 for BLE and EDR, respectively. Driving it with too much gate voltage or size Mp3 too large results in
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gmp1 · rop1 so low, G > Gopt and will bring Mp1 and Mp2 out of saturation.

More intuitively, Mp3 acts like a ”tuner” of the |Vds1| as can be seen in equation (4.12). Since Mp3 operates

in saturation region, a Vds3 ≥ 0.1V is required. Consequently, as Vtrim is increased, the Vgate experiences

a slight decrease. This results in an increased overdrive voltage for both Mp1 and Mp2, thereby lowering

gmp1,2 and increasing the current Idco. Meanwhile, in small-signal conditions, Mp3 enhances the supply ripple.

As shown in equation (4.16), the simulations show that the products of Mp1 and Mp2 (48 and 55 for

BLE, and 20 and 25 for EDR) are roughly aligned. The slight discrepancy is expected, as both equations

are approximations. The deviations arise due to the exact determination of gmp2 ·rop2, which fluctuates with

oscillation amplitudes.

Figure 4.7: The change in frequency, oscillation amplitude and current over supply change.

This validates that Gopt indeed results in the minimal injected current caused by the ripple in the DCO.

It improves the idco,vdd
with 8.1 dB to -58.1 dB and 12.9 dB to -57.3 dB for BLE and EDR respectively. This

Gopt is ascertained by gmp2 · rop2 and is achieved by reducing the gmp1 · rop1 product.

To further demonstrate its additional capabilities instead of using a standard current mirror, the supply

in figure 4.7 is altered to exhibit its variations in frequency (frequency pushing), amplitude(Vosc) and its

current (Idco). It shows an improved frequency pushing from 0.593MHz/V to 0.025MHz/V in BLE and

0.363MHz/V to 0.268MHz/V in EDR.
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4.4 Amplitude dependency

(a) PSRR as a function of gate voltage of Mp3.

(b) PSRR and PN as a function of different oscillation am-
plitudes. Mp3 is biased at optiaml Vtrim. Vbp = 0V and
Vbn = 0V

Figure 4.8

Creating the lowest injected current idco,vdd does not guarantee a low power supply rejection ratio (PSRR).

The PSRR in this work is notated as the spur relative to the output amplitude:

PSRR = 20 log

(
Vosc,vdd(fLO ± fripple)

Vosc(fLO)

)
[dBc] (4.17)

Here, the Vosc and Vosc,vdd are determined by the current Ibias and ibias respectively. However, it is important

that the generated ripple current does not get up-converted to fosc±frippel frequency. Known from Chapter

2.3 is that this up-conversion is determined by the optimal amplitude Vosc,opt. So, to actually minimize

PSRR, one should consider

PSRRmin ∝ MIN
(
KAM−FM (Vosc,opt), idco,vdd

(Gopt)
)

(4.18)

where KAM−FM is the up-conversion factor described in equation (2.29). Equation (4.18) describes with

the KAM−FM both the oscillation amplitude and replica gain need to be optimal to create the best PSRR.

In figure 4.8a its PSRR is shown over the Vtrim and aligns with figure 4.6. However, figure 4.8b, where the

PSRR differs per amplitude, shows, even though it is optimized by Vtrim, a significant increase in PSRR

before and after Vosc opt. It describes that Vosc opt is more crucial to PSRR than achieving the exact gain

ripple Gopt. In other words, the up-conversion factor KAM−FM at 1MHz remains substantial in this LC

tank.

In summarizing the performance of the proposed replica circuit, it surpasses the required PSRR of -40dBc.
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However, when operating at a frequency of 10GHz, the PSRR experiences degradation due to the higher gmp2.

The significance of this ripple replication implementation lies in its dependency on the oscillation amplitude.

Any deviation from the AM-FM optimum results in a reduction of its supply rejection. This effect worsen

when the replica circuit is layed out(PEX) as was observed in the figures 3.40 and 3.39 from Chapter 3.7.

Moreover the layout will most likely cause more parasitic capacitance, which causes mismatch between the

gate and source of Mp2 to effectively cancel the ripple of the supply. By applying trimming, the exact Gopt

can be guaranteed through the adjustment of the gate voltage Mp3. This shows the design has identical

functionalities as those proposed in [127], where also calibration is implemented. In this particular circuit,

the assurance of G > 1 is advantageous. Although its performance is not better than that of [127] since

that current source does not have to facilitate a wider range of currents and uses an implicit common mode

resonance tank that minimizes the up-conversion. It demonstrates a proven utility for future developments

when the VDCDC is set below 1V, and thus, an LDO takes up too much voltage headroom.
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Chapter 5

Conclusion and future work

In this thesis, the design of a DCO for Bluetooth BLE/EDR is provided. With all sorts of state-of-the-

art LC oscillator designs and different classes, a complementary class B provides sufficient amplitude at a

relatively high current efficiency at a supply of 0.8 or 1.0V. A detailed analysis of active devices revealed

their contribution to the AM-FM up-conversion. Analysis shows besides the Cgs and Cgd of the cross-coupled

devices, the contribution of capacitance at the common node also contribute to the frequency change over

amplitude. Moreover, the study showed that the oscillation amplitude at Vth, provides maximal tolerance

to AM-FM. Based on the Vth, the active devices have been designed and adjusted by the backgate bias to

create a minimal PN performance at very low power dissipation.

To mitigate the well-known self-interference, PA-to-DCO pulling, a dual-mode oscillator is designed. Where

in the first mode (BLE), the frequency of the DCO is at twice the receiving frequency fLO = 4.8GHz. To

further mitigate the PA-to-DCO pulling, the second mode (EDR) operates at 4 times the receiving signal

fLO = 9.6GHz. To maintain low power in both modes, a decoupled switch, capacitance and inductor have

been added to the LC tank. The decoupling capacitors enabled minimal switch loss and allowed minimal

capacitance at the output. Different inductor layouts have been attempted to minimize area. As a low

coupling required a too-large area and a high coupling increased the power in BLE mode, the two inductors

have been separated. The separation left enough space to accommodate the tuning capacitors, current

source and active devices. This eventually led to the smallest area of 0.0543mm2 compared to other dual-

mode operating in the same frequency range. The switch degraded the inductors quality factor by 4.1

but nonetheless the current consumption at a 1V supply for BLE and EDR mode are 306µA and 765µA

respectively. This is also the lowest simulated current consumption compared with published dual-mode

designs.

Furthermore, an attempt to leave out the LDO is shown, whereby the current source tries to cancel the

low-frequency supply ripple. It provides sufficient PSRR (-51.5/-50.5 dBc for BLE/EDR) as long as the

optimal AM-FM amplitude is guaranteed. The PN performance of the dual mode at optimal amplitude

achieved -110 and -104 dBc/Hz at 1MHz offset with a carrier frequency of 5.06 and 10.74GHz, respectively.

The layout that is done, degraded the PN and TR severely; The TR was expected to be 26.76% and 27.86%

but resulted in only a 14.24% and 1% for BLE and EDR mode respectively. These unfortunate post-layout

results should in future work be resolved to have this dual mode DCO meet the requirements for further
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Figure 5.1: Visualization of a possible layout, where all the components fit in between the inductors.

implementation in a Bluetooth Transceiver.

In future work, the completion of the DCO should include designing the modulation bank to enable frequency

locking. An illustration of its expected layout is given in figure 5.1. Then design the two dividers and

integrate them with the PAs and RFIO to verify the reduced PA-DCO coupling in EDR mode. Additionally,

integrating the design with the ADPLL will validate the calibration method to operate at Vosc opt.
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