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Abstract

This report evaluates methods for reconstructing the coefficients of a model that describes the relationship
between environmental conditions and the performance of potato genotypes, with performance measured
by the weight of storage organs. For each genotype, this relationship is modeled as a linear combination of
environmental factors weighted by genotype-specific environmental coefficients. The model incorporates
the soil moisture field effect, wich varies both over the growing season and spatially within the field, with the
latter captured through a linear combination of basis functions weighted by field effect coefficients. Initially,
synthetic environmental data is generated, and fixed field effect and genotype-specific environmental coef-
ficients are established. The model then calculates the expected performance based on these coefficients.

Subsequently, two approaches — a two-step method and a one-step method — are tested to reconstruct
the original coefficients using the environmental and performance measurements. The robustness of both
methods to noise is evaluated, and the minimum required number of environmental measurement locations
within the field, as well as the optimal number of intermediate harvests during the growing season, are de-
termined.

This is important because, once refined and expanded, the model and reconstruction methods can be ap-
plied to real multi-environment data to provide insights into how environmental factors influence the growth
of different genotypes. Such analyses are important for advancing plant breeding efforts.

iii






Contents

Abstract iii
1 Introduction 1
2 Related work 3
2.1 Mixed Model Approaches. . . . . . . . . . .. L 3

2.2 Spatial Effects Models. . . . . . . . . .. Lo e 3

2.3 DynamicSystemModels . . . . . . . . L e 4

3 Generating Synthetic Data 5
3.1 SettinguptheField. . . . . . . . . . . . e 5

3.2 Environmental Variables . . . . . . ... Lo L L 5

3.3 SoilMoisture . . . . . . L. e e 7
3.3.1 Soil Moisture Field Effect. . . . . . . . . . . ... Lo 7

3.3.2 ReferencePoint . . . . . . . . . . L L 7

3.3.3 Field EffectBasisFunctions . . . . . . . . . . .. ... ... oo 7

3.3.4 Field Effect Coefficients . . . . . . . . . . . . . L e 8

3.3.5 Soil Moisture Field Constant. . . . . . . . . . . . . .. L L e 8

3.4 Genotype-Environment Interaction. . . . . . . . . .. ..o L0000 8

3.5 Genotype-Specific Environmental Coefficients . . . . . . . . . . ... .. ... ... ..... 9

3.6 Performance: Weight of Storage Organs. . . . . . . . . . . . . . ... . 9

4 Two-Step Method 13
4.1 Least-Squares Estimation of Field Effect Coefficients . . . . . . . . .. ... ... ... .... 13

4.2 Least-Squares Estimation of Genotype-Specific Environmnetal Coefficients . . . . . . . . . .. 14

4.3 Effect of Measurement noise in the Two-Step Method . . . . . . . . . . . ... ... .. ... 15
4.3.1 Regularization with Truncated SVDMethod . . . . . . . . . . . ... ... ... .... 19

4.4 Minimizing Environmental Measurements and Intermediate Harvests . . . . . . . . .. .. .. 21
4.4.1 Environmental Measurement Locations . . . . . . . . . . ... ... ... ... 21

442 Intermediate Harvests . . . . . . . . . . . .. .. Lo 24

4.4.3 Finding The Optimal Combination . . . . . . . . . ... ... ... .. .. ...... 24

5 One-Step Method 29
5.1 Formulation of the NonlinearModel . . . . . . . . . ... ... ... ... ... ... 29

5.2 Nonlinear Least-Squares Approach . . . . . . . . . . . . . . . 0 v it 32

5.3 Effect of Measurement Noise in the One-StepMethod . . . . . . . . . ... ... ... ... 32

5.4 Minimizing Environmental Measurement Locations and Intermediate Harvests . . . . . . . . . 33

6 Discussion 39
6.1 KeyFindings . . . . . . . . . . e e 39
6.1.1 The Performance of the ReconstructionMethods . . . . . . .. ... ... ... .... 39

6.1.2 Effectof MeasurementNoise. . . . . . . . . . . . . ..o e e 39

6.2 Minimizing Environmental Measurement Locations and Early Har-vests. . . . . . . .. . . .. 40

6.3 Limitationsand FutureWork . . . . . . . . . . ... oo 41
6.3.1 Field Effect Basis Functions . . . . . . . . . . . . .. .. L o 41

6.3.2 TheRoleofLeafArealndex . . . . . . . . . . .. .. .. .. . ... 42

6.3.3 Jacobianin SciPy’s Least-Squares . . . . . . . . . . .. ... o e 42

6.3.4 Regularization Technique for One-StepMethod . . . . . . . . . . ... ... ... ... 42

7 Conclusion 43
Bibliography 45






Introduction

According to the International Potato Center, worldwide, the potato ranks as the third most cultivated crop for
human consumption [6] and the Netherlands is the world leader in the production and export of seed potatos
[5]. However, potato cultivation is hindered by numerous pathogens and insects [5]. Farmers often rely on
substantial amounts of crop protection products to achieve high yields [5]. In addition, the potato is sensitive
to the effects of climate change [5]. To ensure food security, it is essential to develop new genotypes that
are more resilient to these challenges and contribute to higher yields, better quality, and more sustainable
cultivation practices.

Plant breeding is the process of selecting plants based on desirable traits, such as increased resistance
to environmental stressors like high temperatures, drought, or nitrogen surplus [2]. To identify such traits,
multi-environment trials (MET) are conducted, in which the field is divided into plots — small sections where
approximately sixty potato plants of a single genotype are grown. Different genotypes are planted across the
field and simultaneously exposed to varying environmental conditions. The performance of each genotype
is then evaluated [2].

Agricultural systems are inherently complex and dynamic, shaped by interacting biological, physical,
and chemical processes, as well as human management and unpredictable environmental factors such as
weather, soil variability, pests, and diseases. These systems are particularly challenging to manage due to
their living components, which respond to environmental conditions in nonlinear and time-varying ways
[12].

In the context of modern plant breeding, mathematical analysis and modeling play a critical role by en-
abling the prediction of genotype-by-environment interactions, thereby improving selection and decision-
making processes [4]. Chapter 2 explores various modeling approaches and methods commonly used in the
analysis of MET data.

The aim of this project is to evaluate a method for reconstructing the coefficients of a model that describes
the relationship between genotype and environment. In addition, the project investigates the robustness of
this reconstruction method under noise and aims to determine the optimal number of measurement time
points and locations.

The genotype-environment relationship is modeled as a linear combination of five environmental vari-
ables along with their interaction terms, resulting in a second-order polynomial model. This form is chosen
because second-order polynomials provide flexibility and are easy to interpret. Moreover, they enable real-
istic modeling of both global and local effects of predictors — here, the environmental variables — on the
response variable, which in this case is plant performance [7]. In this project, plant performance will be mea-
sured using the weight of storage organs (WSO). The extent to which these environmental factors affect the
WSO is expressed through corresponding genotype-specific environmental coefficients, which are the values
we aim to reconstruct.

The environmental variables that are considered in this project are: potential evaporation for a reference
crop leaf, the average daily temperature and soil moisture. We also calculate the integral of the average daily
temperature over time, known as thermal time, because it shows the total heat the plant experiences, which is
important for understanding how temperature affects growth under changing conditions [8]. We also include
theleaf area index (LAI) as an environmental variable. In reality, LAl is not solely influenced by environmental
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factors; it interacts with WSO in a more complex way, acting both as an outcome and a driver within the
system. For simplicity, this project treats LAI as part of the environment.

These five environmental coefficients are not the only unknowns. This is because four of the five envi-
ronmental factors in this project vary only over time, while one — soil moisture — also varies across loca-
tions within the field. This spatial variation can result from differences in soil structure, elevation, or nearby
ditches. To account for this, the spatial effect of soil moisture is modeled as a linear combination of known
basis functions. Although the basis functions are predefined, their corresponding coefficients must be recon-
structed by fitting the basis functions to the field effect measurements.

Thus, there are two categories of coefficients that must be estimated: the environmental coefficients per
genotype (a) and the field effect coefficients (). The reconstruction can be carried out in two ways. In a
two-step method discussed in Chapter 4, the § values are estimated first, followed by the «, each by solving
a linear problem. Alternatively, in Chapter 5 a one-step method is used, in which both sets of coefficients are
simultaneously estimated by solving a single nonlinear problem.

In practical terms, this reconstruction method can be applied to measurements of the weight of stor-
age organs (WSO) in potato plants alongside measurements of the environmental conditions. However, the
equation used in this report to describe the weight of the storage organs is simplified: in reality, more than
five environmental factors play a role, and the interaction between them may be more complex than simple
product terms. Therefore, this model may not yet be suitable for real-world data. Instead, synthetic environ-
mental variables and their coefficients, based on a realistic scenario, are defined and used to calculate WSO.
The process of generating this synthetic data is described in detail in Chapter 3.

To collect environmental data such as evaporation, temperature, soil moisture, and leaf area index, at
least one measurement location in the field is required. However, the hypothesis is that a single measure-
ment point may be insufficient to accurately capture the spatial variation in soil moisture. Since installing
measurement locations is costly, we aim to minimize the number of required measurement locations. One
of the questions investigated in this report is how many measurement points are minimally required to accu-
rately capture the relationship between crop performance and environmental conditions.

The weight of storage organs is determined by harvesting a few plants from each plot across the field and
weighing their yield. Because the potatos are not yet fully mature, they must be discarded after harvesting,
making this intermediate harvest a destructive process. Minimizing the number of intermediate harvests is
thus important. Therefore, another research questions addressed in this report is determining the minimum
number of intermediate harvests required to accurately reconstruct the relationship between crop perfor-
mance and environmental conditions.



Related work

This chapter reviews key methods and models relevant to the analysis of multi-environment trial (MET) data
and crop growth modeling. We explore mixed model approaches that capture genotype-by-environment
(GXE) interactions, models addressing spatial variability within field trials, and dynamic system models that
simulate crop growth over time.

The work discussed in this chapter relates closely to this project, as we will be using an ordinary differen-
tial equation-based dynamic system model to capture genotype-by-environment interactions. Additionally,
the model incorporates spatio-temporal field effects. However, unlike mixed models, the model used in this
project includes only fixed effects and does not account for random effects.

2.1. Mixed Model Approaches

Mixed model approaches, which incorporate both fixed and random effects, are widely applied in the anal-
ysis of MET data [11]. The analysis of crop genotype trials originally relied on Analysis of Variance (ANOVA)
methods, an early form of linear mixed modeling [11]. While ANOVA effectively partitions total variation, it
does not provide insight into GxE interactions.

Additive Main Effects and Multiplicative Interaction (AMMI) is a mixed model developed to capture and
analyze GxE interactions in MET data. AMMI combines traditional ANOVA with principal component analy-
sis (PCA). It begins by extracting the interaction effects from the ANOVA model, forming a matrix that repre-
sents GxE interactions. PCA is then applied to this matrix to decompose the complex interaction into a series
of simpler components known as principal components. Typically, the first few components capture most of
the essential variation in the GxE interaction, making the results easier to interpret and potentially offering
insights into how genotypes respond differently across environments [11].

Another approach is the Factor Analytic (FA) mixed model, which offers a more rigorous, random-effects-
based framework for analyzing MET data. A major advantage of the FA model is its flexible variance structure
for GxE interactions. While the most general option is an unstructured variance-covariance matrix, it can
be computationally demanding, especially with many environments. In contrast, the FA model provides
a robust approximation using a limited number of multiplicative terms, making it more practical for large
datasets [11].

2.2. Spatial Effects Models

Additionally, spatial field effects, which arise from trends within the field, have been addressed through differt
kind of models.

Spatial variability and FA models can be integrated within a single linear mixed-model framework im-
proves the analysis of MET data. A comparison of randomized complete block designs, spatial-only models,
and models combining spatial and GxE effects across ten Ethiopian grain yield trials demonstrated that the
integrated approach not only captures complex spatial patterns and reduces residual variance, but also im-
proves the interpretation of GxE interactions [1].

An alternative approach to incorporating spatial field effects in field trials is through a spatial mixed model
based on tensor-product P-splines. This method reformulates the spatial component as an ANOVA-type de-
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composition into five smooth additive surfaces, enabling the model to efficiently capture both local and
global spatial trends. It simultaneously accounts for genotype effects, block structure (i.e., groups of simi-
lar plots), and the influence of repeated treatments across the field to model random variation. Notably, the
approach links genetic contribution to trait variation (heritability) with the model’s flexibility in attributing
variation to genetic factors, as measured by the effective degrees of freedom [9].

Moreover a spatial mixed model analysis of MET data can also be extended by incorporating multiplica-
tive mixed models, which enable a flexible and interpretable modeling of GxE interactions through a FA struc-
ture, while also accounting for spatial field trends [10].

2.3. Dynamic System Models

Dynamic system models mathematically represent how components of a system change over time, often us-
ing differential or difference equations. In agriculture, they capture interactions among biological, physical,
and chemical processes and their response to environmental factors. These models help predict system be-
havior under varying conditions, supporting better decision-making for yield, profitability, and sustainability
[12].

An Example would be The Simple Maize Crop Model (SMCM), which simulates the growth of a maize crop
in ahomogeneous field area using three state variables: above-ground biomass, physiological age (expressed
as thermal time), and leaf area index (LAI). The model assumes ideal growth conditions with no limitations
from water, nutrients, pests, or weeds. This simplified model captures key crop growth processes and facili-
tates applications such as parameter estimation and sensitivity analysis [12].



Generating Synthetic Data

In this chapter, we describe the construction of a synthetic dataset designed to simulate the performance
of five potato genotypes across a spatially structured field over one growing season. The data are generated
using an ordinary differential equation-based model that captures genotype-by-environment interactions.
Environmental variables are derived from realistic data, and extended with a spatio-temporal field effect in
soil moisture.

3.1. Setting up the Field

We create a field consisting of a grid of 6 x 10 plots. In each plot, one of five different genotypes is planted.
The spatial position of each plot is denoted by 7 = (x, y), where x and y are discretized over the interval [0, 1].

We track development in the field over a single growing season, from early April to early October. Time
is divided into 48 time steps across the interval [0, 1], meaning each time step corresponds to approximately
half a week.

3.2. Environmental Variables

The environmental vector ¢ (7, t) includes five environmental variables and their interactions, represented as
a 20-element vector:
- o - T
F, 1) = [wi(0), wa (1), wy(0), wa(F, 1), ws(0), wi(2), W5 (0),-+, Wi (D), wi(Owa(t), wi(Dws(0), -+, wa(F, Hws(1)]
Where:
e w) (1) : Potential evaporation for a reference crop leaf

* wy(1) : Average daily temperature

t
¢ ws(t) : Temperature integral of daily average temperature f wo(1)dt
to

o wy (7, 1) : Soil moisture

ws(1) : Leaf area index

The variables w (£), w2 (t), w3 (#) and ws(¢) vary only over time and are uniform throughout the field. Their
simulation is based on observational data representing realistic conditions and subsequently normalized to
the interval [0,1]. Figure 3.1 shows the temporal evolution of these time-dependent environmental factors
over one growing season.
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(a) wy (1): Potential evaporation for a reference crop leaf. (b) wa (t): Average daily temperature.
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(c) w3 (1): Temperature integral of daily average temperature. (d) ws(1): Leaf area index.

Figure 3.1: The development of time-dependent environmental variables throughout the growing season. The variables are normalized
to the interval [0, 1].
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3.3. Soil Moisture

The soil moisture depends on both time and space and is modeled as:

wy (7, 1) = wi(t) + v(7, 1)
Where:

. wi(t) : The field constant (uniform over space but time-dependent)
e y(7,t) : The spatio-temporal field effect

3.3.1. Soil Moisture Field Effect
We assume that the spatio-temporal field effect component of soil moisture can be represented as:

3 6
=2 Y Box WolD) - xx(7) (3.1)
w=1kx=1
Where:
e y(7,t) : The spatio-temporal field effect
e (1) : The 3-element basis fucntions vector for time ¢
¢ x(7) : The 6-element basis fucntions vector for space 7 = (x, )

» BeR'® : The vector of field effect coefficients

3.3.2. Reference Point
We impose that:

U(?Cr t) = 0

where 7, is a reference point, chosen to be the center of the field. By setting a fixed reference point at
the center of the field, the field effect becomes relative to this location, such that we can interpret field effect
values as deviations from the center. We enforce the field effect to be zero at the reference point by modifying
Equation 3.1 to:

3 6
= Z Z Box Vo (D) - (xx () = xx (7o)
w=1x=1

3.3.3. Field Effect Basis Functions
We choose the basis functions for time ¢ as:

yi(8) = —sm(me), Ya(t) = —cos(2nt), Y3(f) = —sm(Znt)cos(Znt)

The multiplication by & 5 in the time-dependent basis functions scales the field effect to vary approximately
between —0.2 and 0.2.

The basis functions for space 7 = (x, y) are chosen as:

nEN=x &=y pEN= uxN=y, xEN=xy rxy=xy

When selecting basis functions, one must balance between complexity and simplicity: overly complex
functions risk overfitting the data, while overly simple ones may fail to capture essential patterns, leading to
underfitting. It is, however, a strong assumption that the true field effect can be accurately represented using
this specific set of basis functions. In this project, we make an even stronger assumption by using the same
basis functions both for generating the data and for reconstructing the coefficients from the data— a practice
known as inverse crime. This means we are solving an inverse problem under idealized conditions, where the
model used to recover parameters is exactly the same as the one used to simulate them.

We do this deliberately in this initial stage to isolate and evaluate the performance of the reconstruction
method itself, without the influence of model mismatch.
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3.3.4. Field Effect Coefficients

The 18 field effect coefficients 8 are randomly drawn from a uniform distribution over [-1, 1].

3.3.5. Soil Moisture Field Constant
The simulation of the field constant component of soil moisture is based on observational data representing
realistic conditions. These values are then normalized to the interval [0.2,0.8] to ensure that the soil moisture
— calculated as the sum of the field constant and the field effect — remains within the range [0, 1].

Figure 3.2 shows the field constant, the field effect, and their sum, which together determine the soil
moisture.

0.8 b
0.8
0.6 | 1
0.6
0.4 4 L
02F 1 0.4F
0.0F 1 b
0.2
_02 Bl L L 1 [ ]
April June August October L L L L
April June August October
(a) The field constant wj(t) is displayed as a red line, alongside the
field effect v(7, ) represented by orange scatter points. Each time (b) The scatter plot of the soil moisture wy (7, t) which is the sum of the
point includes 60 orange circles, each corresponding to a specific plot field constant and the field effect. Each time point includes 60 blue
within the field. circles, each corresponding to a specific plot within the field.

Figure 3.2: Soil moisture and its components over the course of the growing season, constructed to ensure that soil moisture values
remain within the range [0, 1].

The variation and development of soil moisture become clearer when displayed alongside the spatial
distribution of genotypes. Figure 3.3 presents the soil moisture across the field at four different moments in
the growing season.

3.4. Genotype-Environment Interaction

The relationship between the weight of storage organs and the environmental factors is described by the
equation:

day;(7, 1) 20 .
— =a,i+ Y agipe(F, 1) (3.2)
dt &

where:

Y; (7, t): The weight of storage organs of potatos of genotype i at location 7 and time ¢

¢¢ (7, 1): The value of environmental factor ¢ at location 7 and time ¢
* a¢;: The genotype-specific environmental coefficient corresponding to factor ¢ for genotype i
* ay1,;: The constant coefficient for genotype i

Since the storage organs have no initial weight at the beginning of the growing season, we set the initial
condition for all locations 7 in the field as:

Yi(7, 1) =0
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(c) August. (d) October.

Figure 3.3: Development of soil moisture within the field, which consists of 60 plots. The intensity of blue shading indicates the soil
moisture level in each plot, with deeper blue representing higher moisture values. The spatial distribution of genotypes is also depicted,
with each genotype represented by a distinct combination of color and marker shape: genotype 0 as an orange circle, genotype 1 as a red
triangle, genotype 2 as a brown square, genotype 3 as a purple diamond, and genotype 4 as a pink plus-symbol.

3.5. Genotype-Specific Environmental Coefficients

For simplicity, the constant coefficient ay; is included in the set of environmental coefficients. These 21
coefficients a are derived from a table of realistic values for different genotypes. Since the study considers
five genotypes, this results in a total of 21 x 5 = 105 environmental coefficients.

Since this table of coefficients was generated by fitting the model to environmental data from a different
time domain than the one used in this project, the coefficients require slight adjustment. This modifica-
tion ensures that the potatoes exhibit an overall increase in the weight of their storage organs throughout
the growing season. Specifically, the coefficients a4, a6, @9 and @1; have been slightly increased — without
changing their signs — to produce this behavior. Here, a4 and @, have negative values and ag, and ag have
positive values.

3.6. Performance: Weight of Storage Organs
The plant’s performance is quantified by evaluating a key trait—in this case, the weight of storage organs.

To determine the change in this trait, we use Equation 3.2. We solve this differential equation by integrat-
ing, yielding the following expression:

t
Yi (7, t)=Y,-(?,to)+f

fo

20
(aszi + Z agide(7,7) ) dr
1

where Y;(7, fy) is the initial value of the trait for genotype i. Because this initial value is zero for all geno-
types across all locations in the field, the expression simplifies to:

t 20
Y;(F,0) = f (a21,,-+ > a{,i(l)f(?,T)) dr (3.3)
I =1

0

We numerically solve this differential equation using Euler’s method, a simple and widely used numerical
approach for solving ordinary differential equations by approximating solutions through discrete time steps
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(3].

However, since we work with average values over half-week intervals, each step value represents the av-
erage environmental variable across that half week. Thus, summing these averaged values exactly computes
the cumulative integral over time. Therefore, in this case, the Forward-Euler method is not an approximation,
and Equation 3.3 can be computed exactly using the formula:

20
Yi(F, te) = Yi(F, te—1) + AL | @1+ Y agipe (F, 1)
é=1
This approach yields the crop performance over time. Figure 3.4 illustrates the weight of storage organs
at several stages of the growing season, displayed alongside the spatial distribution of genotypes. The figures
clearly show that genotypes differ in performance. Moreover, the potatoes’ performance varies across the
field, but the influence of the soil moisture field effect on the performance is relatively subtle and may be
difficult to discern in these color-coded images.

o V| H | & | *+|0|V EH| O =+ o/ v m| e|+| 0|V EH|® =

|+ 0|V EH|O|(F+| 0 V| HE |+ oV H|O|(* |0 V| E

Vi mR|é& | *|0 |V EH|& *|0 vVim|é| (o V N EmH|& *|0o

* o|lV EH | &|*| 0|V H|® tlo|(v|im|le|(+|o |V Em| @

| ¢ |+ 0|V N EH G| +|0V H & | +(0|V EH (G|*(0|V

|V H & *+|0|V H & * OV H (& |0V EH O+
(a) April. (b) June.

(c) August. (d) October.

Figure 3.4: Development of Performance within the field, which consists of 60 plots. The intensity of the green shading in each plot
reflects the WSO, with darker green indicating higher values. Variations between the genotypes are explained by the genotype-specific
coefficients a that describe how environmental factors influence genotype performance. Variations in performance within the same
genotype are explained by the field effect. The spatial distribution of genotypes is also depicted, with each genotype represented by a
distinct combination of color and marker shape: genotype 0 as an orange circle, genotype 1 as a red triangle, genotype 2 as a brown
square, genotype 3 as a purple diamond, and genotype 4 as a pink plus-symbol.

To gain further insight into the development of genotypes throughout the growing season and the varia-
tion in performance across the field, refer to Figure 3.5. This figure shows the mean weight of storage organs
for each genotype over time, along with error bars that represent the spatial variation within the field at each
time point.

Note that in this figure, the WSO values are normalized to lie within the range [0, 1].
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Figure 3.5: Normalized mean performance in WSO values throughout the growing season. Each color corresponds to one of the five
genotypes, with error bars indicating the standard deviation to capture spatial variability across the field. Genotype 0 is shown in orange,
genotype 1 in red, genotype 2 in brown, genotype 3 in purple, and genotype 4 in pink.






Two-Step Method

Now that we have generated the synthetic environmental variables and computed the WSO-values, we can
proceed to reconstruct the model coefficients. Although the values for the environmental variables and WSO
are synthetically generated, we refer to them as “measured,” since the model is ultimately intended for appli-
cation to real, measured data.

In this chapter the reconstruction process follows a two-step approach. First, we use the field effect mea-
surements to estimate the field effect coefficients (); then, using these coefficients, we reconstruct the soil
moisture. With the reconstructed soil moisture, the measurements of environmental variables, and the WSO-
measurements, we can then estimate the genotype-specific environmental coefficients ().

4.1. Least-Squares Estimation of Field Effect Coefficients

The field effect coefficients § can be reconstructed using the least-squares method, which provides the values
that minimize the residuals — the difference between the observed values (field effect v) and the modeled
values Bf. Since f is genotype-independent, we describe one linear system of the form: Bf = v, where:

B eR'®: The vector of field effect coefficients.
e ve Rsize'lsize : The observed field effect at different times and locations.

o B e R'sizebsize18; The matrix built from the products of basis functions

In this project, we work with 48 time steps and 60 spatial locations, so s, = 48 and rjze = 60. The system
Bp = v therefore becomes:

(110, 1) G120, 1)) -+ (36(Fo,t1) | | B v(7o, t1)
it G0 - (e n) | | Bz v(71, 1)

. . . L= . 4.1)
C1,1(Fe0, tag)  C12(Fe0, tag) -+ (3,6(Te0, ta8) | | B36 v(750, tag)

where
Cox (P 1) =We (1) (xxc () — xx (7))

We aim to find the vector f that minimizes the Euclidean norm of the residuals between the observed
field effects and the model prediction, solving:

B= argmin BB - vl
The minimizer is given by the analytical solution:
p=B"B)'BTv

13
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Figure 4.1: Least-squares estimation of the field effect coefficients B. The filled blue circles represent the original coefficients, while the
open orange circles indicate the reconstructed coefficients.

Since the synthetic data is noise-free and the matrix B has full rank, the least-squares solution ﬁ will
exactly recover the true coefficient vector B, up to numerical precision. This is confirmed in Figure 4.1 The
relative error (RE) is defined as:

_B-BI3
RE(P) = 1BII3

The relative error (RE) in the computed field effect coefficient, was evaluated using the Euclidean norm
(L2 norm) as implemented in NumPy’s linalg.norm function. We obtain:

4.2)

RE(B) =2.57521 x 10728

This extremely small error arises solely due to numerical round-off and floating-point precision limita-
tions in the computation.

4.2, Least-Squares Estimation of Genotype-Specific Environmnetal Coef-

ficients

In the second step of the two-step method, we first reconstruct the soil moisture using the previously esti-
mated field effect coefficients. Then, using the measurements of the environmental-variables and the weight
of storage organs, we estimate the a coefficients by applying the least-squares method once again. This
method finds the parameters that minimize the residuals between the WSO measurements Y; and the mod-
eled output A; «;. Since « is genotype-dependent, we solve a system for each genotype of the form: A;&; =Y;,
where:

* a; € R?!: The vector of parameters to be estimated

* Y; € R™%ize: The observed WSO values across all time points and across all spatial locations where
genotype i is present

o A; € R"5izex2l: The system-matrix constructed from the integrated environmental variables ¢ across
all time points and across all spatial locations where genotype i is present
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Figure 4.2: Least-squares estimation of the genotype-specific environmental coefficients a. Filled green circles denote the original
coefficients, while open purple circles represent the reconstructed estimates.

Here, m represents the number of spatial locations (plots) at which a genotype is present. Since there are

60 spatial locations evenly divided among 5 genotypes, we have m = 6—50 = 12. Therefore, each genotype is
observed at 12 locations.
The system A;a; =Y; can be expressed as:
Swi(mdr - [PwsFonnws(mdr  f ay, Y (Fo,i, 1)
Jo wi@dr - [lwaFpDws@dr n | | az Y(F1,i 1)
. = . (4.3)
ftg‘”’ w(T)dr - ftg“a wy (P12, Dws(T)dt  f4g] [@X21,i Y (F12,i, tag)

For each data point — i.e., every combination of time ¢ and position 7 — the integral values of the envi-
ronmental variables ¢¢ in matrices A; are computed using Euler’s method.

We aim to find the vector «; that minimizes the Euclidean norm of the residuals between the observed
weight of storage organs and the model prediction, solving:

@; = argmin | A;a; - Y3
The least-squares solution can be expressed analytically as:

a;=(ATANTTA]Y;

Although each matrix A; is full rank, the corresponding product A;FA,- has rank 20, indicating near-linear
dependence among its columns. This makes the classic normal equation approach for solving linear least-
squares problems — based on (AI.TAI‘)’IAL.T — numerically unstable and potentially inaccurate. To address
this, we estimate the coefficients & using the Moore—Penrose pseudoinverse via np.linalg.pinv, which
provides a stable and robust solution even in the presence of ill-conditioning or rank deficiency. As a result,
the reconstructed a closely approximates the true coefficients up to numerical precision. This high-accuracy
reconstruction is illustrated in Figure 4.2 for genotypes 1 and 4. The relative errors in @ and the reconstructed
WSO are computed as in equation 4.2. We obtain:

RE(a) =3.81833x1072!,  RE(Y) =8.9105 x 1022

These tiny discrepancies are again explained by floating-point round-off errors.

4.3. Effect of Measurement noise in the Two-Step Method

In real-world scenarios, observations are affected by noise, and measurements deviate from the true values.
These noisy measurements can be modeled as:
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Vv=Bf+n,, with ny~</V(0,a§,) with o, =¢-max(|v])
f{izA,-a,-+nyi, with Ilyt.~,/V(0,0'%/i) with O'yi=€'maX(|Yi|)

Here, n denotes additive Gaussian noise with zero mean and a variance that scales with the magnitude of
the true signal and the noise level (¢). Despite this noise, the model coefficients can still be estimated using
the standard least-squares formulas:

B=B'B)'BYv, & =A]A)'ATY;
We reconstruct the coefficients by adding varying levels of noise to the field effect and WSO measurements,
respectively.

In Figure 4.3, we present the reconstruction of both the field effect coefficients and the genotype-specific
environmental coefficients using the least-squares method under varying noise levels added to the field effect
measurements. Only the results for genotype 1 are displayed, as the reconstruction performance shows little
variation across different genotypes. Table 4.1 presents the corresponding relative errors in ¢, , and Y.

Figure 4.4 illustrates how the environmental coefficients are reconstructed when noise is added to the
WSO measurements. The reconstruction of the field effect coefficients is not shown here, as adding noise to
the WSO measurements does not influence their reconstruction — it remains exact. Grey vertical lines are
drawn from a coefficient to the x-axis whenever the reconstruction error is particularly small. This highlights
that a4, a9, @13, @16, @18 and ay are reconstructed well. All these coefficients, except for a;g, correspond to
either the soil moisture term or interaction terms involving soil moisture, suggesting that access to field effect
information enhances the model’s robustness to noise. This effect can be attributed to the spatial variation
of soil moisture across the field, which introduces greater variability in the system matrix A;. As a result, the
rows of A; become more linearly independent, which improves the conditioning of the least-squares problem
and enables more reliable estimation of the associated coefficients. The reason a;g is reconstructed well may
be that it has the largest absolute value among the coefficients, making it easier for the algorithm to accurately
estimate parameters with stronger signals.

The relative errors in @ and Y under different noise levels in the WSO measurements, can be found in
Table 4.2. Noise in WSO significantly increases errors in genotype-specific coefficients (a), up to a factor of
107. The performance Y, however, is reconstructed with a relative error up to a factor of 1072, The reason Y
can be reconstructed relatively accurately despite the large relative error in @ may be that some errors from
incorrectly reconstructed a cancel each other out.

Table 4.1: Relative error (RE) between measured and reconstructed values of the field effect coefficients (8), the genotype-specific envi-
ronmental coefficients (@) and the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the
field effect (FE). Results are obtained using the two-step method.

Noise level in FE = 1% | Noise level in FE =5% | Noise level in FE = 10%
RE(pB) 4.01215x107° 3.98077 x 1073 8.69498 x 1073
RE(a) 8.36684 x 1074 2.21691 x 107! 8.18840 x 107!
RE(Y) 5.14281 x 1079 1.84097 x 1077 1.19770 x 107°

Table 4.2: Relative error (RE) between measured and reconstructed values of the genotype-specific environmental coefficients (@) and
the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the weight of storage organs (WSO).
Results are obtained using the two-step method.

Noise level in WSO = 1%

Noise level in WSO = 5%

Noise level in WSO = 10%

RE(a)
RE(Y)

5.68096 x 10°
2.34260 x 1074

6.27501 x 107
5.56991 x 1073

4.40664 x 107
2.26304 x 1072
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(a) Original and reconstructed field effect coefficients with 1% noise in

the field effect measurements.
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(c) Original and reconstructed field effect coefficients with 5% noise in

the field effect measurements.
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(e) Original and reconstructed field effect coefficients with 10% noise

in the field effect measurements.

(b) Original and reconstructed environmental coefficients for Geno-

type 1 with 1% noise in the field effect measurements.
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(d) Original and reconstructed environmental coefficients for Geno-

type 1 with 5% noise in the field effect measurements.
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(f) Original and reconstructed environmental coefficients for Geno-

type 1 with 10% noise in the field effect measurements.

Figure 4.3: Least-squares estimation results for varying noise levels in the field effect measurements, using the two-step method. The
left column displays the field effect coefficients g, with filled blue circles representing the original coefficients and open orange circles
showing the reconstructed values. The right column presents the genotype-specific environmental coefficients a for genotype 1, where
filled green circles denote the original coefficients and open purple circles indicate the reconstructed estimates.
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(a) Original and reconstructed environmental coefficients for Geno-
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(c) Original and reconstructed environmental coefficients for Geno-
type 1 with 5% noise in the WSO measurements.
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(e) Original and reconstructed environmental coefficients for Geno-
type 1 with 10% noise in the WSO measurements.
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(b) Original and reconstructed environmental coefficients for Geno-
type 4 with 1% noise in the WSO measurements.

T

500 ]
250 @ ]

0-690000509990909009999-
L

o

Q1 Q3 @5 Q7 g ] 3 Q15 Q17 19 (21

(d) Original and reconstructed environmental coefficients for Geno-
type 4 with 5% noise in the WSO measurements.
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(f) Original and reconstructed environmental coefficients for Geno-
type 4 with 10% noise in the WSO measurements.

Figure 4.4: The least-squares estimation results for varying noise levels in the weight of storage organs measurements. The right column
shows the genotype-specific environmental coefficients a for genotype 1, whereas the left column displays those for genotype 4. The
filled green circles denote the original coefficients and open purple circles indicate the reconstructed estimates. The grey vertical lines
are drawn from a coefficient to the x-axis whenever the reconstruction error is particularly small.
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Figure 4.5: Singular values of the system matrix A; for genotype 1, plotted on a logarithmic scale.

4.3.1. Regularization with Truncated SVD Method
As can be seen in Table 4.2, the error in the estimated coefficients e increases rapidly as noise is introduced
into the WSO measurements, indicating that the underlying problem is ill-conditioned. Small perturbations
in the data result in disproportionately large errors in the coefficient estimates due to the amplification of
small singular values during the matrix inversion process.

Figure 4.5 displays the singular values of the matrix A; on a logarithmic scale for genotype 1, illustrating
a steep decay towards zero. Similar decay patterns are observed across the other genotypes.

The severity of this ill-conditioning is quantified by the condition number, defined as:

Omax(A;)

Aj) =
KA Omin(Aj)

where omax(A;) and omin(A;) denote the largest and smallest singular values of matrix A;, respectively.
Which gives:

K(Ag) =2.0739x107, k(A1) =2.0733x107, K(Ap) =2.0737x107, K(A3) =2.0725x107, x(A4) =2.0725x10"
These high condition numbers further confirm the ill-conditioning of the problem.

To stabilize the reconstruction, we use a regularization method called truncated singular value decom-
position (TSVD). TSVD keeps only the largest singular values of the system matrix and discards the smaller,
noise-sensitive ones. By applying TSVD regularization, we suppress noise amplification and obtain a more
stable and robust estimate of @, while reducing the risk of overfitting to noisy data.

To determine the truncation threshold — that is, the number of singular values to keep — we calculate
the relative error in a for each potential threshold and select the one that yields the smallest error. Similarly,
for the matrix B, we identify the threshold that minimizes the error in 8. Figure 4.6 shows the relative error of
the parameter plotted as a function of the truncation threshold values.

In practice, this approach is not feasible, as it requires knowledge of the true a and g values, which are un-
known in real-world scenarios. Our goal here is simply to demonstrate that an optimal threshold exists which
enables robust reconstruction. In practical applications, one must choose both a regularization method and
aregularisation-parameter selection strategy that do not rely on inaccessible ground-truth data.

After applying TSVD regularization with the selected threshold, we reconstruct the coefficients and recal-
culate the relative errors to evaluate the improvement in reconstruction accuracy.
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(d) Relative error in @ plotted against the truncation threshold values,
for genotype 4. With 5% noise in the WSO. Chosen threshold is 8.
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Figure 4.6: Relative error of the parameter (x-axis) plotted against the truncation threshold values (y-axis). The threshold that minimizes
the relative error is highlighted with a red dot.
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Figure 4.7 shows the reconstruction of both field effect and environmental coefficients under varying
noise levels added to the field effect measurements, using the least-squares method with the described regu-
larization applied. The corresponding relative errors in a, §, and Y are shown in Table 4.3.

Figure 4.8 illustrates the reconstruction of environmental coefficients when noise is added to the WSO
measurements, with regularization applied. The corresponding relative errors in a and performance (Y) for
different noise levels are presented in Table 4.4.

Table 4.3: Relative error (RE) between measured and reconstructed values of field effect coefficients (), genotype-specific environmental
coefficients («) and the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the field effect
(FE). Results are obtained using the two step method, where the truncated singular value decomposition is employed for regularization.

Noise level in FE = 1% | Noise level in FE =5% | Noise level in FE = 10%
RE(B) 1.60481 x 10~* 5.44900 x 1073 2.49362 x 1072
RE(a) 6.21471x 1073 1.08487 x 1072 1.43672x 107!
RE(Y) 1.85823 x 1078 1.04279 x 1077 3.10231 x 1077

Table 4.4: Relative error (RE) between measured and reconstructed values of genotype-specific environmental coefficients (@) and the
weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the weight of storage organs (WSO).
Results are obtained using the two step method, where the truncated singular value decomposition is employed for regularization.

Noise level in WSO = 1%

Noise level in WSO = 5%

Noise level in WSO = 10%

RE(a)
RE(Y)

7.50615 x 1071
2.30128 x 10~

8.53175 x 107}
5.92710x 1073

8.51549 x 107!
2.36792 x 1072

4.4. Minimizing Environmental Measurements and Intermediate Harvests

Accurately modeling the relationship between the weight of storage organs (WSO) and environmental vari-
ables requires both environmental measurements and crop yield observations. However, collecting these
data can be both costly and labor-intensive. Environmental variables such as temperature, evaporation, and
leaf area index are typically assumed to be uniform across the field and are often measured at a single lo-
cation. However, soil moisture exhibits substantial spatial variation due to differences in soil composition,
elevation, and drainage. For this reason, multiple measurement locations may be necessary to capture this
variability. It is important to note, however, that once a measurement station is installed, it can continuously
collect data at little additional cost or effort. Thus, environmental data collection is primarily limited by the
number of spatial locations.

In contrast, estimating crop yield involves destructive intermediate harvests, which are undesirable be-
cause they remove immature plants from production. Additionally, it necessitates planting significantly more
crops at the beginning of the growing season, demanding larger test fields. These intermediate harvests, how-
ever, are conducted across the entire field — typically by harvesting a few plants per plot and measuring the
WSO for each genotype. As a result, the primary limitations are increased seed requirements, manual labor,
test-field and plot size constraints, and the loss of immature plants.

This section investigates how to minimize the number of environmental measurement locations and in-
termediate harvest time points needed, while still enabling accurate reconstruction of the relationship be-
tween genotype performance and environmental variables.

4.4.1. Environmental Measurement Locations

First, we develop an algorithm to select a specified number of measurement locations uniformly distributed
across the entire field. The algorithm starts by finding two integers ¢ and r who are as close together as
possible, whose product is equal to the desired number of measurements n. With the constraints that ¢ < 10
(reflecting the 10 plots in the x-direction) and r < 6 (reflecting the 6 plots in the y-direction). If no exact
factor pair exists for 7, the algorithm incrementally increases n until it finds a suitable pair (c, r). The field is
then divided into an ¢ x r grid, with a measurement location placed at the center of each grid cell. To ensure
the reference point is included among the measurement locations, it is added explicitly, and then existing
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(a) Original and reconstructed field effect coefficients with 1% noise in

the field effect measurements.

(b) Original and reconstructed environmental coefficients for Geno-

type 1 with 1% noise in the field effect measurements.
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(c) Original and reconstructed field effect coefficients with 5% noise in

the field effect measurements.

(d) Original and reconstructed environmental coefficients for Geno-

type 1 with 5% noise in the field effect measurements.
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(e) Original and reconstructed field effect coefficients with 10% noise
in the field effect measurements.

(f) Original and reconstructed environmental coefficients for Geno-
type 1 with 10% noise in the field effect measurements.

Figure 4.7: Least-squares estimation results for varying noise levels in the field effect measurements, using truncated SVD regulariza-
tion on the two-step method. The left column displays the field effect coefficients B, with filled blue circles representing the original
coefficients and open orange circles showing the reconstructed values. The right column presents the genotype-specific environmental
coefficients a for genotype 1, where filled green circles denote the original coefficients and open purple circles indicate the reconstructed
estimates.
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(a) Original and reconstructed environmental coefficients for Geno-
type 1 with 1% noise in the WSO measurements.
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(c) Original and reconstructed environmental coefficients for Geno-
type 1 with 5% noise in the WSO measurements.
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(e) Original and reconstructed environmental coefficients for Geno-
type 1 with 10% noise in the WSO measurements.

0.04 F g T
]
(]
0.02F . QQ@& -
O & o .Oe . Q.Q
0.00F o 000 o .
0 O ¥R e 00
—0.02 R
o
—0.04 e T

a1 a3 Q5 Q7 Qg (11 (3 (15 Q17 19 (21

(b) Original and reconstructed environmental coefficients for Geno-
type 4 with 1% noise in the WSO measurements.
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(d) Original and reconstructed environmental coefficients for Geno-
type 4 with 5% noise in the WSO measurements.
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(f) Original and reconstructed environmental coefficients for Geno-
type 4 with 10% noise in the WSO measurements.

Figure 4.8: Least-squares estimation results under varying noise levels in the weight of storage organs measurements, using truncated
SVD regularization on the two-step method. The right column shows the genotype-specific environmental coefficients a for genotype
1, whereas the left column displays those for genotype 4. The filled green circles denote the original coefficients and open purple circles

indicate the reconstructed estimates.
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locations are removed as needed until the total number of measurements matches the original input n.

This algorithm ensures that the environmental variability is sampled as evenly as possible, helping to
capture spatial patterns. Once the measurement locations are chosen, we retain only the synthetic environ-
mental data corresponding to these selected points. This subset of data is then used to reconstruct the model
coefficients, allowing us to assess how well the reduced set of measurements can represent the underlying
environmental effects on the crop.

It is important to note that the measurement location at the center of the field, denoted as the reference
point 7, is fixed and always included in the selection. This is because we impose the condition

v(Fe, 1) =0,

which sets the field effect to zero at the reference point. By always including the reference-point in the
selection, we ensure comparability in the coefficient reconstruction across different subsets of measurement
locations.

Figure 4.9 demonstrates how the measurement points are spatially arranged to ensure even coverage.
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(a) One evironmental measurement location. (b) Seven environmental measurement locations

Figure 4.9: Environmental measurement locations are uniformly distributed across the field, which consists of 60 plots. The measure-
ment locations are indicated by black crosses on the corresponding plots. The spatial distribution of genotypes is also depicted, with
each genotype represented by a distinct combination of color and marker shape: genotype 0 as an orange circle, genotype 1 as a red
triangle, genotype 2 as a brown square, genotype 3 as a purple diamond, and genotype 4 as a pink plus-symbol.

4.4.2. Intermediate Harvests
We develop an algorithm to select a fixed number of uniformly spaced measurement time points across the
time domain. It divides the time interval into equal segments, selects midpoints as measurement indices, and
combines these with spatial locations for each genotype, ensuring consistent, evenly distributed temporal
sampling throughout the dataset.

Figure 4.10 illustrates how the algorithm selects timepoints for early harvesting, as well as the correspond-
ing data extracted from the five environmental variables at these selected timepoints.

4.4.3. Finding The Optimal Combination

These time-points, along with corresponding spatial locations, are used to reduce the available data. Specif-
ically, the selected time-points determine which rows to retain in the system of Equation 4.1. After recon-
structing the field effect coefficients, we use Equation 4.3 and again select the rows corresponding to the
chosen time-points to perform the second-stage reconstruction.

We create an algorithm that loops through all combinations of number of intermediate harvests (1 to 48)
and number of environmental measurement locations (1 to 60). For each combination, the algorithm recon-
structs both the field effect coefficients and the environmental coefficients using the two-step reconstruction
method. After each reconstruction, we compute the relative error to assess the accuracy of the estimates. The
results are visualized in Figure 4.11 with heat maps, illustrating how reconstruction accuracy varies across
different data availability scenarios.

The heatmap for ff indicates that at least 7 environmental measurement locations are required for reliable
reconstruction. Increasing the number of locations from 6 to 7 reduces the relative error by a factor of 10%*.
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Figure 4.10: Overview of the environmental variables used in the model, shown across the growing season. Each subplot illustrates a
different variable, with a different number of selected timepoints. The uniformly distributed red dots indicate the timing of the interme-
diate harvests.
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(c) Heatmap of relative error in performance Y, i.e., the difference between measured and recon-
structed WSO.

Figure 4.11: Heatmaps showing the relative error (on a logarithmic scale) for all combinations of the number of intermediate harvests
(x-axis) and environmental measurement locations (y-axis) using the Two-Step Method. Yellow indicates higher relative error; dark blue
indicates lower error. The colorbar on the right maps colors to error levels.
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Since the reconstruction of the field effect coefficients in the two-step method relies exclusively on field effect
measurements — obtained from the environmental measurement locations — it is unaffected by the WSO-
measurements obtained from intermediate harvests. Hence the reconstruction of the field effect coefficients
is not impacted by changing the number of intermediate harvests.

Accurate estimation of a also requires a minimum of 7 environmental measurement locations. In addi-
tion, a minimum of 15 intermediate harvests is necessary to achieve a stable and precise reconstruction of
the genotype-specific environmental coefficients. The improvements are again abrupt: increasing from 6 to
7 locations or from 14 to 15 harvests results in error reductions on the order of 106.

The performance heatmap (Y) — which compares measured and reconstructed WSO values — shows a
smoother decline in error as the number of intermediate harvests increases than is observed in the heatmap
for @. However, similar to the heatmaps for both @ and g, the performance heatmap also exhibits an abrupt
transition with respect to the number of environmental measurement locations. Notably, the relative error
drops significantly when increasing from 14 to 15 harvests (by a factor of 10'°) or from 6 to 7 measurement
locations (by a factor of 10'6).

These results suggest that the optimal experimental design includes 7 environmental measurement loca-
tions and 15 intermediate harvest timepoints.






One-Step Method

In this chapter, we introduce an alternative approach to the reconstruction problem: the One-Step Method.
Unlike the Two-Step Method discussed previously — which decouples the estimation of field effect coef-
ficients (B) and genotype-specific environmental coefficients (&) — the One-Step Method simultaneously
estimates both parameter sets within a unified optimization framework.

This joint estimation approach is motivated by the observation that & and B are inherently coupled
through the underlying model. By solving for both parameter types simultaneously, the One-Step Method
has the potential to exploit the full structure of the data, potentially leading to improved accuracy.

This chapter begins with a formulation of the One-Step reconstruction problem, followed by a descrip-
tion and the result of the nonlinear least-squares approach used to solve it. We then analyze the robustness
of the method under various noise levels, and select the optimal combination of number of environmental
measurement locations and number of early harvests.

5.1. Formulation of the Nonlinear Model

To this end, we begin with the integrated form of the model equation, which describes the relationship be-
tween the weight of storage organs and environmental factors:

t 20
Yi(7, 1) = Y;(F, to) +f (0621,1' +) agie(F,7) |dT (5.1)
&l

fo

In this formulation, the variable w, appears in six different terms within the environmental vecor ¢ (7, 7).
Recall that w, is defined as the sum of a field constant component and a spatially varying component:

3 6
wa(F, ) =wi®+ v 0 =wi®)+ Y Y [Box Wol® - (xx(P — xx ()]

w=1kx=1

Substituting this expression for w, into Equation 5.1 results in the following expanded form:

29
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This reformulated equation expresses the output Y; (7, f) as an integral over both @ and 8, making it suit-
able for joint reconstruction of the environmental and field effect coefficients. The next step is to rewrite this
expression in matrix form to facilitate numerical solution and optimization.
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So far, we have only used our measurements of the WSO, the environmental variables, the field-constant
component of wy, and our knowledge of the field effect basis functions. However, we also possess direct
measurements of the field effect itself, which can be used to reconstruct the beta coefficients. This system
can be described in the same manner as in the previous chapter:

v(7o, 1) Ci1(Fo t)  Ci2(fo, 1) - {36(Fo, 1) | | Bin
v(71, 1) (a0 GG, t) - (36T, 0) | [P

. = . . . . (5.3)
(760, tag) C1,1(Fe0, ta8)  (1,2(Feo, tag) -+ {36(T60,ta8) | | B3

5.2. Nonlinear Least-Squares Approach
The objective is to find the least-squares solution coefficients that simultaneously fit both the system in Equa-
tion 5.3 and all instances of Equation 5.2, corresponding to each genotype.

To achieve this, we use the least_squares optimizer from SciPy, which minimizes the sum of squared
residuals—that is, the differences between model predictions and observed data. Starting from an initial
guess, the optimizer iteratively updates the parameter values to reduce the residual error. The algorithm
approximates gradients numerically using finite differences. Convergence is achieved when changes in the
cost function, parameters, and gradient norm fall below specified tolerances.

To incorporate all systems into a single optimization problem, we construct the combined vector:

Yo

Y5
'
This allows us to define a residual vector that merges the normalized differences between model outputs

and observations for both Y and v. Normalizing these differences ensures that both components contribute
fairly to the optimization, regardless of their original scales.

By solving the optimization problem usin the least_squares optimizer from SciPy, we obtain the coef-
ficient estimates and a reconstructed WSO, along with the corresponding relative errors, which demonstrate
a higher precision compared to the one-step method.

RE(B) =3.28411x1072°.  RE(a)=1.71000 x 10714,  RE(Y) =4.5548 x 1072%,

5.3. Effect of Measurement Noise in the One-Step Method

As in Section 4.3, we now investigate the robustness of the One-Step method by introducing varying levels of
noise. We use additive Gaussian noise with zero mean and a variance that scales with the magnitude of the
true signal and with the noise level. We add varying levels of noise to eather the field effect or the WSO mea-
surements, and thereafter solve the optimization problem using the least_squares optimizer from SciPy
in the exact way as we did in Section 5.2.

In Figure 5.1, we present the reconstruction of both the field effect coefficients and the genotype-specific
environmental coefficients using the least-squares optimizer under varying noise levels added to the field
effect measurements. Only the results for genotype 1 are displayed, as the reconstruction performance shows
little variation across different genotypes.

Table 5.1 presents the relative errors in «, 8, and performance (Y) when noise is added to the field effect
measurements.

Figure 5.2 illustrates how the environmental coefficients are reconstructed when noise is added to the
WSO measurements. The reconstruction of the field effect coefficients is not shown here, as adding noise
to the WSO measurements turned out to not influence their reconstruction significantly. This is likely be-
cause the field effect coefficients appear in System 5.3, which relies exclusively on field effect measurements.
As a result, noise introduced only in the WSO data has little impact on the algorithm’s ability to accurately
reconstruct the field effect coefficients.
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Similarly as in Section 4.3 the coefficients that are reconstructed well are: a4, a9, a13, a16, @13 and ayg. All
these coefficients, except for a;g, correspond to either the soil moisture term or interaction terms involving
soil moisture, suggesting that access to field effect information enhances the model’s robustness to noise.
This effect can be attributed to the spatial variation of soil moisture across the field, which introduces greater
variability in the system matrices in System 5.2. As a result, the rows of the system matrices become more lin-
early independent, which improves the conditioning of the least-squares problem and enables more reliable
estimation of the associated coefficients. The reason a3 is reconstructed well may be that it has the largest
absolute value among the coefficients, making it easier for the algorithm to accurately estimate parameters
with stronger signals.

Table 5.2 presents the relative errors «, B, and performance (Y) when noise is added to the WSO measure-
ments.

Table 5.1: Relative error (RE) between measured and reconstructed values of field effect coefficients (), genotype-specific environmental
coefficients (@), and the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the field effect
(FE). Results are obtained using the one-step method.

Noise level in FE = 1% | Noise level in FE =5% | Noise level in FE = 10%
RE(f) 7.94674¢72 3.75340¢73 1.50907e™2
RE(a) 2.05676e2 1.06416e~2 9.00153e7!
RE(Y) 1.77601e™8 1.55257e~" 9.71626e~7

Table 5.2: Relative error (RE) between measured and reconstructed values of genotype-specific environmental coefficients («), and the
weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the weight of storage organs (WSO).
Results are obtained using the one-step method.

Noise level in WSO = 1%

Noise level in WSO = 5%

Noise level in WSO = 10%

RE(B)
RE(a)
RE(Y)

2.79289 x 1078
5.27384 x 10°
1.52550 x 1073

2.88038 x 1076
6.57592 x 10°
2.07317x 1074

5.01422 x 106
1.19014 x 108
9.14598 x 10~*

In Table 5.1, increasing the noise level in the field effect (FE) measurements results in relative errors RE(f3)
that remain low, ranging roughly between 10~ and 10~3. The relative error in the environmental coefficients
a also stays below 10~! even as noise increases to 10%. The performance variable Y is reconstructed with
very high accuracy, with relative error remaining below 107.

When noise is added to the weight of storage organs (WSO) measurements, as shown in Table 5.2, the
relative error in § starts on the order of 1078 at 1% noise, and increases modestly to about 1075 at 10% noise.
However, the relative error in a rises sharply with increasing noise, reaching values on the order of 10 at the
highest noise level. Despite the dramaticly bad reconstruction of « the relative error in Y remains below 103
for all noise levels considered.

The reason Y can be reconstructed accurately despite a having a very large relative error may be that
some errors cancel each other out. This occurs because the model is overparameterized — meaning it has
more parameters than necessary—allowing multiple parameter combinations to fit the data well. As shown
in Figure 3.5, the WSO curve effectively lies in a low-dimensional space and could likely be reconstructed
using only three parameters.

To gain deeper insight into the method’s robustness, incorporating a regularization technique would be
beneficial. However, due to the complexity of this nonlinear system, developing a suitable regularization
approach for noise-affected coefficient reconstruction falls outside the scope of this project.

5.4. Minimizing Environmental Measurement Locations and Intermedi-

ate Harvests

As discussed earlier, it is advantageous to minimize both the number of environmental measurement loca-
tions and the number of intermediate harvests. This is because installing measurement locations incurs sig-
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in the field effect measurements.
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(b) Original and reconstructed environmental coefficients for geno-
type 1 with 1% noise in the field effect measurements.
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(d) Original and reconstructed environmental coefficients for Geno-
type with 5% noise in the field effect measurements.
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(f) Original and reconstructed environmental coefficients for Geno-
type 1 with 10% noise in the field effect measurements.

Figure 5.1: Least-squares estimation results for varying noise levels in the field effect measurements, using the one-step method. The
left column displays the field effect coefficients B, with filled blue circles representing the original coefficients and open orange circles
showing the reconstructed values. The right column presents the genotype-specific environmental coefficients « for genotype 1, where
filled green circles denote the original coefficients and open purple circles indicate the reconstructed estimates.
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(a) Original and reconstructed environmental coefficients for Geno-
type 1 with 1% noise in the WSO measurements.
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(c) Original and reconstructed environmental coefficients for Geno-
type 1 with 5% noise in the WSO measurements.
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(e) Original and reconstructed environmental coefficients for Geno-
type 1 with 10% noise in the WSO measurements.
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(b) Original and reconstructed environmental coefficients for Geno-
type 4 with 1% noise in the WSO measurements.
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(d) Original and reconstructed environmental coefficients for Geno-
type 4 with 5% noise in the WSO measurements.
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(f) Original and reconstructed environmental coefficients for Geno-
type 4 with 10% noise in the WSO measurements.

Figure 5.2: Least-squares estimation results under varying noise levels in the weight of storage organs measurements, using the one-step
method. The right column shows the genotype-specific environmental coefficients « for genotype 1, whereas the left column displays
those for genotype 4. The filled green circles denote the original coefficients and open purple circles indicate the reconstructed estimates.
The grey vertical lines are drawn from a coefficient to the x-axis whenever the reconstruction error is particularly small.
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nificant costs, and intermediate harvests reduce the final yield. Therefore, our goal is to identify the minimal
number of environmental measurement locations and intermediate harvests required.

We use the same algorithms described in Section 4.4 to uniformly select a number of measurement loca-
tions and intermediate harvests.

In the optimization problem addressed in Section 5.2, we select the rows corresponding to the chosen
spatial points from the system described by Equation 5.2, since the left-hand side represents the WSO data
obtained through intermediate harvesting. Similarly, we select the rows corresponding to the chosen time
points in the system given by Equation 5.3, where the left-hand side corresponds to the field effect derived
from measurements taken at different locations in the field.

We create an algorithm that loops through all combinations of number of intermediate harvests (1 to 48)
and number of environmental measurement locations (1 to 60). For each combination, the algorithm recon-
structs both the field effect coefficients and the environmental coefficients using the one-step reconstruction
method. After each reconstruction, we compute the relative error to assess the accuracy of the estimates.
The results are visualized in Figure 5.3 with heat maps, illustrating how reconstruction accuracy varies across
different data availability scenarios.

The heatmap for § exhibits significant fluctuations in relative error along the x-direction when only one
environmental measurement location is used. This occurs because System 5.3 contains just a single row of
data for reconstructing §, making the estimate heavily dependent on the selected rows in System 5.2. Since
these rows vary with the choice of intermediate harvest timepoints, the relative error in § correspondingly
fluctuates. However, with at least 2 measurement locations and 5 intermediate harvests, the relative error
becomes consistently low. The lowest error occurs with at least 7 measurement locations and 5 or fewer
intermediate harvests. In this case, the field effect coefficients are mainly driven by the environmental data,
suggesting that the field effect system alone offers more reliable information for estimating the field effect
coefficients than when combined with the WSO measurements.

The heatmap for a also shows significant fluctuations in relative error along the x-direction when only
one environmental measurement location is used. This can be explained by the fact that System 5.3 contains
only a single row of data for reconstructing 8, making its estimate heavily dependent on the selected rows
in System 5.2. Since « is also determined by System 5.2, some information that would primarily support the
reconstruction of a is now shared with the reconstruction of 8. Because the rows used in System 5.2 vary with
the choice of intermediate harvest timepoints, the relative error in @ fluctuates correspondingly. This reflects
the trade-off between estimating both « and  using almost exclusively information from a single system.

For accurate estimation of both a and the performance Y, at least 2 environmental measurement loca-
tions and 15 intermediate harvests are needed to achieve stable, low relative errors. Notably, the drop in
relative error between 14 and 15 harvests is sharp, resulting in an error reduction on the order of 10'4.

The optimization algorithm converges in just 7 iterations when using data from 2 measurement locations
and 15 intermediate harvests. This low number of iterations further justifies for selecting this combination as
the optimal.
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(c) Heatmap of relative error in performance Y, i.e., the difference between measured and recon-
structed WSO.

Figure 5.3: Heatmaps showing the relative error (on a logarithmic scale) for all combinations of the number of intermediate harvests
(x-axis) and environmental measurement locations (y-axis) using the One-Step Method. Yellow indicates higher relative error; dark blue
indicates lower error. The colorbar on the right maps colors to error levels.






Discussion

6.1. Key Findings

In this project, we presented a model that captures the relationship between two types of data: the weight
of storage organs (WSO), obtained from intermediate harvests of selected potato plants, and environmen-
tal variables measured at specific locations in the field. These environmental factors include evaporation,
temperature, temperature integral, soil moisture, and leaf area index. All environmental variables are time-
dependent and uniform across the field, with the exception of soil moisture. Soil moisture is modeled as a
combination of a time-dependent component and a spatio-temporal field effect, where the latter is repre-
sented as a sum of time and space basis functions, each scaled by corresponding field effect coefficients. The
primary objective is to estimate the model coefficients that best describe the relationship between the basis
functions and the field effect, as well as the coefficients that characterize the relationship between environ-
mental conditions and WSO for a given genotype.

6.1.1. The Performance of the Reconstruction Methods
We evaluated two reconstruction approaches for estimating the models coefficients.

In the two-step method, we reconstructed the coefficients in two stages: first estimating field effect coef-
ficients, then genotype-specific environmental coefficients. This was done using linear equations and solved
analytically using the classic normal equation for least-squares problems.

In the one-step method, we estimated all coefficients simultaneously using a nonlinear formulation. This
method applied an iterative optimization procedure to minimize the residuals between observed measure-
ments and model predictions, using the least_squares optimizer from SciPy.

The relative errors for the genotype-specific environmental coefficients a, the field effect coefficients f
and the Performance Y when evaluating these two models, are shown in Tabel 6.1. These results show that
the two-step method performs better in reconstructing a and §, while the one-step method performs better
in reconstructing Y.

Table 6.1: Relative errors (RE) for field effect coefficients (), genotype-specific environmental coefficients («), and weight of storage
organs (Y) obtained using the two-step and one-step methods.

RE(B) RE(a) RE(Y)

Two-Step Method | 2.57521 x 10728 | 3.81833x 1072! | 8.9105 x 10722
One-Step Method | 3.28411 x 1072° | 1.71000 x 10~ | 4.5548 x 10724

6.1.2. Effect of Measurement Noise

After testing the reconstruction methods in idealized situations, we have added noise to the field effect and
WSO measurements respectively and re-evaluated the accuracy of the methods. For the two-step method,
we have created a regularization method, namely the truncated singular value decomposition. The relative

39



40 6. Discussion

errors of the two-step method, the regularized two-step method and the one step method are shown in Table
6.2 where noise is added to the field effect, and in Table 6.3 where noise is added to the WSO.

The relative error for § remains unchanged at 2.57521 x 10728 when the (regularized) two-step method
is used with noise added to the weight of storage organs. This is because, in thet two-step method, S is
reconstructed independently of the WSO measurements. As a result, the reconstruction is consistently more
accurate than when using the one-step method under the same noise conditions. In contrast, when noise is
added to the field effect, both methods yield similar accuracy in reconstructing g.

When noise is added to the WSO, reconstruction of « is poor for both methods due to model overpa-
rameterization. Multiple parameter combinations can fit Y well, so noise in WSO weakens constraints on «,
leading to large errors even when Y is accurately reconstructed through compensation by other parameters.

However, the accuracy of the two-step method is significantly improved by its regularized version, be-
cause truncated singular value decomposition (TSVD) filters out unstable components associated with small
singular values, thereby reducing the amplification of noise in the reconstruction of @. When noise is added
to the field effect, both methods yield similar accuracy in reconstructing a.

The performance Y is reconstructed with similar errors across all methods, with the One-Step Method
performing slightly better than the two-step method when noise is added in the WSO.

Table 6.2: Relative error (RE) between measured and reconstructed values of field effect coefficients (), genotype-specific environmental
coefficients (@), and the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the field effect
(FE). Results are obtained using the one-step method, the two-step-method and the two-step method where the truncated singular value
decomposition is employed for regularization (indicated with 'Reg.’).

Method RE(p) RE(a) RE(Y)
Noise level in FE = 1%
Two-Step 4.01215x 107> 8.36684 x 1074 5.14281 x 1079

Two-Step (Reg.)

1.60481 x 1074

6.21471 x 1073

1.85823 x 1078

One-Step 7.94674 x 1072 2.05676 x 1072 1.77601 x 1078
Noise level in FE = 5%
Two-Step 3.98077 x 1073 2.21691 x 107! 1.84097 x 1077

Two-Step (Reg.)

5.44900 x 1073

1.08487 x 102

1.04279 x 1077

One-Step 3.75340 x 1073 1.06416 x 1072 1.55257 x 1077
Noise level in FE = 10%
Two-Step 8.69498 x 1073 8.18840 x 107! 1.19770 x 1078

Two-Step (Reg.)
One-Step

2.49362 x 1072
1.50907 x 1072

1.43672 x 1071
9.00153 x 107!

3.10231 x 1077
9.71626 x 10~/

6.2. Minimizing Environmental Measurement Locations and Early Har-

vests

Since installing environmental measurement locations and performing intermediate harvests both incur
costs, it is important to minimize them. We calculated the relative error for each combination of the number
of intermediate harvests and measurement locations.

For the two-step method, the optimal combination was 7 measurement locations and 15 intermediate
harvests. This combination results in the following relative errors:
RE(Y) = 7.7479 x 107%.

RE(B) =4.8614x107%°,  RE(a) =1.6553 x 10™2,



6.3. Limitations and Future Work 41

Table 6.3: Relative error (RE) between measured and reconstructed values of field effect coefficients (), genotype-specific environmental
coefficients (a), and the weight of storage organs (Y). Gaussian noise at varying levels is added to the measurements of the weight
of storage organs (WSO). Results are obtained using the one-step method, the two-step-method and the two-step method where the
truncated singular value decomposition is employed for regularization (indicated with 'Reg.’).

Method RE(S) RE(a) RE(Y)
Noise level in WSO = 1%
Two-Step 2.57521 x 10728 5.68096 x 10° 2.34260 x 1074

Two-Step (Reg.)

2.57521 x 1028

7.50615 x 107!

2.30128 x 1074

One-Step 2.79289 x 1078 5.27384 x 10° 1.52550 x 1072
Noise level in WSO = 5%
Two-Step 2.57521 x 10728 6.27501 x 107 5.56991 x 1073

Two-Step (Reg.)

2.57521 x 1028

8.53175x 107!

5.92710 x 1073

One-Step 2.88038 x 1076 6.57592 x 10° 2.07317x 1074
Noise level in WSO = 10%
Two-Step 2.57521 x 10728 4.40664 x 107 2.26304 x 1072

Two-Step (Reg.)
One-Step

2.57521 x 10728
5.01422 x 1076

8.51549 x 107!
1.19014 x 108

2.36792 x 1072
9.14598 x 1074

For the one-step method, the optimal combination was 2 measurement locations and 15 intermediate
harvests.
RE(Y) =1.2189x 1072,

RE(B) =2.3553ex 10" 1°.  RE(a) =1.6207x 10710,

These results show that the two-step method performs better in reconstructing all unknowns. However,
the two-step method requires five more environmental measurement locations than the one-step method,
and such locations are expensive to install and maintain. Therefore, the choice between the two-step and
one-step methods depends on the trade-off between reconstruction accuracy and the cost of environmental
measurement locations.

6.3. Limitations and Future Work

Several limitations must be acknowledged, along with clear opportunities for future improvement. Most no-
tably, the current model does not capture the full complexity of factors influencing real-world potato growth.
It considers only five environmental variables, while other important factors — such as hours of sunshine and
nitrogen and oxygen levels — are excluded. Although interaction terms were incorporated it is possible that
additional or alternative combinations of environmental factors could improve the model’s realism. Further-
more, all results in this study are based on synthetic data, in which environmental variables are represented
by smooth, idealized curves. To make the model applicable to real-world scenarios, it must be extended and
refined to handle the variability and complexity of real environmental measurements.

6.3.1. Field Effect Basis Functions

In this report, we assumed that the spatio-temporal field effect could be expressed as a linear combination
of a predefined set of basis functions. Importantly, the same basis functions were used both to generate
synthetic data and to reconstruct the coefficients from that data. This is a strong assumption that creates a
idealized setting for the reconstruction process.

The benefit of this controlled setup is that it allows us to evaluate whether the reconstruction method
is capable, in principle, of recovering the true underlying coefficients when there is no model mismatch.
However, it does not reflect the challenges encountered in real-world applications, where the true structure
of the field effect is unknown and may not align perfectly with the chosen basis.

In future work, it will be essential to extend the approach to real data and explore how to select appropriate
basis functions that adequately capture the field effect. Additionally, a key step forward will be testing the



42 6. Discussion

reconstruction method in scenarios where it does not have access to the true generative structure.

6.3.2. The Role of Leaf Area Index

When generating the synthetic data, we treated ws (leaf area index, LAI) as an independent environmental
factor. However, LAI is more complex as it not only correlates with WSO but is also influenced by genotype
and environmental factors like temperature, evaporation, and soil moisture. Since soil moisture varies across
the field, LAI indirectly captures spatial effects as well. This makes LAI both an outcome and a driver in the
system - an interaction not fully accounted for in the current model.

6.3.3. Jacobian in SciPy’s Least-Squares

In the one-step method, we evaluate reconstructions across different combinations of intermediate harvest
counts and number of environmental measurements. When only one measurement location is used, the
optimization process becomes significantly slower. Supplying the Jacobian to the least_squares optimizer
from SciPy, could improve both speed and accuracy.

6.3.4. Regularization Technique for One-Step Method

As demonstrated in Section 5.3, the one-step method is not robust to noise, making the development of a reg-
ularization technique highly desirable. The method involves two types of systems: a linear field effect system
and five nonlinear WSO systems. One possible approach is to apply the Truncated Singular Value Decom-
position (TSVD) method, selecting a truncation threshold individually for each matrix. However, identifying
an optimal strategy for choosing the two regularization parameters is not the primary focus of this thesis.
Therefore, this topic could be explored further in future work.



Conclusion

This report has presented a modeling approach to quantify the relationship between environmental condi-
tions and the weight of storage organs (WSO) in potato plants, with the aim of supporting genotype evaluation
in multi-environment trials. Two estimation strategies were explored: a two-step method, which separately
reconstructs field effect and genotype-specific environmental coefficients using linear least-squares, and a
one-step method, which jointly estimates all coefficients via nonlinear optimization.

Under ideal, noise-free conditions, both methods accurately reconstructed the coefficients and perfor-
mance values. However, the two-step method performs slightly better in reconstructing a and , while the
one-step method performs better in reconstructing Y.

The study also evaluated the robustness of both methods in the presence of measurement noise. When
noise was added to the spatio-temporal field effect, the two-step method — particularly when regularized —
consistently outperformed the one-step method in reconstructing both @ and . The reconstruction of Y,
however, was similar across all three methods.

When noise was introduced into the WSO measurements, both methods performed poorly in reconstruct-
ing @. However, applying truncated singular value decomposition (TSVD) to the two-step method signifi-
cantly improved its robustness. Additionally, the reconstruction of f was exact in the two-step method, as
noise in the WSO measurements does not affect the first step in this method. The reconstructions of ¥ were
comparable across all three methods.

Furthermore, we examined how to minimize the number of costly intermediate harvests and environ-
mental measurement locations. The one-step method proved more efficient, requiring only 2 measurement
locations and 15 intermediate harvests to achieve very low reconstruction errors. The two-step method re-
quired more data — 7 locations and 15 harvests — but yielded higher accuracy. Choosing between the two
methods thus involves a trade-off between cost and accuracy.

Despite helpfull results, the model has several limitations. It currently assumes a simplified relationship
between environmental variables and crop performance, and synthetic data were used rather than real-world
measurements. Moreover, we assumed that the spatio-temporal field effect could be represented as a linear
combination of a predefined set of basis functions. This led to an inverse crime, as the same basis functions
were used both to generate the synthetic data and to reconstruct the corresponding coefficients. Additionally,
the role of the leaf area index (LAI) as both an driver and an outcome in the system is currently not fully
reflected in the model. Moreover future work could focus on incorporating regularization into the one-step
method.

In conclusion, the study demonstrates that mathematical modeling can offer powerful tools for under-
standing genotype-environment interactions in crop performance. With further refinement, the approaches
developed here may support more efficient and sustainable plant breeding practices.
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