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Abstract

The aim of this study is to reduce the risk of the ongoing Geothermal explo-
ration effort in Geneva Basin by estimating the influence of the natural fracture
on the reservoir properties. A Discrete Fracture Network (DFN) was generated
to resemble the fracture network in the Lower Cretaceous carbonate reservoir.
The DFN modelling approach is using a novel workflow that is based on a geome-
chanical forward modelling simulation approach. Two 2D seismic lines and well
data, including interpreted fractures using Borehole Image (BHI) log, were used
to prepare the model inputs. Some results were derived from the fracture data
that were also used to prepare the model inputs. In general, the fracture data
have fairly constant orientation along the Lower Cretaceous interval. In this study
the fractures are assumed to be formed under a single tectonic regime. However,
when partitioning the fractures in different stratigraphic formations, a change
in the direction of the fractures with depth is observed. This observation could
be explained by the variation in rock’s stiffness between different stratigraphic
formations.

Two techniques were used to model the subsurface fracture network: paleo-
tectonic stress inversion and fracture network forward modelling techniques. The
modelled DFN resembles the fractures geometry at the well location whereas away
from the well the model is constrained by the subsurface fault geometry and far-
field tectonic stress. Moreover, the modelled DFN consists of multiple 2 meters
thick layers where each layer include a layer-bound fracture network. One of
the main limitations of this approach is that it can not consider multiple tectonic
regimes to simulate the fracture network. In addition, this approach requires large
computational power.
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Abstract

The aim of this study is to reduce the risk of the ongoing Geothermal exploration effort in
Geneva Basin by estimating the influence of the natural fracture on the reservoir properties.
A Discrete Fracture Network (DFN) was generated to resemble the fracture network in the
Lower Cretaceous carbonate reservoir. The DFN modelling approach is using a novel workflow
that is based on a geomechanical forward modelling simulation approach. Two 2D seismic
lines and well data, including interpreted fractures using Borehole Image (BHI) log, were
used to prepare the model inputs. Some results were derived from the fracture data that
were also used to prepare the model inputs. In general, the fracture data have fairly constant
orientation along the Lower Cretaceous interval. In this study the fractures are assumed
to be formed under a single tectonic regime. However, when partitioning the fractures in
different stratigraphic formations, a change in the direction of the fractures with depth is
observed. This observation could be explained by the variation in rock’s stiffness between
different stratigraphic formations.

Two techniques were used to model the subsurface fracture network: paleo-tectonic stress
inversion and fracture network forward modelling techniques. The modelled DFN resembles
the fractures geometry at the well location whereas away from the well the model is con-
strained by the subsurface fault geometry and far-field tectonic stress. Moreover, the modelled
DFN consists of multiple 2 meters thick layers where each layer include a layer-bound fracture
network. Omne of the main limitations of this approach is that it can not consider multiple
tectonic regimes to simulate the fracture network. In addition, this approach requires large
computational power.
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Introduction

1.1 Objectives

The main objective of this study is to reduce the risk of the geothermal exploration effort in
Geneva Basin by estimating the influence of the natural fracture on the reservoir properties.
A Discrete Fracture Network (DFN) was constructed to resemble the fracture network in the
Lower Cretaceous carbonate reservoir. The DFN modelling workflow includes paleo-tectonic
stress inversion and geomechanical forward modelling simulation approaches. The framework
of the fracture network creation is using two 2D seismic lines, well data, and a number of
empirical relationship. The questions that this study tries to answer are:

e What are the geomechanical characteristics of the rocks in the Lower Cretaceous unit?

e What is the tectonic regime and the paleo-stress configuration during the creation of
the observed fractures in GEo-01 well?

e How to model a fracture network that is constrained by the available data?

e What are the strengths, limitations, assumptions, and uncertainties that are related to
the predicted 3D fracture network using the adapted approach?

e How applicable is the produced DFN to the geothermal application?

e How to mitigate the uncertainties and to improve the model?

1.2 Context of Study

Carbonate reservoirs with natural fractures are often targeted for geothermal water or hydro-
carbons production, especially in case of tight carbonate rocks. Fractures can have a major
influence on fluid flow behaviour in reservoirs by enhancing or demolish the rock permeabil-
ity and/or introducing permeability anisotopy (Nelson, 2001). Therefore, natural fracture
modeling has become an important part in reservoir characterization for fluid flow patterns
prediction (Laubach et al., 2019).

One of the issues to model natural fractures reservoir is the scarcity of data which pro-
vides detailed understanding of the three-dimensional (3D) fracture network characteristics.
Another issue is the limitation of the seismic resolution to capture the characteristics of
3D fracture network. High-quality seismic reflection data can characterize and map large
structural features such as faults ranging from tens to several hundreds of meters in length.
Small-scale features that are below the seismic resolution (e.g. meter scale fractures or joints)
can be captured and characterized in one-dimension (1D) using core data and borehole image
log. Nevertheless, the small-scale features are confined to the location of the well (Boersma,
2020). Thus, integration of different data sources and scales is required to produce a rea-
sonable fracture network (Rusillon, 2017). Outcrop studies show that characteristics of the



fracture networks can be influenced by the mechanical properties of the rock (Bourne, 2003),
regional tectonic regime (Sibson, 1998), and proximity to the faults which causes perturbed
stress field (Rawnsley et al., 1992). Taking those factors in consideration is helpful to predict
the fracture network.

Considering the limitations to predict subsurface 3D fracture network, optimal charac-
terization of 3D fracture network is still crucial for the development of fractured reservoirs.
Consequently, different methods have been developed to model fracture networks. A standard
fracture modelling method is performed based on geostatistical analysis of the available frac-
ture data. Another fracture modelling method is based on geomechanical characteristics of the
rock by considering the physical laws controlling the fractures creation (Lei et al., 2017). The
latter method illustrated high fractures pattern predictability in fractured reservoirs (Welch
et al., 2020).

In case of Geneva area, several projects have been completed which were focused on
structural, stratigraphic, and petrophysical aspects to understand the subsurface geology
of the area (Clerc et al., 2015; Rusillon, 2017; Brentini, 2018). After drilling GEo-01 well
in Geneva Basin, it shows that understanding of the natural fracture in the Mesozoic is
important for driving an effective geothermal exploration campaign (Moscariello, 2019). This
motivated Lo (2019) to characterize and simulate sub-seismic scale fracture network in the
Lower Cretaceous unit in the area around GEo-01 well. The produced fracture network
model was based on a hybrid geomechanics-based stochastic simulation approach. A new
approach of 3D fracture network modelling is proposed for geothermal application in this
study. This approach is using fracture network forward modelling method that is constrained
by geomechanical and fracture data from the well. This approach provides an additional
solution of fracture network in the study area.

1.3 GEothermie 2020 program

More attention was brought to the development of geothermal energy resources in Switzerland
in the last 10 years. The main driver is to produce electricity in addition to cold/heat water
production to cover the demand of both domestic and industrial sectors. To achieve this goal,
the Canton of Geneva (CoG) and the local main energy supplier SIG (Services Industriels
de Geneve) initiated a geothermal energy exploration project 'GFEothermie 2020 in 2014.
This project is considered as the basis for a long term energy strategy which aims to supply
geothermal energy to the entire Geneva Canton area through multiple phases (Figure 1.1).

In 2018, GEo-01 well was drilled as part of the exploration phase of GFEothermie 2020
program. GEo-01 has a total depth of 744m below ground floor (bgf) and it penetrated a
fractured aquifer that flowed water with high flow rates at 34°C. This aquifer showed that
the area around GEo-01 could potentially be developed for geothermal heat production.
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Figure 1.1: Implementation plan for GFothermie 2020 program to assess the geothermal potential
in Geneva Basin. (modified after Moscariello (2016))
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Geological Setting

The Geneva Basin is located in the southwestern part of the Alpine foreland Molasse Basin.
The Geneva Basin covers a low relief area of more than 600 km? bounded to the NW by
the Jura Mountains, to the SE by the Saleve Mountains, and to the SW by Vuache Moun-
tains (Figure 2.1) (Moscariello et al., 2014; Moscariello, 2021). In this chapter, the stratigra-
phy framework, tectonic and structural settings, and the aquifer potential will be addressed.
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Figure 2.1: Location map of the study area showing the 2x2 km area of interest (AOI) in the
yellow box. It is also showing the GEo-01 well and the two seismic lines that are used in this project.
(modified after (Lo, 2019))



2.1 Stratigraphy Framework

Geneva Basin sedimentary successions overlie a crystalline basement formed during the
Variscan orogeny (Matte, 2001). The Mesozoic and Cenozoic sediments cover 3,000-4,000
m of thickness in Geneva Basin (Figure 2.4). Since this study is focused on the Lower Cre-
taceous units, this section provides a brief description of the underling Mesozoic successions
followed detailed stratigraphy of the Lower Cretaceous units.

2.1.1 Mesozoic

Triassic: the Triassic in Geneva Basin includes three main units, Buntsandstein, Muschel-
kalk, and Keuper. The Buntsandstein consists mainly of continental sandstone. The Muschel-
kalk is characterized by marine transgressive deposits including dolomite and anhydrite. Fi-
nally, the Keuper interval is characterised by dolomite, gypsum, and halite (Brentini, 2018;
Clerc et al., 2015).

Jurassic: Three units form the Jurassic successions. The Lower unit is characterized by
marly carbonates and shale that are interpreted to be deposited during a marine transgres-
sion. The Middle unit developed in a relatively deep water environment which resulted in
an alternating bioclastic carbonates and mud-dominated facies. The Upper unit represent
a regional marine regression that is characterized by shallow platform carbonate deposits
containing reef patches (Rusillon, 2017; Moscariello, 2019).

Cretaceous: in general, the Cretaceous in Geneva Basin is characterized by a shallow water
carbonate environment marked by limestone and marly intervals (Brentini, 2018).

2.1.2 Stratigraphy of Lower Cretaceous

The Lower Cretaceous in Swiss Jura Mountains area is divided into 10 formations covering
a time interval from the Berriasian to the Barremian (Figure 2.2). Our study focuses on 5
formations described as below from bottom to top, based on the outcome of Strasser et al.
(2016):

Chambotte Fm: this formation consists of limestone beds that represents high energy shoals
and lagoons in a shallow marine environment. The bed thicknesses range from 10s of cen-
timeters to several meters.

Vuache Fm.: this formation consists of reddish limestone beds. It shows indications of
storm generated structures (hummocky cross-stratification). The facies contain bioclastic
and oolitic packstones to grainstones. The thickness of this formation ranges from 10 to 60m.
Grand Essert Fm.: this formation consists of two main units. The Marnes d’Hauterive
(lower units) shows limestone and marl alternations. It was deposited in an open marine
environment under the effect of tidal currents. The Pierre Jaune de Neuchatel (upper unit)
is characterised by cross-bedded, bioclastic and oolitic limestone beds. The sedimentary
expressions show an indication of strong tidal currents.

Gorges de 1’Orbe Fm.: this formation is characterised by argillaceous limestone beds
(decimeter to meter scale) interbeded with marly thin layers (millimetre to centimeter scale).
Gorges de I’Orbe Formation was deposited in a shallow water to deeper open marine envi-
ronment. This formation thickness ranges from 10 to 30m.



Vallorbe Fm.: the lithology of this formation includes limestone beds. Its thickness ranges
between 10 and 60m.
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Figure 2.2: Stratigraphic column of the subdivisions of the Lower Cretaceous interval that are
penetrated by GEo-01 well.The blue box indicated the formations of interest in this study. (modified
after Lo (2019); Koumrouyan (2019))

2.2 Tectonic and Structural Settings

The main deformation in the area of Geneva Basin resulted from the Alpine orogeny (around
30 Ma) which has a local NW-SE orientation of contraction tectonic that generated thrust
planes and anticlinal folds. This contraction tectonic is also accommodated by a series of
major NW-SE wrench fault systems (Clerc et al., 2015).

Jura Mountain and the Subalpine units are linked by four major NW-SE wrench fault
systems (Clerc et al., 2015). Those faults are called Vuache, the Cruseilles, Le Coin, and
the Arve (Figure 2.3). They are cutting though the reliefs of Jura and Saleve which suggests
they were formed after the formation of the reliefs. As observed in Humilly-2 well, the
transpressional movement of those strike-slip faults has led to the creation of flower structures
that are cross-cutting the shallow stratigraphy (Moscariello et al., 2014).

A Cenozoic paleo-stress evolution model has been proposed by Homberg et al. (2002)
using fault slip data collected from Jura Mountains outcrops. The major identified stages are
described as following:



Figure 2.3: Structural scheme of the Mesozoic-Cenozoic in Great Geneva Basin that shows two main
structural trends. 1) SW-NE Mesozoic structural lows that are related to the underlaying Permo-
Carboniferous basins that are located on front thrust of both Subalpine/Prealaine units and Saleve
ridge. 2) Four main zones that is influenced by NW-SE trending wrench faults crossing both Bornes
Plateau and Geneva Basin. The zones are as following: (I) Vuache; (II) Cruseilles; (I1II) Le Coin; (IV)
Arve (Modified after (Clerc et al., 2015).

1. The Eocene Stage (Pyrenean orogeny): this stage occurred from Early Eocene to
Early Oligocene. It is strike-slip N-S compression that resulted in NNE-SSW strike-slip
faults.

2. The Oligocene Stage (West-European rifting): this stage took place from Early
Oligocene to Early Miocene. WNW-ESE extension that resulted in a series of normal
faults striking NE-SW to WNW-ESE.

3. The Miocene Stage: this stage is a compressional tectonics with a fan-shape stress
distribution almost perpendicular to the major thrust axes.

2.3 Aquifer Potential

In the Geneva Basin, the Lower Cretaceous interval is considered as a regional aquifer (Clerc
et al., 2015). In general, the Lower Cretaceous rock matrix shows poor reservoir quality with
porosity (¢) less than 8% and permeability (K) ranging between 0.001 and 1mD. The results
of the production tests of different wells around the study area illustrate the complexity
of the fluid circulation conditions (Moscariello, 2019). Nevertheless, the fracture networks
in the Mesozoic prove their importance to provide enough permeability to the geothermal
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Figure 2.4: NW to SE [A to A’] cross-section that illustrates the major stratigraphic units and the
key structural elements in Geneva basin based on couple of 2D seismic lines in addition to well data.
See Figure 2.3 for the location of the A-A’ line projection. (modified after (Moscariello, 2019))

system and to maintain good storage capacity. GEo-01 has a penetrated a fractured aquifer
that flowed water with high flow rates (50 1/s) at 34°C (Moscariello, 2019). This rate and
temperature at this depth is good enough to develop an effective geothermal energy by using
the underground heat and indirectly (temperature upgrade by heat pump) injected on the
district heating of Canton of Geneva area.

2.4 Regional Hydrogeology

In a regional scale, there is no asthenosphere anomalies occurring in the Swiss Plateau
where the geothermal process are mainly conduction-dominated (Moeck, 2014). The geother-
mal source is associated with deep aquifers systems which are heated by near normal heat
flow (Chelle-Michou et al., 2017).

In Western Alpine Molasse Basin (WAMB), the average geothermal gradient is around
25-30 °C'/km (Figure 2.5 A). Based on several wells in WAMB, the subsurface temperature
distribution model highlights a number of positive and negative thermal anomalies which are
interpreted in the context of heat advection caused by fluid circulation along faults and/or
karst systems (Figure 2.5 B) (Chelle-Michou et al., 2017).

In Geneva Basin, the recharge area of the groundwater is located in the Jura mountain.
The meteoritic water infiltrates through the gently south-east dipping Mesozoic sedimentary
units. Many sources are present at the foot of the Jura Mountain, however, the circulations
of the ground water are still poorly known (SIG, 2018; Koumrouyan, 2019).
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Figure 2.5: A) Temperature data in the Western Alpine Molasse Basin (WAMB) and average geother-
mal gradient (Chelle-Michou et al., 2017). B) Typology of the thermal anomalies identified in the
WAMB. Approximate depth is shown for reference but may strongly vary from one place to an-
other (Chelle-Michou et al., 2017).
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Datasets

3.1 Seismic Data

In this project, two 2D seismic lines (GG87-02 and SIG-2015-L08) are used to understand the
structure of the subsurface of the study area (Figure 3.1). The two seismic reflection profiles
are time migrated data. The two profiles are perpendicular to each other oriented NW-SE
and NE-SW. They intersect each other almost at the location of GEo-01 well.

Velocity models (Figure 3.2), a 2D horizons interpretations, a 2D faults interpretation,
and 3D fault model were provided by the the Department of Earth Science of the University
of Geneva from the provided seismic data, and used as such in the present project.

NTUMa (647.5 mMD)

<390.00
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\\,‘l
9 GEoOl

1:12276
Figure 3.1: Top view of the study area with locations of the used two seismic lines in this study,

GG87-02 (Red line) and SIG-2015-L08 (Blue line). It also shows the time structural map for the Top
of Jurassic horizon.
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Figure 3.2: The provided velocity models along the following two horizons: A) Base of Cenozoic
(BCen), and B) Top Jurassic (TJrsc)

3.1.1 Horizons Interpretations

The interpretation of the seismic time horizons for different stratigraphies in the study area
have been provided by the the Department of Earth Science of the University of Geneva. The
two relevant horizons, which were used for the constuction of the structural model, are the
Base of Cenozoic (BCen) and Top Jurassic (TJrsc) horizons (Figure 3.4). The two horizons
correspond to the top and base of the targeted reservoir (see section 5.1.1).

3.1.2 Faults Interpretations

Both seismic lines illustrate highly disturbed intervals around GEo-01 that might be associated
to deformation in a fault zone (Lo, 2019). Number of discontinuities are observed which
are interpreted as faults with low confidence since only 2D profiles data are available. The
objective of the faults’ interpretation in this project is to characterize the geometry of the
faults and then using them to build a 3D structural model.

Among the two provided seismic lines, the faults discontinuities are visible only on the
GG87-02 seismic line. The other seismic line (SIG-2015-L08) does not illustrate the faults as
individual discontinuities, instead it shows a zone of highly disturbed units (Figure 3.3).

The 2D faults interpretation was provided only for GG87-02 seismic line, which is oriented
NW-SE. The provided 2D fault interpretation shows six faults that are cutting through shal-
low stratigraphy (Cenozoic) down to the Upper Jurassic (Figure 3.3 A). Three of them are
dipping toward the SE and other three are dipping toward the NW. One of the SE dipping
fault is extended down to the Triassic and connected to the lower unit of the Triassic interval.

12
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3.2 Borehole Data

3.2.1 GEo-01 well

GEo-01 is a medium depth geothermal exploration well that was drilled in Satigny, Geneva
in 2017. It penetrated through the Lower Cretaceous units and reached the top of the Upper
Jurassic with a total depth of 744m bgf. It went though a fractured aquifer that flowed water
with high flow rates (50 1/s) at 34°C (Moscariello, 2019). The main objective of this well was
to penetrate the fractured carbonate of the Lower Cretaceous units and to cross a naturally
karstified layers to increase the probability of the water flow (Koumrouyan, 2019).

Table 3.1: GEo-01 well information Lo (2019).

Well GEo-01

Project GEothermie 2020

Company Services Industriels de Geneve (SIG)
Drilling contractor Hydroforage

Logging contractor SEMM Logging

Country Switzerland

Canton Geneva

Address Route de Satigny, 1247 Satigny
Surface coordinates (CH1903+/LV95) X :2,492,617 m Y : 1,119,863 m
Datum for elevation Mean sea level

Measurement ref. Ground level (413.84 m a.s.l.)
Total depth 744.06 mMD

Start date of drilling 23/10/2017

3.2.2 Petrophysical Logs

The logging program of GEo-01 well included both images and petrophysical logs (Table 3.2).
No logging data were acquired below the depth of 533 mMD due to the unstable wellbore
condition.

Petrophysical logs in GEo-01 well were acquired from 15 to 533 mMD. The logs acquisition
covers the Lower Cretaceous units which include Gamma Ray, caliper, resistivity (deep and
shallow), P-sonic, bulk density, and neutron-porosity (Figure 3.5). The well tops of the Lower
Cretaceous units were picked using different well logs (Table 3.3).

Table 3.2: GEo-01 well logging details Lo (2019).

Date of logging 14— 15/12/2017 5— 6/2/2018 21 — 23/3/2018
No. of runs 4 6 9

Logged interval 14.48 — 336.03 mMD 340 — 409.67 mMD 413 — 533 mMD
Casing-Driller 20”7 @ 15.5mMD 133/8” @ 338mMD 95/8” @ 411mMD
Bite Size 17.5in 12.25in 8.5in

Fluid type Mud (Bentonite) Mud (Bentonite) Water

Bottom Hole Temp. 24°C 26°C 32.5°C
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Figure 3.5: The acquired geophysical logs in addition to some calculated logs (Young’s Modulus and
Poisson ratio) and described lithology.

Table 3.3: Lower Cretaceous formation tops in GEo-01 well.

Formation TVDSS [m] MD [m]
Vallorbe Fm. 6.5 407.5
Gorges de I’Orbe Fm. -8.3 422.3
Upper Grand Essert Fm. -17.11 431.11
Lower Grand Essert Fm. -35.38 449.38
Vuache Fm. -99 513
Chambotte Fm. -118 532

3.2.3 Fracture Data

An Optical Borehole Imager (OBI) and Acoustic Borehole Imager (ABI) were acquired from
413 to 533 mMD. The image logs were analysed and fractures were picked (Koumrouyan,
2019; Lo, 2019). The picked fracture data were used in the present project. The provided
data contain 212 fractures in the Lower Cretaceous interval in GEo-01 well. The fracture
data include depth, dip azimuth, and dip angle for each fracture.

The fractures were plotted as poles. These poles were contoured to highlight densities in
the dataset. They are also presented in form of rose diagram of the fracture strike (Figure 3.6).
Furthermore, the fractures’ dip azimuth and dip angle are presented in a well log across the
Lower Cretaceous interval (Figure 3.7).

Fracture classification with respect to their mechanical type is performed by Lo (2019).
The proper fracture classification is usually done by describing cores or outcrops. However, Lo
has performed indirect classification of the observed fractures in BHI using some diagnostic
characteristic that have been suggested for certain fracture types (Figure 3.8) (e.g. Trice,
1999).
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interval in GEo-01 well.
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Methodology of Preparing the
Data and Creating DFN Model

4.1 General Workflow Chart for DFN Creation

The workflow of the fracture modelling in this project utilizes two tools, tectonic inversion tool
and fracture network forward modelling tool (DFN Generator). The inputs of the tectonic
inversion tool are the horizon from the constructed 3D grid model, fault model, mechanically
classified fracture data, and tectonic stress configuration. This tool shows the fitting the fitting
between the observed fracture geometry from the well and different stress configurations. It
also produces distribution of strain tensors. The main inputs of the DFN Generator tool are
minimum horizontal strain rate, maximum horizontal strain rate, azimuth of the minimum
horizontal strain, different elastic and mechanical properties, and stress states parameters.
This tool produces fracture network (Figure 4.1).
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Figure 4.1: The workflow for the fracture network modelling in this project.

4.2 Structural Model

Three structural models were provided by the Department of Earth Science of the University
of Geneva. All the horizons are the same in all the provided models. However, each model has
different faults configuration. In this project, only one model was considered. The orientation
of the faults were chosen to have a strike of NO68°. For technical reasons, the model was re-
created in this project.
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4.2.1 modelling grid

The Base of Cenozoic and Top Jurassic horizon interpretations in the TWTT seismic profiles
are extrapolated within the 2x2 km study area to generate two time surfaces. The two time
surfaces were converted to depth surfaces using the provided velocity model. The depth
surfaces were shifted vertically to tie with the corresponding well tops in GEo-01.

4.2.2 Fault Model

The provided 2D fault interpretation are basically traces on the TWTT seismic profile. The
fault traces were converted to depth domain using the provided velocity model. The depth
fault traces were extended laterally in three dimensional space with a chosen strike direction.

4.3 Geomechanical Properties Calculations

4.3.1 Properties Calculation Method

In this study, we had to calculate the Young’s Modulus and Poisson’s Ratio logs to perform
rock’s geomechanical analysis. Empirical relations and some of measured logs have been used
to calculate Young’s Modulus and Poisson’s Ratio logs.

4.3.1.1 Young’s Modulus F

Some of the rock mechanical properties such as Young’s modulus can be obtained using P-wave
velocity. Empirical relations that relate the P-wave velocity with the Young’s modulus (E)
and with density (p) are determined by Yasar and Erdogan (2004). these empirical relations
are obtained using the laboratory test result of carbonate rock’s mechanical properties. The
empirical relations that relate the Sound Velocity (SV) with the Young’s modulus and with
density are shown in Equation 4.1 & Equation 4.2, respectively

E = (SV — 1.7528)/0.0937 (4.1)

SV = 4.3183p — 7.5071 (4.2)

4.3.1.2 Poisson’s Ratio

Similar to the Young’s modulus calculation, an empirical relationship between P-wave velocity
(Vp) and Poisson’s ratio was used to calculate the Poisson’s ratio log. Kenter et al. (2007)
used Poisson’s ratio measurements and and Vp from different rock types to derive Poisson’s
ratio from Vp values. Relatively to the nature of the rock of the targeted interval, we focused
on carbonate data densities and Vp (Figure 4.2 blue zone). Equation 4.3 represents the fit
curve in the middle of the carbonate density area.

Poisson's ratio = 0.0126(Vp)? — 0.1174Vp + 0.5464 (4.3)

where Vp is the P-wave velocity. Simply, the measured P-sonic log in GEo-01 was used in
Equation 4.3 to calculate the Poisson’s ratio log.
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Figure 4.2: Left: A cross-plot of P-wave velocity with Poisson’s ratio. Right: the best fit lines for the
upper limit, lower limit and the middle curves of the carbonate data. (modified after (Kenter et al.,
2007))

4.3.2 Rock Stiffness Partitioning Approach

Analysing the rock’s stiffness in different layers is an important process since it influence the
modelling of the fracture network. Young’s modulus values can give an indication about the
rock’s stiffness. Stiffer rocks such as limestone and dolomite are indicated by relatively high
Young’s modulus values (50-60 GPa). Whereas softer rocks such as sandstone or marls are
indicated by lower Young’s modulus values (35-45 GPa) (Gudmundsson, 2011). Moreover,
Gamma ray log can give an indication about the shale content in the rock where high Gamma
ray values correspond to more shale content and vice versa (Schlumberger, 1991).

The approach of the rock’s stiffness analysis is based on the behaviour of both Gamma ray
and Young’s modulus logs. The criteria to perform the rock’s stiffness analysis is described
as following;:

e Rocks that are characterised by high Gamma ray and low Young’s modulus values are
interpreted to have higher shale content and correspond to soft rock group.

e Rocks that are characterised by low Gamma ray and high Young’s modulus values are
interpreted to have low shale content and correspond to stiff rock group.

The average value of the log across the Lower Cretaceous formations in GEo-01 defines the
cutoff value. This applies to both Gamma ray and Young’s modulus cutoffs. The log is
considered high when its values are higher than the cutoff and vise versa.
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4.4 Fracture Data Analysis

The analysis of the fracture data in GEo-01 well consists of two stages. In the first stage,
the full fracture data is analysed as one set. The dip angle and dip azimuth of the fracture
data were analysed along the full interval of fracture data. The pattern of the fractures’ poles
in the stereonet was also analysed. The fracture pattern analysis was used to interpret the
principal stress configuration at the time of the fracture formation.

In the second stage, the fracture data was partitioned into different groups based on
different stratigraphic formations, different rock stiffness layer, and different lithologies. The
behaviour of the fracture groups was analysed and possible explanations of the observed
behaviour were provided.

4.5 Paleo-tectonic Stress Inversion Technique

In this study, the paleo-tectonic stress inversion tool is used mainly to estimate the fracture
related paleo-tectonic stress and to produce the distribution of the principal stress and strain
tensors.

4.5.1 Methodology

It is possible to measure the distribution and magnitude of the present-day stress of a certain
area. However, obtaining the magnitude and orientation of the stress at the time of fracture
generation (paleo stresses) represents a considerable challenge. Maerten et al. (2016) have
developed a paleo-tectonic stress tool that is using iBem3D technology.

| _Inputs | | Output |
—>| Auto calculated far field stress |
Paleo stress inversion on the data
3D Grid 129 asn Tensors
ri — o P
- - o5y
. o & By
. - & B
Fault Model >
—>| Specify known far field stress |
-
oy Max Horizontal Stress Tensors
Wellgracture || 0w Min Horizontal Stress >R
ata oy Vertical Stress B ey
oy Orientation o e

Figure 4.3: Work flow of the Paleo-tectonic Stress Inversion Technique.

The main inputs in this tool are horizon from the constructed 3D grid model, fault model,
and the observed fracture data from the well (Figure 4.3). Thousands of simulations are
performed where all possible configurations of orientation and relative magnitude of tectonic
stress are covered. The modelled stresses in each simulation is compared with the geometry
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of the observed fracture data. In each simulation the cost is calculated which represents
the match between the observed fractures geometries and local computed stresses. The cost
value ranges from 0 to 1 where 0 means a perfect match and 1 means the worst match. The
simulation that results in the best fit between the modelled stress and the observed fracture
geometry (lowest cost) is considered as the optimum tectonic stress regime (Figure 4.4). The
tool records several outputs that are associated to the best fit simulation. The main outputs
that are used in this study are the distribution of the principal strain tensors (€., €4y, and
Ezy)-

In case if the far-field stresses are known, the tool provides an option to utilize them as
inputs. In this option, the produced principle strain tensors are associated to the known
far-field stresses.

Tectonic stress domain

Normal Wrench Reverse
180°
o
135° < Cost
= 1
=
.0 o
32 a
= 90°+
@
=1 =
6
45° 0
0°
0 1 2 3

Stress ratio (ﬁ)

Figure 4.4: Example of a tectonic stress domain. The x-axis is the stress ratio, and the y-axis is the
orientation, @, of the maximum horizontal stress relative to north. A point in the domain represents one
simulation that is coloured with respect to the computed cost which varies between 0 and 1 (Maerten
et al., 2016).

The input stresses can be calculated using the following Equations 4.4, 4.5,
and 4.6 (Higgins-Borchardt et al., 2016).

J(/ = (ngRock> - (ZQPFluid) (44)

where o{, is the effective vertical stress [Pa|, z is the model depth [m], g is the gravity
acceleration [m/S?], proct and prruq are the rock and fluid densities [kg/m?], respectively.
v,

/ _
OHmax — 1— VUV +

1— 02 EHmaz T+ Vmghmin (45)

v E
U;me = 1 VU(/ + Vl — 2 E€Hmaz T mghmm (4-6)

where oy and 0%, are the minimum and maximum effective horizontal stresses [Pal,
respectively, epmin and €gmq, are the minimum and maximum principal horizontal strain, F
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is the Young’s modulus [Pal, and v is the Poisson’s ratio

4.5.2 Boundary Conditions

To estimate the paleo-tectonic stress for the geomechanical simulations, two main assumption
are made:

1. The computed far-field stress configuration is obtained under the consideration of the
input fractures to be associated with perturbed stress field of the pre-existing faults.

2. The geometry of the natural fractures are influenced by the far field tectonic stress in
addition to the perturbed stress field around the active large faults.

4.5.3 Assumption of Strain Rate and Strain Value

According to Welch et al. (2019), the mean strain rates across active rift basins are typically of
the order of 1.00E-3 to 1.00E-2 Ma~!. Furthermore, the time period of an extensional strain
can typically last for 10s of millions of years (Welch et al., 2019). However, the fracture net-
work is often formed early in the deformation episode (e.g. 100s of thousands of years) (Welch
et al., 2020). In this project, the fracture formation time period was arbitrarily set up to 1 Ma.
Moreover, the horizontal strain is assumed to be uniaxial ((i.e. €hmin < 0,hmax = 0)). Over
a time period of 1 Ma, the total accumulated horizontal strain is assumed to be 3.00F — 3
with a minimum strain rate of 3.00E-3 Ma™".

4.5.4 Technique Limitations

e The output of this tool is very sensitive to the fault model geometry. Any change to
the fault lateral extension or fault height will result in a major change in the model
outputs.

e This technique does not provide an option to control the rock geomechanical properties.
It assumes a homogeneous elastic rock properties where the default value for Young’s
modulus is 30 G Pa and for Poisson’s ratio is 0.25. The default values are fairly close to
the used geomechanical properties values in this study.

e This technique does not offer a control over the amount of the fault slip. The faults are
slipping freely in response to the remote load. The amount of displacement that are
caused by the faults’ slip is found to be associated with the size of the faults. Larger
faults result in larger amount of displacement and vise versa.

e The algorithm of the inversion ignores the effect of fractures. It assumes that the rock
remain intact and behaves as a continuum elastic body. In reality, fractures will start
to accommodate some of the strain and reduce the elastic strain in the rock mass. To
compensate for this limitation, the input principal horizontal strain values in the stresses
calculations (Equations 4.5 & 4.5) are scaled down.
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4.6 Fracture Forward Modelling Approach

In this approach, a DFN Generator (plug-in in Petrel 2018) is used (Welch et al., 2019). The
tool models fracture growth (4D modelling) of layer bound fracture network. This approach
considers the growth and the interaction of the layer bound fractures to be a response to
an externally applied horizontal strain. Using the DFN Generator provides an alternative
fracture network model to other DFN modelling tools (such as stochastic DFN modelling
approach (Lei et al., 2017)).

4.6.1 Methodology

The DFN Generator considers a single homogeneous and brittle layer surrounded by a duc-
tile layers. The brittle layer is assumed to be perfectly elastic material where the applied
horizontal strain can be accommodated either by elastic displacement on the fractures or
elastic strain in the host rock. The principal stresses and strains are always considered to be
coaxial (Welch et al., 2020).

The brittle layer contains initially population of small circular 'microfractures’ that are
randomly distributed within the brittle layer following the power-law size distribution which
is given in Equation 4.7.

P30(T’) = Br—¢ (47)
where P3o(r) represents the number of fractures of size r or greater per unit volume, B is a
fracture density coefficient, and c is a power-law exponent. Those microfractures are strik-
ing perpendicular to the horizontal principal strains. The layer is initially under a constant
vertical effective stress of, and an initial isotropic horizontal effective stress o},. The ini-
tial horizontal stress can be in viscoelastic equilibrium with the vertical effective stress (i.e.
010 = 0v) or in elastic equilibrium (i.e. o}, =v/(1 —v)oy)). A constant horizontal exten-
sional strain is applied to the modelling layer. The horizontal strain can be either uniaxial
(i.e. €hmin < 0,hmax = 0) or biaxial (€hmin 7# €hmax # 0). The applied horizontal exten-
sional strain decreases the horizontal effective stress while the vertical effective stress remains
constant.

At the beginning of the modelling, the circular microfractures will start to grow while
maintaining their shape. the microfractures continue to grow until they reach the top and
bottom of the layer where they will stop growing vertically and continue growing horizontally
along the layer. At this stage, the fracture will become as rectangular planes that are called
layer-bound 'macrofracture’ (Figure 4.5). During the propagation of the fractures, the stress
around them decreases locally due to the fracture displacement. The zone where the stress is
decreasing is called 'Stress Shadow Zone’. Bai and Pollard (2000) and Bai et al. (2000) showed
that in outcrops, the spacing of fractures is typically proportional to the layer thickness. They
attributed this relation to the stress shadow effect. In the DFN Generator tool, the stress
shadow zone is defined as a rectangular box with a width (on both sides of the fracture)
equal to twice the layer thickness. Moreover, in thick layers, fracture network will have low
fracture intensity whereas in thin layers it will have higher fracture intensity. For simplicity,
the horizontal elastic strain in the rock mass is assumed to be zero within the stress shadow
zone. The two tips of the macrofractures continue growing in both direction at equal rate
until they either:

1. reach a mechanical barrier to propagation (e.g. intersect perpendicularly with another
macrofracture); or
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2. the driving stress changes (e.g. propagate into another parallel macrofracture’s stress-
shadow zone).

Microfracture e Macrofracture
disk _ N rectangle

Figure 4.5: Simplified explanation of the process of fracture nucleation, propagation, and interaction
in DFN Generator tool. Going from left to right, the figure illustrates the fracture formation process
through time. The red circles are initial microfractures and blue rectangular are the layer-bound
fractures. (modified after Welch et al. (2019))

DFN Generator allows for many inputs regarding the different parameters for mechanical
properties and stress state. The most important inputs are the constructed 3D grid, Young’s
modulus, Poisson’s ratio, azimuth of minimum horizontal strain [deg], minimum horizontal
strain rate [/ma], and maximum horizontal strain rate [/ma).

The azimuth of minimum horizontal strain (), the minimum horizontal strain (), and
the maximum horizontal strain (pmq,) are calculated using the the principal strain tensors
outputs of the paleo-tectonic stress inversion tool (€44, €yy, and e4y) using Equations 4.8, 4.9,
and 4.10 (Roylance, 2001).

0 = [tan_l <€yy2€_—””y€m>] /2 (4.8)

Ehmin = Exe SN 0 + Eyy cos? 0 + 2e4y sin 0 cos 0 (4.9)

Ehmax = Eyy sin? 0 + £, cos® 0 — 2€ 4y sin @ cos 0 (4.10)

By knowing the time period (’t’ in million years [Mal) of the fracture formation, the minimum
and maximum horizontal strain rate can be calculated using Equations 4.11 and 4.12.

Min Horizontal Strain Rate [/Ma] = € min/t (4.11)

Max Horizontal Strain Rate [/Ma] = € max/t (4.12)
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It worth mentioning that when input the azimuth of minimum horizontal strain () into
the DFN generator tool in Petrel 2018, it has to be converted from degree to radian.

4.6.2 Boundary Conditions and Tool Limitations

In order to run the DFN Generator to estimate the fracture network, few boundary conditions
and limitations have to be considered:

1. The modelling tool assumes only layer-bound fractures. So, it is not possible for this
modelling approach to model a fracture that propagates through multiple layers.

2. The applied horizontal extensional strain rate can only be constant. This is considered
as a tool limitation since it does not provide an option to change the strain rate during
the fractures propagation.

3. fracture propagation will stop when intersecting a perpendicular macrofracture or enters
a stress shadow zone of another parallel fracture. The final fracture network will never
include a crossing fractures.
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Processing Data for DE'N
Model Generation

5.1 Results and Interpretations of the Input Data for the DFN
Generator

5.1.1 Horizon Grid Construction

In the TWTT seismic profile, two main horizons were picked near the interval of the Lower
Cretaceous: the Base Cenozoic and Top Jurassic reflectors (Figure 3.4). Two surfaces were
generated based on the two picked horizons in both seismic lines in time domain and then
they were converted to depth domain. To create the structural model, the Top Jurassic depth
surface was shifted up vertically to tie with the corresponding well tops in GEo-01. This was
performed to create the depth surfaces for all the formations except the top one (Vallorbe
Fm) were it was created by shifting the Base Cenozoic depth surface vertically down to tie
with Vallorbe Fm top in GEo-01 well (Figure 5.1).

Each interval in the structural model is divided into 2 m thick layers (Figure 5.2 C. The
constant thickness layering is compatible with the DFN Generator tool where it discards the
effect of the layer thickness on the intensity of the modelled fracture network.

Depth Surfaces created Base Cenozoic
from time horizon |, 1 Vallorbe
based on two 2D
seismic lines —Gorges del
U.Grand Essert
Depth surface created
by shifting Base ] L.Grand Essert 22m
Cenozoic downward
Depth surfaces created
by shifting Top Jurassic [«
upward
Chambotte
~—{}513 m
532 m
4@\ \
0 500m
NW/| t—msx—wex—i  (Notdrawn toscale) SE

Figure 5.1: Schematic cross-section illustrating the construction of the modelling grid horizons. The
lower left figure shows the cross-section location within the study area in a map view. The formation
well tops are presented in meters Measured Depth (mMD).

29



5.1.2 Fault Model

The provided 2D fault interpretations in the TWTT seismic profile consist of six faults (Fig-
ure 3.3). The traces of the 2D fault interpretation on the seismic profile were converted from
the time domain to the depth domain. The depth traces of the 2D faults were extended lat-
erally in the 3D space with a specific strike direction (Figure 5.3). The faults were extended
to the edge of the study area with a strike direction of ENE-WSW (068°). The chosen strike
direction is based on the provided 3D fault model.

Vertical exaggeration of the window=5 | B
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Figure 5.2: A) Structural model that includes the horizon grid and the faults. B) The modelling grid
of all the formations in the Lower Cretaceous, (yellow=Vallorbe Fm), (blue=Gorges de 1’'Orbe Fm),
(green=Upper Grand Essert Fm), (light blue & pink=Lower Grand Essert Fm), and (orange=Vuache
Fm). In Lower Grand Essert light blue=soft and pink=stiff, based on the stiffness layering. C) Horizon
grid showing that each formation is divided into 2 m thick layers.

.

500m

bl preems *

Figure 5.3: A) 3D view shows the depth fault traces. B) 3D view shows the laterally extended fault
into the 3D space with an angle of 68° with respect to the north. C) Top view showing the faults
parts that intersect the modelling grid. The red box represent the 2x2 km study area.
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5.1.3 Geomechanical Logs and Rock Stiffness Partitioning Results
5.1.3.1 Young’s Modulus and Poisson’s Ratio Logs Results

Young’s Modulus Calculation Using a Scaling Factor

To investigate the reliability of Yasar and Erdogan (2004) empirical relations, velocity log
was calculated using the measured density log in Equation 4.2. The calculated velocity log
was compared with the measured P-sonic in GEo-01 by plotting them together in the same
graph (Figure 5.4 A). The comparison shows a shift between the two logs, however, both logs
illustrate the same general trend. To compensate for the observed shift between the measured
P-sonic and calculated velocity logs, different scaling factors were applied on the measured
P-sonic using Equation 5.1.

(Scaled Psonic) = (Measured Psonic) x Scaling Factor (5.1)

The range of the applied scaling factors was between 1.0 and 1.8 with a 0.1 increment.
Every time a scaling factor is applied to the measured P-sonic log, the difference between
the scaled P-sonic and the calculated velocity logs was quantified. The quantification was
done by obtaining the root mean square error (RMSE) between the values of the two logs
using Equation 5.2 (Barnston, 1992). The scaling factor of 1.4 resulted in the lowest RMSE
(Figure 5.5). The calculated velocity and the scaled-measured P-sonic with a scaling factor
of 1.4 are compared by plotting them in the same graph (Figure 5.4 B). In general, both
logs display the same trend and values. The Young’s modulus log was calculated using the
scaled-measured P-sonic with a scaling factor of 1.4 in Equation 4.1 (Figure 5.6 A).
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Figure 5.4: The blue lines represent the calculated velocity log using the SV-density relation in
Equation 4.2. The orange line in (A) represents the measured P-sonic log in GEo-01. The Orange
line in (B) represents the measured P-sonic log in GEo-01 scaled with a factor of (1.4).

RMSE = \/ZZNl (f\; — &)’ (5.2)
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Figure 5.5: Different RMSE values between the measured and calculated P-sonic using different
scaling factors for the measured P-sonic.

Alternative solution of Young’s modulus log

Koumrouyan (2019) calculated the Young’s modulus log in GEo-01 well using a differ-
ent approach. In this approach, P-wave (V,) and S-wave (V;) velocities are estimated using
semblance analysis which is based on the datasets recorded by the full-waveform sonic tool.
The estimated V,, and V; in addition to the density logs (p,) were used to calculate the
Young’s modulus (E) log (Figure 5.6 B). The Young’s modulus log is calculated using Equa-
tion 5.3 (Mari and Vergniault, 2021).

p 22V 4V 53)
= PbVs ‘/;,2—‘/;2 .

The calculated Young’s modulus logs using Koumrouyan’s approach and Yasar and Erdogan
Scaled (1.4) approach, are compared in Figure 5.6 C. In general, the two logs show good
correlation, however, at the following intervals (420-445 mMD), (470-480 mMD), and (520-
530 mMD), Koumrouyan F log displays lower values.

As it is illustrated in Table 5.1, high correlation values between Sound Velocity index and
Young’s Modulus of R? = 0.86 and density of R? = 0.81 were found.

Table 5.1: Results of regression equations and the correlation coefficients (Yasar and Erdogan, 2004).

Parameters to be related Regression equation R?
Y=AX+B

SV—Young’s modulus SV =0.0937E + 1.7528 0.86

SV — density SV =4.3183p — 7.5071  0.81

To quantify the error in the Yasar and Erdogan Scaled (1.4) Young’s modulus log, error
bars were established using 20% error margin. Using a scaling factor of 1.2 instead of 1.4
results in a 20% decrease in the Young’s modulus log. While using a scaling factor of 1.6
instead of 1.4 results in a 20% increase in the Young’s modulus log. The two edges of the
error bars represent the result of Young’s modulus logs using the scaling factors of 1.2 and
1.6. Young’s modulus log that is calculated using Koumrouyan’s approach have its values
within the range of the established error bars (Figure 5.6 C).
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Poisson’s Ratio Calculation

To calculate the Poisson’s ratio log, the measured P-sonic log was directly used in Equa-
tion 4.3. The range of the values of Poisson’s ratio log is narrow where it fluctuates between
0.27 and 0.31 (Figure 5.6 D).

Yasar and Erdogan Koumrouyan Both Young's modulus Kenteret al. (2007)
Scaled (1.4) logs with error bars
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Figure 5.6: A) Young’s modulus log that is calculated using the empirical relation provided by Yasar
and Erdogan (2004) and using scaling factor of (1.4). B) Young’s modulus log that is calculated
by Koumrouyan (2019). C) Both Young’s modulus logs on the same graph with the error bars for the
Yasar and Erdogan scaled (1.4) log. The error bars represent the two scaling factors (1.2 & 1.6). D)
The Poisson’s ratio log that is calculated using the empirical relation provided by Kenter et al. (2007).

5.1.3.2 Stiffness Upscaled Log Result

The lower Cretaceous interval was partitioned based on rock’s stiffness. Based on the average
of the logs values across the Lower Cretaceous interval, the Gamma ray (GR) cutoff is found to
be 16 API and the Young’s modulus (E) cutoff is 53 G Pa. The cutoff values in addition to the
mentioned criteria in Section 4.3.2 were used to calculate the rock’s stiffness log (Figure 5.7 A).
In the stiffness log, the blue colour represents soft rock interval [(GR > 16 API) and (F <
53 GPa)]. The red colour represents stiff rock interval [(GR < 16 API) and (E > 53 GPa)].
The green colour represents an interval where the GR and E logs do not meet any of the
previous two criteria. The stiffness log was upscale manually. The decision to define the
Lower Cretaceous geomechanical intervals is based on the the Upscaled Stiffness log where
the whole interval was divided into 9 geomechanical layers (Figure 5.7 B).
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Figure 5.7: A) Well logs from GEo-01 well illustrating the Gamma ray GR, Young’s modulus F,
and Stiffness logs. It is also illustrating the cutoff values of GR = 16API and E = 53GPa. B)
Well logs from GEo-01 well illustrating the Gamma ray GR, Young’s modulus F, Stiffness, Upscaled
Stiffness, lithology, P-sonic, and density logs. The red and blue shaded layers represent stiff and soft
rock intervals, respectively.

5.1.4 Fracture Analysis and Stress State Interpretation
5.1.4.1 Analysis of the Fracture Data

To start with a simple fracture analysis, the following assumption have been made:

o All the fractures are assumed to be formed under the same tectonic event.

e The principle stress state is considered to remain the same for that specific tectonic
event.

The full fracture dataset is analysed as one group. The fractures have a consistent dip angle
around 60° (Figure 5.9 C). The fracture data show a variety in term of strike direction. The
fractures have a variable orientation comprised between NNE-SSW and E-W (Figure 5.8 A).

5.1.4.2 Principle Stress State Interpretation

The fractures pole density in the stereonet shows the fractures to have dip azimuth in opposite
direction (Figure 5.8 B). In the stereonet, the poles of the fracture data are confined within
two arc regions. This fracture pattern suggests that the fractures were formed under a normal
tectonic regime. The interpretation of the two arc regions of the fracture poles resembles a
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polymodal fracturing system (Healy et al., 2015). The example analogue of the polymodal
fracturing system in Figure 5.8 C helped in the interpretation of the principle stress config-
uration. From the fracture data, the principle stresses are interpreted as following: o1 to be
slightly tilted from vertical, o9 is oriented NE-SW, and o3 is oriented NW-SE (Figure 5.9 A).

l Poles Lower Hemisphere I | Analogy: Polymodal Fracturing |

Figure 5.8: A) Rose diagram representing the strike of the fracture data. B) Lower hemisphere
stereonet illustrating poles the fractures and pole density. C) Schematic block diagrams and corre-
spondent pole measurement of fractures (Lower hemisphere) for a polymodal fracture pattern (Healy
et al., 2015).
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Figure 5.9: A) The density of the fractures poles with the interpretation of the related principle
stress state. The green and blue arc regions show where the poles of the fractures are confined. B)
Fractures strike rose diagram and the fractures pole density for the Upper Grand Essert , Lower Grand
Essert, and Vuache Formations. C) Fracture data in GEo-01.

5.1.4.3 Fracture Stratigraphy and Fracture Different Directions

The fracture data were partitioned into different groups based on stratigraphic formation.
Each fracture group was analysed individually. Due to the scarcity of the fracture number in
Vallorbe and Gorges de ’Orbe Formations, the fracture stratigraphy analysis is performed on
Upper Grand Essert , Lower Grand Essert, and Vuache Formations. It can be seen that both
the Upper Grand Essert and Vuache Formations show a dominant fracture strike orientation
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of E-W. On the other hand, Lower Grand Essert Fm. shows a dominant fracture strike
orientation of NNE-SSW (Figure 5.9 B&C). A change in the orientation of the fractures is
observed in the three formations. Two reasons could explain the observed rotation:

e Variation in rock’s stiffness between different stratigraphic layers can induce some vari-
ation of the in situ stress magnitude and of the fractures orientation (Stephansson and
Zang, 2012). In the Stiffness upscaled log, 3 out of 5 geomechanical layers in the Lower
Grand Essert Formation are interpreted as soft layers (Figure 5.7). This could reduce
the overall stiffness of the whole formation. This contrast of rock’s stiffness between the
Lower Grand Essert Formation and the surrounding formations can cause the Lower
Grand Essert Formation to accommodate the stress differently and results in a different
fracture geometry.

e The proximity of GEo-01 to the fault damage zone could be another possible reason
for the variation of the fractures’ orientation. The influence of fault’s damage zone
on the fractures in GEo-01 well is investigated. Johri et al. (2014) have studied the
fault damage zones in two large scale faults areas. The damage zone in both cases are
estimated to have a width of 50 to 80 m. It worth mentioning that the size of the
modeled fault around GEo-01 are much smaller than the two studied faults by Johri
et al. (2014). By looking at the map view of the well location and the modelled faults at
the Lower Cretaceous level, the shortest distance between GEo-01 well and the closest
modelled TF1 fault is 50m (Figure 5.10).
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Figure 5.10: Map view showing two faults, TF1 and SW3, at the level of the Lower Cretaceous
represented by the dashed green lines. It is illustrating the shortest distances between GEo-01 and
the two faults. The red and blue lines are GG-87-02 and SIG-2015-L08 seismic lines, respectively.
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5.1.5 Estimating Paleo-tectonic stresses and Strain tensors
5.1.5.1 Faults Selection and Faults Sizes

The fault model, that was used in the stress inversion tool, had to be simplified for technical
reason associated to the DFN Generator tool. The fault simplification is based on the seismic
reflector continuity within the Lower Cretaceous interval. Three out of the six interpreted
faults, that displaying clear discontinuities in the seismic reflector, are chosen to construct
the input fault model in the paleo-tectonic stress inversion tool (Figure 5.11). The selected
faults are NW1, SW3, and SW1, where NW1, TF1, and SW2 were discarded.
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Figure 5.11: A) Plain GG87-02 seismic-line. B) The green circles are highlighting the main dis-
continuities between the Base Cenozoic and Top Jurassic horizon interpretation. C) Illustrating the
interpretation of the six faults. D) Illustrating the three selected faults for the fracture network
modelling.

The inversion tool does not offer an option to control the fault slip, so the faults are
slipping freely during the inversion. The amount of faults slip is associated with the fault size.
The slip amount increases with larger faults and decreases with smaller faults. (Figure 5.12).
The faults in the study area are assumed to have minor displacement. This assumption is
supported by the seismic data where the maximum vertical reflector discontinuity is 20 ms
which is translated roughly to 20-30 m. The displacement that is resulted from the slip of the
faults in Figure 5.12-C is very close to the estimated displacement from the seismic reflectors.
Hence, the fault geometry in Figure 5.12-C is chosen to be used as input in the inversion tool.
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t 4
Figure 5.12: The top figures illustrating three fault geometries for the inversion tool. The bottom
figures illustrating the displacement distribution resulted from the faults slip. All figures have the same
colour scale (Red=0 m and blue=800 m). A) Faults with 4km lateral extension. B) Faults laterally

extended to the edge of study area. C) Faults that are laterally extended to the edge of study area
and cropped vertically from top and bottom.

5.1.5.2 Relation between Fracture Geometry and Different Stress Configura-
tions

At the beginning, the inversion is performed using the auto-calculated option. The input for
this option are a horizon from the 3D modelling grid, the fault model, and the mechanically
classified fracture data. The result of the auto-calculated option is a tectonic domain that
represents all the simulations’ fitting values between the input fracture geometry and different
stress configurations (Figure 5.13). The simulation that illustrates the best fit between the
modelled stress and the observed fracture geometry shows a strike-slip regime with 61% fit.
However, under the normal regime area in the tectonic domain, where oy orientation is
between 20° and 100°, the tectonic domain shows high fitting values around 55%. The high
fitting of the normal regime is aligned with the pattern of the fracture data which suggests
the fractures are formed under a normal regime.

5.1.5.3 Producing the Strain Tensors (¢;4, £yy, and e4y)

Due to the the limitation in the paleo-tectonic stress inversion tool, where it ignores the
effect of the fracture (see section 4.5.4), the strain values are scaled down with a scaling
factor of 100. This scaling factor is chosen because it reduces the assumed strain value in
this study (3.00E-3) to a typical strain value where fracture network starts to form (around
-1E-5). The typical strain value (around -1E-5) is found from modelling experience of Welch
et al. (2019) and Welch et al. (2020). Assuming an uniaxial applied horizontal strain, the
maximum horizontal strain €, max and minimum horizontal strain &p, i, are chosen to be 0
and —3.00F — 05, respectively. Using the inputs from Table 5.2, the principal stresses of a
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Figure 5.13: Tectonic domain showing the result of the paleo-tectonic stress inversion on the data.
Green circle represents the simulation with the best fit between the modelled stress and the observed
fracture geometry. The black rectangle represent simulations with high fit 55%.

normal regime are calculated using Equations 4.4, 4.5, and 4.6. The results of the calculated
principal stresses are as following: o, = 5.5 M Pa, oy, = 1.6 M Pa, and o}, . = 0.4 MPa.

Table 5.2: The input used in the stresses calculations.

Input Symbol Value Unit
Depth z 450 m
Gravity g 9.81 m/s2
Rock Density PRock 2250 kg/m3
Fluid densit PFlwida 1000 kg/m3

Maximum horizontal Strain | Epmax 0O -
Minimum horizontal Strain | Ejpn  -3.00E-05 -
Yong’s modulus E 5.00E+10 Pa
Poisson ratio v 0.27 —

The tectonic inversion tool was run three times for each of the targeted sedimentary
formations (Upper Grand Essert, Lower Grand Essert, and Vuache Formations). In all
runs, the same calculated principal stresses (07, 0 ax, and 0} i) were used as inputs
whereas the orientation of maximum horizontal stress (o0 max Orientation) is used differ-
ently. o max Orientation was chosen based on the interpretation of fractures pattern in each
of the targeted sedimentary formations (Figure 5.14). Moreover, in each run, the horizon in-
put corresponds to the top of the associated sedimentary formation. Therefore, the resulted
principle strain tensors (Ey., Eyy, and E.y) are presented along the input horizons. The
perturbed field around the faults are captured in the strain tensors outputs (Figure 5.15).
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Figure 5.14: The input orientations of the maximum horizontal stress for different formations based
on the fracture data interpretations.

1:12886 1:12886 1:12886

Figure 5.15: An example of the principal strain tensors output with o .y orientation=90° along
Upper Grand Essert Formation.

5.2 Discussion and Uncertainties of the Input Data for the
DFN Generator

5.2.1 The Structural Model Uncertainties

The main uncertainties of the structural model resulted from the scarcity of data which
prevents the geometries of the subsurface to be adequately captured. The available 2D seismic
profiles do not capture all the details of the fault geometry. The orientations of the laterally
extended faults are unknown where assumptions have to be made to build the fault model.
The produced strain tensors using the inversion tool are based on the interaction between
the far-field stress configuration input and the fault model. When fault model is changed,
by changing the faults’ orientation, the inversion tool will produce different distribution of
the strain tensors. Consequently, different strain tensor distribution will cause the fractures
to propagate differently in the DFN Generator tool. Therefore, any change in the faults’
orientation will influence the results of the final DFN model.

The range of fault damage zone thickness in the study area was estimated to be 50-80m
(see section 5.1.4.3). A change in the faults’ orientation will make the distance between the
fault and the location of GEo-01 well larger or smaller (Figure 5.16). Therefore, the lack
of understanding of the subsurface faults orientation introduces an uncertainty of whether
GEo-01 well is located within a fault damage zone or not.
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Figure 5.16: Distances between GEo-01 well and the faults (TF1 & SW3) at Lower Cretaceous level
with the following strike angles with respect to north: A) 40°, B) 68°, and C) 90°.

5.2.2 Scaling Factor discussion and Young’s Modulus Log Selection

Part of the Young’s modulus calculation process, a scaling factor of 1.4 had to be applied
on the measured P-sonic log to use the empirical relations that are obtained by Yasar and
Erdogan (2004). The scaling factor could possibly be forcing the measured P-sonic log to
match the calculated velocity log. Nevertheless, the empirical relations are obtained using
rock samples test results in the laboratory whereas the P-sonic and density logs in GEo-01
are measured on site. Therefore, the scaling factor might have to be applied to correct the
difference between the two different datasets.

The difference between the approaches of Koumrouyan and Yasar and Erdogan scaled
(1.4) to calculate the Young’s modulus logs is that Koumrouyan’s approach used two steps to
calculated the Young’s modulus log: estimate the V and V; and then calculate the Young’s
modulus log. In the Yasar and Erdogan Scaled (1.4) approach, only on step is used to
calculated the Young’s modulus log by directly using the established empirical relation. This
could be an advantage for the latter approach be used in this project.

5.2.3 Rock Stiffness Partitioning Uncertainties

The process of dividing the whole interval into 9 different layers has uncertainties. The
method depends mainly on the Young’s modulus logs which itself includes assumptions and
uncertainties during calculation. Moreover, the stiffness log contains three colours, the blue
colour corresponds to soft intervals, the red colour corresponds to stiff intervals, and the
green colour corresponds to intervals that does not meet any of the two assigned criteria (see
section 5.1.3.2). In the calculated stiffness log, there are few intervals that have green colour.
During the upscaling process of the stiffness log, those green intervals were assigned to either
the soft or stiff rock group. At intervals where the borehole condition is bad and the Young’s
modulus log becomes unreliable, the Gamma ray log is used alone to assign the green interval
to the soft or stiff rock group. The decision of assigning the green intervals could also be based
on a combination of various petrophysical logs. For example, the green interval at depth 420
mMD is assigned in to the soft rock group because of the low value of the density and P-sonic
logs (Figure 5.7).
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5.2.4 Fracture Data Related Tectonic Events

The pattern of fracture data in GEo-01 well suggests that the fractures were formed under
a normal tectonic regime. The study of faults data in the outcrops of the Jura Mountains
suggests that several stress state have successively took place (Homberg et al., 2002). After
the analysis of the collected faults data in Jura Mountains, three main stages were identified:
N-S compression during Eocene, WNW-ESE Extension during Oligocene, and a compression
with a fan-shape stress distribution almost perpendicular to the major thrust axes during
Late Miocene. The interpretation of the normal tectonic regime from the fracture data in
GEo0-01 could be related to the identified WNW-ESE extensional stage. Nevertheless, the
timing of the observed fractures formation is uncertain.

5.2.5 Uncertainties of the Paleo Stress Inversion Results

In this project, the paleo-tectonic stress inversion technique is used mainly to produce the
distribution of the strain tensors that are related to the calculated stresses. The strain tensors
are main inputs in the DFN Generator tool and they have major influence on the final DFN
model. The produced strain tensors are based on fixed values of the elastic rock properties,
Young’s modulus and Poisson’s ratio. This uncertainty should be taken in consideration when
using the output strain tensors.

Moreover, The size of the used fault model during the inversion is reduced where the
faults were cropped vertically from the top and the bottom. The advantage of this step is
that it makes the modelled fault displacement resembles the same range of the identified fault
displacement in the seismic data. However, the modification of the fault size might introduce
an uncertainty to the result of the tectonic domain results.
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Forward Modelling (DFN
Model Generation)

In this project, the DFN model was generated for the following stratigraphic formations:
Upper Grand Essert, Lower Grand Essert, and Vuache Formations. This chapter describes
the inputs and how they are used in the DFN Generation tool.

6.1 Forward Modelling Inputs

6.1.1 Default Input Parameters

All the default parameters are kept the same in all DFN modelling runs as listed in Table 6.1.
For the DFN Generator detailed settings, refer to Appendix B.1. The present day depth of
the targeted reservoir is used as a proxy for the input of ”depth at time of deformation”.
Furthermore, the mean density of the overlying sediments is calculated by averaging the
density log in GEo-01 well.

Table 6.1: Mechanical properties and stress state default input parameters that are used in the DFN
Generation.

Stress State Inputs Value Unit

Stress distribution scenario Stress shadow
Depth at time of deformation 400 m
Mean density of overlying sediments 2400 kg/m3
Fluid density 1000 kg/m3
Initial fluid overpressure 0 Pa
Initial stress relaxation 1 -

Mechanical Properties Value Unit
Biot Coeflicient Inputs 1 -
Friction coefficient on the fractures 0.5 -
Crack surface energy 1000 J/m2
Rock strain relaxation time constant 0 ma
Fracture strain relaxation time constant 0 ms
initial microfracture density 0.001 frac/m3
Initial microfracture size distribution coefficient 2 -
Subcritical fracture propagation index 10 -
Critical fracture propagation rate 2000 m/s

6.1.2 Young’s Modulus and Poisson’s Ratio Models Creation

The calculated Young’s modulus and Poisson’s ratio logs in section 5.1.3.1 are used to populate
the 3D grid. First, both logs were upscaled based on the 2m thick layers in the 3D grid
using arithmetic average method. The upscaled logs were used as inputs in a Petrophysical
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Modelling tool in Petrel 2018 to populate the upscaled logs in 3D grid using a method in
called ”Closest”. In this method, the upscaled values in each layer were populated laterally
along its correspondent layer in the 3D modelling grid. The final products are 3D models of
both properties (Figure 6.1).
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Figure 6.1: Well log, upscaled well log, and populated properties in the modelling grid of both
properties: A)Young’s modulus and B) Poisson ratio. (Vertical exaggeration of the window=5).

6.1.3 Strain Related Models

Due to a limitation in the paleo-tectonic stress inversion tool, the assumed strain value in
this project (3E-03) was scaled down by a factor of 100 (see section 5.1.5.3). Therefore, for
each stratigraphic formation, the correspondent produced principal strain sensors (€., €yy,
and e,,) were scaled up again using the same factor. The purpose of this step is to bring the
strain values back to the same order of the original assumption.

The scaled up principal strain tensors were used as inputs to calculate the azimuth of
minimum horizontal strain (@), the minimum horizontal strain (epmin), and the maximum
horizontal strain (€pmq.) using Equations 4.8, 4.9, and 4.10. Using the assumed time period
of the fractures formation (¢= 1 Ma), the minimum and maximum horizontal strain rates are
calculated using Equations 4.11 and 4.12.

The results of the azimuth of minimum horizontal strain, the minimum strain rate, and the
maximum strain rate are presented along the top horizons of each of the modelled stratigraphic
formation. Those three results along the top horizon of each of the modelled formation were
extrapolated vertically to populate the full 3D grid (Figure 6.2).

A quick test was performed to validate the vertical extrapolation step. In this test, the
principal strain tensors were produced twice using the same input parameters. In the first
time, they were produced along the top horizon of the 3D grid and in the second time they
were produced along the bottom horizon of the 3D grid. The strain tensors results along both
horizons are almost identical which confirms the validity of the vertical extrapolation step.

6.2 DFN Model Creation Approach and Results

6.2.1 DFN Model Creation Approach

The constructed 3D grid consists of 2m thick layers. Upper Grand Essert Formations includes
9 layers, Lower Grand Essert Formations includes 31 layers, and Vuache Formations includes
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Figure 6.2: The top figures illustrate the properties along one Upper Grand Essert Formation. The
bottom figures illustrate the populated properties in the full modelling grid. (Vertical exaggeration of
the window=3).

9 layers. The DFN Generator was run over each layer separately to produce a total of
49 DFN layers (Figure 6.3). All the inputs remained the same except three input models:
the minimum horizontal strain azimuth (), the minimum horizontal strain rate, and the
maximum horizontal strain rate. Due to a limitation in the computational power, the DFN
was run for all layers at three small locations (Figure 6.4). The size for Location 1 and 2
are 500x500m where for Location 3 is 500x800m. The locations were selected to capture the
behaviour of the modelled DFN around the faults and also away from the faults.

6.2.2 DFN Results

In the 3D grid, the 2m layers in the same stratigraphic formation illustrate different values
of Young’s modulus and Poisson’s ratio properties (Figure 6.1). However, the final DFN
model shows that all DFN layers that are generated in one stratigraphic formation have
almost identical fracture network. Therefore, the modelled DFNs are mainly influenced by
the inputs of the strain models and not affected by the inputs of the elastic properties.

Examples of a single 2 m DFN layer in each stratigraphic formations are shown in Fig-
ure 6.5. The produced DFN layers in Upper Grand Essert and Vuache Formations show
fractures, that are away from the faults, oriented almost E-W whereas in Lower Grand Essert
Formation show fractures oriented NNE-SSW. This is similar to the observed fracture pattern
in GEo-01 well. Furthermore, the fractures tend to change their orientation when they are
growing close to the faults. This is a response to the perturbed stress field that is modelled
in the paleo-tectonic stress inversion tool.
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Figure 6.3: A) The modelling grid for the three formations, Upper Grand Essert (green), Lower
Grand Essert (light blue), and Vuache Formations (orange). B) The populated DFN models in all
layers for three the formations at (Location 3). (Vertical exaggeration of the window=5).
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Figure 6.4: Map view of the study area showing the location of the generated DFN models in addition
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DFN in U.Grand Essert Fm.| | DFN in L.Grand Essert Fm. DFN in Vuache Fm.

Figure 6.5: Examples of a single 2m layer of DFN for three formations around GEo-01 location. The
corespondent fracture strike rose diagram from GEo-01 are presented in the right upper corner.

6.3 Evaluation and Discussion of the Results

6.3.1 Fracture Data Extraction and Analysis

The modelled fracture network in the DFN Generator tool consists of two fracture sets. This
is because the DFN Generator considers the growth of two sets of fractures due to the initially
distributed microfractures that are striking perpendicular to the horizontal principal strains.
In addition, the strain is applied until no more macrofracture could nucleate or propagate
and the fracture network becomes fully saturated.

The modelled fracture networks are considered fully anisotropic network. Those fully
anisotropic networks consist of long and unbounded primary fractures that are connected by
short secondary fractures which terminate against them (Figure 6.6 B).

DFN realisation at time=0.06 Ma DFN realisation at time=1.00 Ma

O

Figure 6.6: Close image for the modelled fracture geometry in Upper Grand Essert Fm. around
GEo-01. A) DFN realisation at time=0.06 Ma, B) Final DFN realisation at time=1.00 Ma.
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During the propagation of the fully anisotropic network, the primary fracture set reaches
saturation and stops growing before the secondary fracture set has started to grow (Fig-
ure 6.6 A and B). The primary set is striking perpendicular to the maximum horizontal
strain whereas the secondary set is striking perpendicular to the minimum horizontal strain.

The fracture data of one modelled DFN layer include dip azimuth, dip angle, and length
of the fractures. At Location 1 (500x500m), the number of the modelled fractures is around
95,000 fractures in one DFN layer. The length of the fractures ranges between 0.5 and 30 m
with some exceptions where the length of the fractures can reach up to 75 m. The distribution
of fracture length shows that more than half of the fractures have lengths of less than 3.25m
(Figure 6.7). As expected, the distribution of the fracture dip azimuth of the full fracture
data show two sets of fractures that are perpendicular to each other. For example, one DFN
layer in Upper Grand Essert Fm. at Location 1 illustrates one fracture set dipping towards
north and south and another fracture set dipping towards east and west (Figure 6.8 A).
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Figure 6.7: Histogram of the modelled fractures length in Upper Grand Essert Formation.

To observe the orientation of the primary fracture set, all the fractures that are longer
than 3.25 m are considered as part of the primary fracture set. The full fracture data at
Location 1 from the DFN layer in Upper Grand Essert were filtered by applying a fracture
length cutoff of 3.25 m. The primary set show fractures that are dipping towards north and
south (Figure 6.8 B). The filtering process shows that the primary set accounts for less than
50% of the total fractures in the modelled DFN. The same filter was applied to the DFN data
of the other two formations, Lower Grand Essert and Vuache Formations. (Figure 6.9). All
the fractures in the modelled DFNs have dip angle ranging between 50° and 70°.
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Figure 6.8: Fracture dip azimuth histogram on one DFN layer in Upper Grand Essert Fm. for A)
Full exported data from one layer in Location 1, B) Filtered data using fracture length cutoff=3.25m
in Location 1.
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Figure 6.9: Top: Fracture dip azimuth histogram. Bottom: Fracture dip Angle histogram.
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Discussion

There are different methods to generate DFN models where they can be modelled based
on stochastic generation and geomechanical simulation (Lei et al., 2017). Even though the
stochastic DFN generation approach has the advantage of efficiency and it is applicable for
various scale of 3D problems, it has some limitations. The stochastic approach over-simplifies
the fracture geometries. It also include some uncertainties in statistical parameters and it
ignores the tectonic and the mechanical properties constraints (Lei et al., 2017). On the
hand, the geomechanical DFN simulation approach captures some mechanical characteristics
of natural fractures . It is also constrained with the estimated paleostress fields (Lei et al.,
2017). In this study, the geomechanical DFN approach was chosen because GEo-01 provides a
constraint on the the mechanical properties of the subsurface rocks. In addition, the borehole
fracture data provide an estimation of paleostress field during the fracture formation. Fur-
thermore, a hybrid geomechanics-based stochastic simulation approach was used by Lo (2019)
to generate a DFN model in Geneva Basin. A pure geomechanical modelling approach was
adapted in this study to provide an alternative realization of DFN model in Geneva Basin.
The adapted approach simulates the fracture growth under the constrain of the available
data.

In this section, the advantages, weaknesses and uncertainties that are related to the pro-
duced DFN model will be discussed. Moreover, the implication for the Geothermal application
and the improvement in future work that could be applied will be discussed as well.

7.1 Advantages and Limitation of the Modelling Approach

e One of the advantages of this approach is that it can resemble some of the fracture
attributes. The produced DFN in this study mimics the the observed changed in frac-
tures’ directions in GEo-01 well. This is done by controlling the horizontal paleo-tectonic
stress in different intervals separately.

e Another strength of this approach is that the modelled DFN is constrained away from
the well location by the subsurface fault geometry and far-field tectonic stress. The
fractures growth away from the faults is constrained by the applied horizontal strain
and close to the faults the fracture growth is constrained by the perturbed stress field.

e On the other hand, this approach considers only a single tectonic regime that is respon-
sible for the creation of all fractures. In case of multiple fracture sets that are formed
under multiple tectonic regimes, they can not be simulated using this approach.

e The adapted approach produces DFN model that consist of several layers of layer-bound
fractures. This makes the vertical extent of the fractures limited by the thickness of the
modelled layers.

e The DFN forward modelling requires large computational time.
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7.2 Assumptions and Uncertainties

The constructed subsurface fault geometry has uncertainty regarding the configuration of the
faults. Since the inversion tool is sensitive to the fault geometry, the uncertainty of the fault
geometry affects the paleostress inversion results, in turn, it affects the final DFN model.

The adapted modelling technique simulates the DFN model with the existence of the
fault model. So, the modelled fractures are influenced by the perturbed stress field of the
pre-existing faults. Therefore, this assumption introduces an uncertainty to the produced
DFN model since the relative timing of the faults and the fractures creation in Geneva Basin
is still unknown.

The relative magnitude and orientation of the paleo-tectonic stress are difficult to esti-
mate (Maerten et al., 2016). In this study the configuration of the paleo-tectonic stress was
defined based on the interpretation of the fractures pattern along the well borehole. The
modelled fractures are dependant on the interpreted paleo-tectonic stress configuration. This
introduces uncertainties to the DFN model since different paleo-tectonic stress configuration
will result in different DFN model.

In addition, the strain and the duration of the fractures formation are assumed based on
typical values provided by Welch et al. (2019) and Welch et al. (2020). The produced DFN
model is dependant to those assumptions where different strain assumption can change the
fracture network characteristics.

7.3 Implication for Geothermal Exploration

7.3.1 Applicability for Dynamic Modelling

The fracture networks contributes to the reservoir fluid flow by enhancing the reservoir per-
meability. The produced DFN model is supposed to visualize subsurface natural fracture
network in the targeted reservoir in the study area. One way to evaluate the representative-
ness and the applicability of the produced DFN model to be used for geothermal application
is to upscale it to a permeability model and use it in a dynamic simulation. The aim of this
simulation is to compare the dynamic modeling results with the extended well test which was
performed in GEo-01. Few points have to be taken in consideration regarding the produced
DFN model before using it in a dynamic modelling;:

e The DFN model has limitation in the vertical extent of the fractures where it consist
of multiple layers of layer-bound fractures. This might affect the vertical permeability
of the upscaled permeability model.

e As it is shown in Figure 6.6 in section 6.3.1, the produced DFN consist of two sets of
fractures that are perpendicular to each other. The primary set consists of long frac-
tures and the secondary set consists of very short fractures that are terminating against
the fractures of the primary set. The secondary fracture set account for almost 55% of
the total number of the modelled fractures. Comparing this with the observed fracture
in GEo-01, the secondary set account for 30-40% of the full data. The number of the
fractures in the secondary set in the modelled DFN is overestimated. This overestima-
tion might influence the upscaled permeability model by changing the anisotropy of the
permeability.
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e Furthermore, the the present day in-situ stress orientation can cause fracture opening
or closure where the apertures of fractures will be influenced (Min et al., 2004), Hence
the present day in-situ stress configuration should be taken into account in the dynamic
modelling since it can enhance or diminish the permeability of the natural fracture.

Two main challenges are associated with applying the modelling approach in this study
on a larger scale:

e Creating the DFN model on a larger area using the same limited datasets will result
in an under-constrained model. More data have to be acquired in new locations to
constrain the large scale model.

e Sufficient computational power should be provided for a large scale DFN model creation
since one of the limitation of this approach is that it requires large computational time.

7.3.2 Uncertainties Mitigation and Model Improvement

The fault model geometry has a major influence on the final modelled DFN (see section 5.2.1).
Due to the lack of seismic data, the fault modelling process is associated with lots of assump-
tions and uncertainties. To reduce the uncertainty that is related to the subsurface fault
model, the same DFN modelling approach can be applied again using different fault configu-
rations such as orientation and lateral extension of the faults (e.g. Figure 7.1). The resulted
DFN models from different fault configuration can be compared with the produced one in this
study as well as other studies (e.g. Lo, 2019) by use them as inputs in the dynamic modelling.

Data acquisition is important to reduce the subsurface geological model uncertainty, espe-
cially 3D seismic survey where it provides the best representation to the subsurface geological
model. Furthermore, To better understand the history of the fracture development and to
reduce the uncertainties related to the predicted paleo-tectonic stress, outcrop study focus-
ing on fracture population should be conducted (Doesburg, in prep - MSc 2021-2022). This
will give more insight about the fracture system in a different dimension from the borehole
fracture data such as the geological history, and fault-fracture relative formation timing.

Finally, new hybrid approaches to create DFN models that assimilate the advantages of
different approaches should be investigated. This might help in creating a better fracture
network that resemble the subsurface fracture network in the study area.
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Model 1 Model 2 Model 3

Il'@%

Top view

//

Side view 1

Side view 2

Figure 7.1: Three different fault model configurations in the study area. Model 1 is the base model
that has been used in this study. Model 2 and 3 are possible fault models that are provided by the
Department of Earth Science of the University of Geneva.
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Conclusion

The aim of this study is to reduce the risk of the ongoing Geothermal exploration program by
estimating the influence of the natural fracture on the Lower Cretaceous reservoir in Geneva
Basin. A Discrete Fracture Network (DFN) model was produced to represent the fracture
network in a geothermal carbonate reservoir in the Lower Cretaceous. The work concerns DFN
modelling using a novel workflow that utilizes geomechanical forward modelling techniques.
The DFN model was constructed under the assumption of pre-existing faults. The DFN
model was created using 2D seismic lines in addition to GEo-01 well data including interpreted
fractures using borehole images.

The DFN modelling inputs include geological subsurface model, fracture data, paleo-
tectonic stresses configuration, Young’s modulus and Poisson’s ratio properties. Based on the
2D faults and horizons interpretation, a 3D geological model was constructed. The orientation
of the faults were chosen to have a strike of N068°. In this project, the fracture data are
assumed to be formed under single tectonic regime. The fracture pattern suggests that they
were formed under a normal tectonic regime. The Young’s modulus and Poisson’s ratio
logs were calculated using empirical relations and velocity well log. The calculated Young’s
modulus and Gamma ray logs were used to partition the formations of interest in mechanical
units. The Lower Cretaceous Interval was divided into 9 layers based on rock’s mechanical
layering. The analysis of the fracture data illustrates a change in the direction of the fractures
with depth. This change in fractures’ direction could be explained by the variation in rock’s
stiffness between different stratigraphic layers.

Two techniques were used to model the subsurface fracture network: paleo-tectonic stress
inversion technique and fracture network forward modelling (DFN Generator) technique. The
DFEN creation workflow start by using paleo-tectonic stress inversion tool to evaluated the
fitting between the observe fractures and the interpreted configuration of paleo-stresses under
the existence of the faults. Principal strain tensors, that are related to the interpreted stress
configuration, were produced by the paleo-tectonic stress inversion tool. The principal strain
tensor were used to calculate the strain related models which in turn were used along with
the the Young’s modulus and Poisson ratio models as inputs for the DFN Generator. The
modelled DFN replicates the change in direction of the fractures at the well location. Away
from the well, the DFN model is constrained by the subsurface fault geometry and far-field
tectonic stress.

One of the approach limitation is that it cannot be used to simulate fracture sets that are
resulted from multiple tectonic regimes. Another approach limitation is that it produces only
layer-bound fractures where the fractures’ vertical extend is limited to the top and bottom of
the layers in the constructed 3D grid. Additionally, The forward modelling tool require large
computational power. Several assumptions are made though the DFN generation such as the
orientation of the fault geometry, relative timing between the faults and fracture formation,
and the assumption of the single tectonic regime. Those assumptions introduce uncertainties
to the final DFN model. To reduce the uncertainties of the modelled DFN, more data should
be acquired especially 3D seismic survey to better constrain the subsurface geological model.
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Field study should be conducted to constrain the predicted paleo-tectonic stress and gain
more insight about the fracture system.

The applicability of the DFN model to the Geothermal application can be investigated by
upscaling it to permeability model and use it in a dynamic modelling simulation. The results
of the dynamic modelling can be compared with the extended well test which was performed
in GEo-01. The limitation and the uncertainties of the model should be considered during
the dynamic modelling.
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Fracture Data

Lithology Based

Gompholite

Bioclastic Limestone
Oolithic Limestone

Bioclastic Limestone
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Bioclastic Sandy Limestone

Sandstone Grey Limestone Marl

Sandy Maristone

Oolithic Limestone

Figure A.1: Categorization of different lithology layers.
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Forward Modelling

B.1 DFN Generator Input

Main settings | Mechanical properties = Siress state | Outputs | Control parameters

Mode! name [New DFN |

Gad =

Start column (] index) |: Mumber of columns (| index) 17

Start row (J index) [‘I MNumber of rows (J index) :l

Top of brittle layer (K index) |1 | Bottom of britie layer (K index) |1

Minimum horizontal strain azimuth (deg) = Default value |0 deg
Minimum horizontal strain rate {/ma, tensde negative) | & Defaut value [-0.01 | /ma
Maimum horizontal sirain rate (/ma, tensile negative) | =P Default value |G | /ma

Generate explict DFN7?

Number of intermediate outputs 0 =

Figure B.1: Main settings

B.2 Large DFN Figures
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Main settings | Mechanical properties | Stress state | Outputs | Control |

Young's Modulus (Pa) b Defaut value 10000000000
Poissanis ratio = | Deatvaue
Bict coefficient =[] Defautvake
Friction coefficient on the fractures EI | | Defautt value
Crack surface energy (l/m2) \il Defaut value
Rock strain relaxation time constant {ma) \EI l:l Defauk value
Fracture strain relaxation time constant ma) ’;‘ ,—| Defauk value
Inttial microfracture density fracs/m3) [il | | Defaut value
Intial mcrofracture size dsbuton coeficient'=p| | | Defautvalue
Subcritical fracture propagation index l:l Defauk value
Crtical fracture propagation rate (m/s)

Average mechanical properties across al cels? [ ﬂ

TN

Jim2

ma g
ma g

fracs/m3

Figure B.2: Mechanical properties inputs

DFMGenerator

Main settings | Mechanical properties | Stress state | Outputs | Control p |
Siress distribution scenario I Stress shadow ‘-'l IE
Degth at time of deformation (m) ] |
Mean densty of overlying sediments fka/m?3)

Pty b/

Initial fluid overpressure (Pa) ICI D
S —7

Average stress/strain state across all cells? [] E

« Apply

| [ 0K [Keaes

Figure B.3: Stress State inputs

66




hani 'plm‘ﬁes‘smssshie|0mrh|€umdm|

[ Output intemediate results by time?

[ Output fracture centrelines as polyiines?

[ Calculate fracture connectivity and anisotropy? G

[ Caleulate fracture porosity?
Uniform aperture control data

Output to file
7]

] Wiite implicit fracture data to file?
ﬂ ] Wiite explict fracture data to file?
File type for explicit data FAB w

[ Mehodusedto

Aperture for fractures striking perpendicularto Shmin (m)
Aperture for fractures sirking perpendicularto Shmasx {m)

Size dependent aperture control data

Aperture muttiplier for fractures strking perpendicular to Shmin
Aperture multiplier for fractures striking perpendicular to Shmax

Dynamic aperture control data
Muttiplier for dynamic aperture

Barton-Bandis aperture control data

Joint Roughness Coefficient Compressive strength ratio
Inial normal stress, at zero fracture closure (Pa) Maximum fracture closure m)

Siffness nomal to the fracture, at initial

nomal stress (Pa/mm)

[3]3

detemmine fracture aperture Uniform

I

.0005

IiI H ii ﬁi
&

2500000000

Figure B.4: Outputs control

Main settings
Fracture mode B

Horizontal upscaling factor

- Hd

Max timestep duration [ma); blank for no imit I:I D

Max increase in MFP33 per timestep

Minimum implicit microfracture radius (m)

Mumber of bins used to integrate uFP32
Caleulation termination controls

Max deformation episode duration (ma)

IMax number of timesteps

IMin ratio of cument to peak active MFP33

Min ratio of active to total MFP30

Minimum clear zone volume

oz ]
pes 1@
(O |

I—
joo |
[ ]
]
pon |

Mechanical properti Slﬂsssm‘te|0u1purs|(:mh'dpalameters|

DFN geometry controls

[ Crop fractures at outer boundary of selected celis?
[ Create relay segments?

Maximum consistency angle (deg)
Layer thickness cutoff (m)

[ Create tiangular fracture segments?

Probabilistic fracture nucleation mit l: G

[~ Propagate fractures in order of nucleation?

Search adjacent cell stacks for siress shadows"“ B
Minimum explici microfracture radius (m) I: E

Number of microfracture comerpoints.

]
[

SRR Rl

.TI

Figure B.5: Control parameters
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DFEN in U.Grand Essert-Fm.

Figure B.6: DFN result in U.Grand Essert Formation. The correspondent strike rose diagram is
presented in the right upper corner.
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DF:Ni'n L.Grand Essert Fm...

Figure B.7: DFN result in L.Grand Essert Formation. The correspondent strike rose diagram is
presented in the right upper corner.
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Figure B.8: DFN result in Vuache Formation. The correspondent strike rose diagram is presented
in the right upper corner.
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