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Abstract 

Cognitive Radio (CR) is an energy efficient technique that is capable of 
optimizing the premium radio resources, such as power and spectrum. In this thesis, we 
focus on exploiting spatial diversity for CR. We have adopted two spatial signal 
processing techniques, i.e., Adaptive Beamforming (ABF) and Distributed Beamforming 
(DB) for CR users and CR networks, respectively. 

We have investigated and proposed a Bayesian ABF technique to CR Base 
Station (BS), which is able to direct CR BS main beams to CR users even when the 
Direction of Arrival (DOA) of each CR user is uncertain or completely unknown. 
Consequently by using this method, a CR BS at uplink (receiving) can adaptively 
enhance the signals of CR users by directing its main beams towards their wanted 
directions. We have also developed a Null Broadening (NB) technique for CR BS to be 
capable of generating spread nulls in the beampattern around directions of Primary Users 
(PUs), which guarantees radiated power reduction towards directions of PUs even 
considering scattering and multipath effects. 

We have introduced a DB method to distributed CR networks, which are 
constituted of distributed CR nodes. Two multi beam generating methods have been 
presented for DB to generate more than one main beam towards Distant CR (DCR) users. 
Due to the limitation of the DB method, the main beam of the CR network will be 
extremely narrow considering the possible CR working frequency. Therefore we have 
proposed a Nodes Selection (NS) method to select proper CR nodes from the CR 
network to perform DB, and thus the beampattern has a wider main beam while 
maintaining the lower sidelobe levels towards PUs. 
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Chapter 1 Introduction 

1.1 Research background 

Many appealing applications of wireless communications have been emerging, 
such as mobile internet access, health care, medical monitoring and smart homes. With a 
remarkable growth in designing and manufacturing various sensors, including for health 
care, transportation, environment monitoring and so on, there has been an increasing 
demand of versatile wireless services. Another emerging trend of current wireless 
services is the demand of high data rate wideband services. Today the Universal Mobile 
Telecommunications System (UMTS) is one of the fastest solutions on the market that 
can operate in dispersive environments, but rapid progress of the telecommunications 
market has created a need for newer techniques that can accommodate data rates even 
higher than this, e.g., Long Term Evaluation (LTE), which is the standard of wireless 
communications for 4G. But for 5G or beyond, the preferable solution is to introduce a 
new wireless system as smart as possible to operate flexibly in a dynamic environment. 

Thus there is a need to develop an energy efficient green technique that is capable 
of optimizing the premium radio resources, such as power and spectrum, while 
guaranteeing desirable Quality of Services (QoS). The new techniques should be 
designed to spatially, temporally and spectrally minimize the energy spent to transmit 
information to achieve high energy efficiency. Cognitive Radio (CR) is a promising 
solution meeting this requirement. CR has been initially introduced by Joseph Mitola [1], 
and he described how CR could enhance the flexibility of wireless services through a 
radio knowledge representation language. Though there are different existing definitions 
of CR, all of them deliver six keywords; they are: awareness, intelligence, learning, 
adaptation, reliability and efficiency. CR can be considered as a radio that is able to 
behave as a cognitive system, having at least the capabilities of observing, making 
decisions and adapting, i.e., the three main functions of the simplified cognitive cycle. 

CR is able to utilize the unused spectrum efficiently in a dynamically changing 
environment. It provides three various solutions to accommodate this spectrum for use by 
unlicensed wireless devices without disrupting the communications of the Primary Users 
(PUs) of the spectrum. They “overlay”, “underlay” and “interwave” its signals with those 
of the PUs in such a way that the communications by PUs is as unaffected as possible 
[2]. The underlay approach protects PUs by enforcing a spectral mask on CR signals so 
that the interference generated by CR devices is below the acceptable noise power at the 
PUs. The overlay approach also allows concurrent PUs and CR transmissions, but the 
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enabling premises for the overlay system are that the secondary users can use part of their 
power for secondary communication and the remainder of the power to assist (relay) 
primary transmissions. Based on the idea of opportunistic communication [3], J. Mitola 
proposed the interwave approach. Being able to have dynamic access to the spectrum, 
CR must detect the existing temporary frequency voids, referred to as spectrum holes that 
are not in use by PUs, and then be technically able to autonomously resolve conflicts in 
spectrum access by avoiding interference with incumbent signals. 

CR can achieve efficient radio resource management while providing high data 
rate and reliable wireless communication services via implementation cognitions in three 
domains. They are time, frequency and space domains. With detection and prediction of 
wireless channels, CR in time domain is able to reach the channel capacity via adopting 
the optimal waveforms. By detecting spectrum holes and making use of the temporally 
unoccupied spectrum bands, CR in frequency domain can have efficient utilization of the 
spectrum via employing the interwave spectrum access mode. In space domain, if CR is 
able to transmit signals to its users while ensuring those signals are unable to be received 
by PUs or at PUs the received power of CR signals is below the interference level of 
PUs, CR is able to adopt the underlay spectrum access mode of utilizing the spectrum. 
This helps CR to achieve the most efficient spectrum usage by totally sharing the whole 
spectrum with PUs. 

CR capabilities may also be exploited in Wireless Sensor Networks (WSN), 
which are traditionally assumed to employ a fixed spectrum allocation and characterized 
by the communication and processing resource constrains of low-end sensor nodes[4]. 
Depending on the applications, WSN composed of sensor nodes equipped with CR may 
benefit from its potential advantages, such as dynamic spectrum access and adaptability 
for reducing power consumptions. The latter is the basic and primary requirement for 
green communications. The green CR radio is aiming at pursuing energy reduction to 
operate radio access networks via investigating and creating innovative methods or 
identifying proper radio architecture that enables such a power reduction. 

In this thesis, we pay attention to how to overcome limits in the spectrum and to 
optimize usage of holes in the spectrum. CR can be the solution. The focus of the thesis 
is on the potentials and limitations in CR. By considering space domain, CR can achieve 
full spectrum reuse with PUs via distinguishing itself from PUs by different spatial 
directions. We study the techniques for spatial CR and thus limit the scope of this thesis 
to space domain. We study both transmission and reception techniques for CR networks 
by exploring spatial diversity. Two system models are discussed in detail. First we 
consider a CR Base Station (BS) equipped with array antennas, while CR users and PUs 
have no array antennas and they are located around the CR BS as in centralized 
networks. The second model that we discuss is a distributed CR network, which regards 
CR users in the network as CR nodes and a (sub-) set of these nodes forwards signals to 
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distant CR (DCR) users in the presence of distant PUs. Both of them adopt the underlay 
spectrum access mode to share the spectrum band with PUs. 

1.2 Research Motivations 

As we are exploiting spatial diversity in CR and CR networks, we limit our 
observations to spatial signal processing techniques, i.e., the beamforming technique. 
This technique has first been introduced into Radar and Sonar systems when the designed 
signal and interferences occupy the same temporal frequency band and thus temporal 
filtering cannot be applied to separate signals from interferences. It utilizes the spatial 
diversity taking into account that the desired and interfering signals usually originate 
from different directions. This therefore allows for an approach which spatially separates 
signals from interferences. This beamforming technique, as a spatial filtering technique, 
is nowadays also used in communication systems. 

With the Adaptive beamforming (ABF) technique, a CR BS with array antenna 
can transmit less power towards directions of PUs by spatially directing nulls in the 
antenna pattern towards them. Furthermore, a CR BS with multiple antennas can be 
replaced by a CR network which contains geographically distributed CR users. In the CR 
network, each CR user with a single antenna can be regarded as a virtual antenna element 
of an array. Thus they can form a desired beampattern to direct main beams towards 
distant CR users while null patterns are created towards PUs. This refers to the 
Distributed Beamforming (DB) technique. 

Uplink beamforming (receiving beamforming) is capable of suppressing co-
channel interferences which are caused by PUs transmission. By employing 
beamforming techniques, a CR BS can adaptively enhance the signals of CR users by 
directing its main beams towards their directions. However, since the signals received at 
the CR BS, which are coming from CR users, have low Signal to Noise Ratio (SNR), we 
have to investigate a robust beamforming technique which is able to direct CR BS main 
beams to CR users even when the Direction of Arrival (DOA) of each CR user is 
uncertain or completely unknown.  

Compared with uplink Beamforming, more challenges exist in downlink 
beamforming (transmit beamforming). Since the equipment of CR users and PUs have no 
array antenna, even with nulls in the CR BS antenna pattern towards PUs, the PUs may 
still receive CR signals due to scatter and multipath effects from CR BS signals. As a 
result, beamforming techniques have to be improved or modified to be able to guarantee 
radiated power reduction towards directions of PUs including considerations on 
scattering and multipath effects. 

DB for CR networks is a green technique, because it arranges all CR nodes to 
forward cooperatively the CR signal to DCR users so that the communication range can 
be enlarged. However, the working frequency of the CR network has significant impact 
on the width of the main beam in the beampattern generated by CR networks. 
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Considering a possible working frequency band, e.g., the Ultra High Frequency (UHF) 
band, the width of the main beam will dramatically decrease, which is extremely narrow 
to be applicable. Thus a new DB method or a new structure of the CR network has to be 
presented for practical applications of CR networks. The new method should be able to 
enlarge the main beam in the pattern and should also able to provide sufficiently low 
sidelobes as well. 

1.3 Scope and Novelties of this thesis 

In this thesis we only discuss cases of a single CR BS coexisting with PUs and a 
single CR network coexisting with PUs. Thus there will be no message exchanging 
considered among multiple CR base stations and multiple CR networks. The suggested 
ABF is only applied to a single CR BS with an array antenna, and the DB technique is 
only applied to a single CR network. 

In correspondence to the motivations of the research, the following novelties and 
primary results are delivered in this thesis. 

We propose an adaptive Orthogonal Frequency Division Multiplexing (OFDM) 
Bayesian beamformer for uplink beamforming. The beamformers at the CR BS are able 
to direct main beams towards DCR users while null patterns are formed towards PUs. In 
the presence of interference to the Bayesian beamformer, we present a Projection Method 
(PM) to avoid that the CR BS confuses DOA’s of CR users with those of PUs. 
Furthermore, the weights of the OFDM beamformer are determined iteratively using a 
method which has been developed by us so that the computational complexity is reduced. 
Two spectrum access schemes of modifying the adaptive beamformer weights of OFDM 
signals have been set up and compared. One is the weights-masking technique, which is 
based on the interwave spectrum access mode and the other is the weights-constraint 
technique, which achieves the same full spectrum reuse as the underlay spectrum access 
mode (chapter 3). 

By studying the spatial channel properties, a novel Null Broadening (NB) 
method, which is called Virtual Direction Adding (VDA) technique, has been worked out 
as a downlink beamforming technique for CR BS. The proposed method can form spread 
null patterns towards directions of PUs instead of only a point null pattern. The method 
allows for enhancing the signal power suppression around PUs (chapter 4). 

We introduce the DB technique to the CR network, which is constituted of 
distributed CR nodes. The goal of the DB method is to forward the CR signal to the 
Distant CR (DCR) users, while causing no harmful interferences to coexisting PUs by 
limiting its transmission power towards PUs. This is the same as the ABF technique 
employed by CR BS. Two DB methods have been proposed by us to generate multi 
beams towards directions of DCR users. We group the CR nodes geographically into ring 
and circle ranges and CR nodes located in different ranges directing main beams to 
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different DC users. In the second method CR nodes randomly choose the DCR user to 
direct main beams (chapter 5, section 5.2). 

To solve the problem of the extreme narrow main beam in the pattern when we 
introduce the DB method into CR networks, we propose a novel Nodes Selection (NS) 
method. The presented NS method is based on the differences in beam width of a 
broadside array and an end-fire array. We select those CR nodes, which are able to form 
a full size end-fire array and a reduced size broadside array. This NS method chooses 
those CR nodes, which are located in the “belt” area along the direction of the DCR user 
(chapter 5, section 5.3). 

We also demonstrate an application of the proposed ABF and DB techniques by 
introducing them into a new maritime wireless communication system, i.e., Intelligent-
Worldwide Interoperability for Microwave Access (I-WiMAX). I-WiMAX promises a 
large coverage range, high data rates, efficient spectrum usage, and reliable 
communications in sea/lake scenarios. It consists of Smart Radio (SR) concepts and 
mobile WiMAX. SR introduces two beamforming techniques, ABF and DB, for ultimate 
efficient spectrum utilization and large coverage (chapter 6). 

1.4 Outlines of the thesis 

The organization of this thesis is as follows. 
Chapter 2 introduces several existing concepts of CR, revealing CR intelligence 

and the capability of adaptation, as well as CR applications. It will also explain the 
reason why OFDM is recommended as CR modulation technique. Then the beamforming 
technique will be introduced. We show the reasons, the possibilities and the challenges of 
introducing beamforming techniques to the CR systems. 

Chapter 3 aims at designing a robust adaptive beamformer for the CR uplink to 
direct main beams towards CR users even when the DOA information of CR users are 
inaccurate or even unknown. An adaptive Bayesian beamformer will be discussed and a 
PM method will be presented to modify the Bayesian beamformer in the presence of 
interferences. An adaptive OFDM beamformer for the CR BS with iteratively weights 
calculation will be demonstrated. If some of the OFDM subcarriers are falling into the 
same spectrum band with PUs, two spectrum access modes are considered by presenting 
two weights modifying methods, i.e., weights-masking and weights-constraint. 

Chapter 4 illustrates the necessity of generating spread null patterns towards 
directions of PUs. It shows that the NB method for CR BS downlink beamforming is 
highly required. A new NB method, VDA, is presented and its performance is 
investigated. 

Chapter 5 introduces the DB technique to the CR network, which is constituted of 
distributed CR nodes. In this chapter, we also present two multi main beams generating 
methods: the geographical grouping method and the random initial phase choosing 
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method. To solve the unavoidable extremely narrow main beam in the pattern of the DB 
method, we propose the NS method to enlarge the width of the main beam in the pattern. 

Chapter 6 demonstrates a new maritime wireless communication system, which is 
I-WiMAX. It employs two beamforming techniques, AB and DB, for ultimate efficient 
spectrum utilization and a large coverage. For downlink adaptive beamforming the NB 
method, which has been discussed in chapter 4, is introduced in I-WiMAX to alleviate 
the cochannel effects due to spectrum reusing. In case of a Subscriber Station (SS) is at 
far distance beyond the possible communication coverage range, a relay network formed 
by accessible SS is presented to transmit the signals further to distant SS by employing 
the DB technique proposed in chapter 5. 

Chapter 7 summarizes all main results, draws overall conclusions, and gives some 
recommendations for future work.
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Chapter 2 Adaptive Beamforming (ABF) 
Techniques for Cognitive Radio (CR) 

2.1 Introduction of Cognitive Radio (CR) 

Imagine an intelligent radio, which automatically detects and exploits the empty 
spectrum to offer unlicensed users high data transfer rate. The same radio requires that it 
remembers the communication environments where your calls should be delivered. These 
are the ideas motivating the development of CR, whose control processes leverage 
situational knowledge and intelligent processing to achieve goals related to the needs of 
the user, applications and networks.  

In this introductionary chapter, we first introduce several existing concepts of CR, 
revealing CR intelligence and the capabilities of adaptation. Next we show applications 
and examples of CR, as well as a recommended CR modulation technique.     

2.1.1 Concept of CR  

Though the concept of CR has been introduced, and the prototypes, applications 
and essential components of CR have been developed, the CR community has by far not 
agreed upon exactly what is and is not CR. However, some of the prominent offered 
definitions of CR are the following. 

Joseph Mitola defines CR as “A radio that employs model-based reasoning to 
achieve a specific level of competence in radio-related domain.”[5] 

Simon Haykin defines CR as “An intelligent wireless communication system that 
is aware of its surrounding environment (i.e., outside world), and uses the methodology 
of understanding-by-building to learn from the environment and adapt its internal states 
to statistical variations in the incoming RF stimuli by making corresponding changes in 
certain operating parameters (e.g., transmit-power, carrier-frequency, and modulation 
strategy) in real-time, with two primary objectives in mind: 

-Highly reliable communications whenever and wherever needed; 
-Efficient utilization of the radio spectrum.”[6] 
Coming from a background where regulations focus on the operation of 

transmitters, the Federal Communication Commission (FCC) has defined CR as “A radio 
that can change its transmitter parameters based on interaction with the environment in 
which it operates.” [7] 
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While aiding the FCC in its efforts to define CR, IEEE USA offered the 
following definition [8]: “A radio frequency transmitter/receiver that is designed to 
intelligently detect whether a particular segment of the radio spectrum is currently in use, 
and to jump into (or out if necessary) the temporarily-unused spectrum very rapidly, 
without interfering with the transmissions of other authorized users.” 

The broader IEEE tasked the IEEE 1900.1 group to design CR which has the 
following working definition: “A type of radio that can sense and autonomously reason 
about its environment and adapt accordingly. This radio could employ knowledge 
representation, automated reasoning and machine learning mechanisms in establishing, 
conducting, or terminating communication or networking functions with other radios. CR 
can be trained to dynamically and autonomously adjust its operating parameters.” [9] 

Though there exists no universal agreed CR definition, the above definitions 
reveal some commonalities, such as adaptation and autonomous environment sensing 
abilities. In general, CR is capable of acquiring information about its operating 
environment. Additionally, it is capable of changing its waveform and applying 
information, which implies that CR has intelligent adaptations. 

2.1.2 Applications of CR 

There are many compelling and unique applications of CR due to its intelligent 
and unique characteristics. We only list a few of them which will be used as inspirational 
examples later in this thesis. 

A. Improving spectrum utilization and efficiency 

The growing demand on wireless communication systems to provide high data 
rates has triggered a huge demand on bandwidth that is expected to grow fast in the 
future. Spectrum licensing has been the traditional approach to ensure diverse wireless 
systems. However, after many years of spectrum assignment to meet the ever increasing 
demand, the frequency allocations show a heavily crowded spectrum with most 
frequency band already assigned to different licensed users for specific services [1]. 
However, research performed by various entities such as FCC indicates that the 
assumption of spectrum scarcity is far from real, because there is available spectrum 
since most of the allocated spectrum is underutilized [10].  

Thus a natural question is to explore if there is room in the licensed spectrum 
band to accommodate unlicensed wireless devices without disrupting the 
communications of the PUs of the spectrum. CR provides three various solutions:  
“overlay”, “underlay” and “interwave” [2]. We will explain these three spectrum access 
schemes in the following. 

The underlay approach allows concurrent primary and secondary transmissions in 
a manner as used in Ultra wideband (UWB) systems. Underlay systems protect PUs by 
enforcing a spectral mask on the secondary signals so that the interference generated by 
the secondary devices is below the acceptable noise floor of the spectrum used by the 
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PUs of the spectrum. The spectral mask constraints are compensated by access to a wide 
bandwidth over which the secondary signal can be spread and dispread in order to 
provide sufficient signal-to-noise (SNR) for secondary communications. However, the 
interference power constraints associated with underlay systems allow short-range 
communications only. 

The overlay approach also allows concurrent primary and secondary 
transmissions. The premises for an overlay system are that the secondary users can use 
part of their power for secondary communication and the remainder of the power to assist 
(via relay) the primary transmissions. By careful choice of the power split, the increase in 
the PUs’ SNR due to the assistance from secondary relaying is compensating for the 
decrease in the PUs’ SNR due to interference caused by the remainder of the secondary 
transmit power that is used for secondary communication. 

Based on the idea of opportunistic communication [3], J. Mitola proposed the 
interwave approach. Recent studies conducted by the FCC and industry show that a 
major part of the spectrum is not utilized most of the time. In other words, there exist 
temporary frequency voids, referred to as spectrum holes that are not in use by the 
licensed owners. These gaps change with time and geographic location, and can be used 
for communication by secondary users. Consequently, the utilization of the spectrum is 
improved by opportunistic frequency reuse over the spectrum holes. CR must be 
technically able to autonomously resolve conflicts over spectrum access by avoiding 
interference with incumbent signals. 

B. Improve link reliability 

Before the concept of CR has been proposed, many present adaptive radios are 
able to improve link reliability by adapting power transmission level, modulation or error 
correction [11]. However, as we mentioned before, CR is an intelligent radio, which can 
remember and learn from its past experiences. This goes even beyond simple adaptations. 
An example can be found in [11]. 

C. Less expensive radios 

Though the complexity of the radio control process appears to increase the cost, 
the integration of the cognitive control process may significantly decrease the device cost 
when cognition is available. In fact these cognitive processes should be implemented in a 
software defined control process for which additional computations and thus costs are 
relatively insignificant, especially when compared to the cost of improving the 
performance of the analog components. Adding a couple of hundred software cycles per 
second is virtually costless; improving the performance of a Radio Frequency (RF) front 
end by 3 dB can be a very expensive [11]. Whether included in the transmitter or the 
receiver, CR may facilitate the use of lower cost analog components. 
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D. Distributed antenna arrays 

When a group of subscribers is out of range of an access node and no other 
subscribers are positioned well enough to serve as relay nodes, a set of subscriber devices 
can collaborate with each other in such a way that their effective range can be 
dramatically increased and which is far enough to reach the access point. This illustrates 
the idea of a distributed communication scheme. It requires distributed subscribers to act 
like a radio system with distributed array antennas, and to collaborate with each other to 
forward signals to a distant access node. 

For these distributed schemes, the collaborative transmission algorithm will be 
greatly simplified if each distributed node is aware of its own location and that of the 
distant access node, as well as the locations of the other nodes. The improvement of the 
node intelligence will be of significant aid for the algorithms. If we assume each 
collaborative node is a CR, this necessary information will be easily provided.  

2.1.3 OFDM- A promising modulation scheme for CR 

The multicarrier communication technique has been proposed as a promising 
candidate for the physical layer of CR systems because it can provide a flexible spectrum 
shape that fills the gaps in the available bandwidth without causing interference to the 
PUs [12]. This is commonly referred to as spectrum pooling [13]. Essentially the idea 
behind spectrum pooling is to access the spectrum holes in an “interwave” way, i.e., to 
merge available spectrum holes into a virtual band for the CR users.  

OFDM, the most popular multicarrier technique, has been proposed as first 
candidate for the physical layer of a CR system [12]. Since the OFDM technique has an 
inherent capability to combat multipath fading and avoid inter symbol interference, it is 
especially suitable for wideband wireless communications. In spectrum pooling, CR 
needs to sense the spectrum, and this requires spectral analysis. Since Fast Fourier 
Transform (FFT) can be used for the spectral analysis, and at the same time it is also the 
demodulator of an OFDM signal, the OFDM multicarrier technique is a natural choice 
for CR transmission [14]. 

The time-domain OFDM signal ( )s t  is given by 

 2

1

( ) ( ) , 0m

M
j f t

m s
m

s t g t b e t T



    (2-1) 

where ( )g t  is the time-domain windowing function, mb  denotes the symbol to be 

transmitted at the mth sub-channel, and sT  denotes the OFDM symbol duration. Let 

 ,1CR mF f m M    denote the total set of frequencies that may be used for CR 

transmission and t CRD F  denotes the available set of frequencies at the current time 

slot t. The carriers located at the spectrum band of the PUs network are required to be 
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deactivated, as is shown in Figure 2.1. For instance two frequencies 1 2, tf f D  have 

been selected for the current time slot t. 

 
Figure 2.1 OFDM based CR transmitter at current timeslot t 

2.2 Beamforming techniques  

The term “beamforming” is derived from the fact that early spatial filters were 
designed to form pencil beams in order to receive a signal radiating from a specific 
location and attenuate signals from other locations [15].  

Each system designed for receiving spatially propagating signals often encounters 
the presence of interference signals. If the designed signal and interferences occupy the 
same temporal frequency band, temporal filtering cannot be applied to separate wanted 
signals from interferences. However, the desired and interfering signals usually originate 
from different spatial locations. Then spatial separation can be explored to separate 
signals from interferences using a spatial filter. Therefore, the beamforming technique, as 
a spatial filtering technique, has been widely used and developed in Radar, Sonar and 
communication systems.  

There are two beamforming technologies –ABF and DB. In this thesis we present, 
discuss and apply both of them for use in the CR system. In this section, we explain the 
ABF techniques. More details on DB can be found in chapter 5.  

2.2.1 Basic terminology and concepts of ABF 

ABF is a statistical technique for optimum beamforming. The output of adaptive 
beamformers is optimized to contain minimal contributions due to noise and 
interferences arriving from directions other than the desired signal direction. Next we 
explain several acknowledged adaptive beamformers with different criteria. 

A. General system model of adaptive array antennas 

An adaptive beamformer consists of multiple antennas, with complex weights

1 2[ ]T
Nw w ww  and an adder to add all of the processed signals. For a N-element 
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Uniform Linear Array (ULA) as shown in Figure 2.2, the received signal vector ( )tx  

observed over time 1,2, , tt N   is multiplied by a complex weight vector w . We 

assume that the number of time samples are tN , i.e., there are tN  snapshots. The signals 

after weighting are then summed to form the beamformer output ( )y t  

 
1

( ) ( ) ( )
N

H
n n

n

y t w x t t


  w x  (2-2) 

where H denotes Hermitian transpose, and 1 2( ) [ ( ) ( ) ( )]T
Nt x t x t x tx   are the 

received array signals at time t.  

 
Figure 2.2 Array antennas with beamforming 

 

For an N-element ULA in Figure 2.2, ( )tx  is obtained from: 

 ( ) ( )Ht tx A s  (2-3) 

where  1 2( ) ( ) ( ) ( )
T

Lt s t s t s ts  . ( ),  1,2, ,is t i L   is the ith narrow band far-

field signal impinging on the array antennas, coming from direction i , as shown in 

Figure 2.2. In general, the incident signal ( )s t  with time delay   between receiving 

elements can be written as ( )s t  . If ( )s t  is a narrow band signal, ( )s t   can be 

simply approximated by a phase shift of ( )s t , i.e., 2( ) ( ) j fs t s t e    , where f  is the 

central frequency of ( )s t . Since we adopt the narrow band assumption, it is needed that 

over the relative bandwidth B and for limited sizes of the array aperture (i.e., the physical 
size of the antenna array measured in wavelengths) the condition should be satisfied that 

1B  , meaning that  is much less than the inverse of the relative bandwidth [16]. 

The column of A equals ( ),  1,2, ,i i L a  , which represent the steering vectors of the 

impinging signals, i.e., 

 1 2[ ( ) ( ) ( )]T
L  A a a a  (2-4) 
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  
 

  
a   (2-5) 

where d is the distance between successive adjacent array elements as shown in Figure 

2.2, and   is the wavelength of the impinging signal. In general, to apply ABF 

algorithms, the numerical dimension of the space spanned by ( )ia  should be less than 

N  to be able to solve the matrix equations. In other words, the number of signals 

impinging on the array antenna is required to be less than the number of array elements, 

i.e., L N . 

If we define the autocorrelation matrix xR  by 

 
1

1
( ) ( )

tN
H

x
tt

t t
N 
R x x  (2-6) 

the output power is calculated from 

 
1

1
( ) [ ( )] ( ) ( )

tN
H H H

y x
t

P E y t t t
N 

  w w x x w w R w  (2-7) 

B. Basic ABF algorithms 

The ABF technique can be simply classified as either Direction Of Arrival 
(DOA)- based or as temporal-reference-based [17].  

In DOA-based beamforming, the DOA estimation algorithm passes the DOA 
information to the beamformer. This is used to design a radiation pattern with the main 
beam directed towards the signal of interest and with nulls in the directions of the 
interferers. One example of a DOA-based beamformer is the Minimum Variance 
Distortionless Response (MVDR) beamformer [18], which designs the beamformer 
weights by minimizing the output power of the beamformer, combined with the 
constraint that the response of the beamformer should be unity in the direction of the 
signal of interest. This leads to the condition for the beamforming 

 
1

arg min  ( )

. . ( )=1

y

H

P

s t a 





w
w

w
 (2-8) 

where i  is the DOA of the signal of interest provided by the DOA estimation. The 

minimization produces a beamformer with nulls in the directions of all the interfering 

signals, i.e., ( ),  ,  1,2, ,ls t l i l L   , and a maximum directed towards the desired 

signal ( )is t . The MVDR beamformer computes the weights of each antenna element as 

 
1

1

( )

( ) ( )
x i

MVDR H
i x i


 




R a

w
a R a

 (2-9) 

The covariance matrix can be written as 

 2 ( ) ( )H
x i i i N   R a a R  (2-10) 

where 
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2
l  is the power of the signal source ( )ls t  and 2

n  is the power of the noise. Due to 

( ) 1H
i w a , see equation (2-8), minimizing H

xw R w  is equal to minimizing 
H

Nw R w . Thus the weights of the MVDR beamformer can also be given by 
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The MVDR beamformer is also known as Capon’s beamformer [18]. 
The temporal-reference-based beamformers use a known training sequence to 

adjust the weights, to form a radiation pattern with a maximum towards the signal of 

interest and to create nulls in the patterns towards the interfering signals. If ( )d t  
denotes the sequence of a reference or training symbol known a priori at the receiver at 

time t , an error ( )t  is formed as the difference between the beamformer output ( )y t

and ( )d t . This error signal ( )t  is used by the beamformer to adaptively adjust the 

complex weights w , so that the Mean Square Error (MSE) is minimized, in other words 

 2

( ) (t)

arg min ( ) ( )

Hy t

y t d t

 
     w

w x
 (2-13) 

The choice of weights that minimize the MSE is such that the radiation pattern 
has a beam in the direction of the source that is transmitting the reference signal, and that 
there are nulls in the radiation pattern in the directions of the interferers. Once the 
beamformer has locked on to the reference signal, then the complex weights are 
maintained fixed, and transmission of the data packet begins. The complex weights of 
Minimum MSE (MMSE) are calculated by 

 1
x xd
w R r  (2-14) 

where xdr is defined by 

 *[ ( ) ( )]xd E t d tr x  (2-15) 

where   denotes complex conjugate. 

C. Iterative ABF approaches 

One iterative approach to realize the MMSE beamformer is based on the Least 

Mean Square (LMS) algorithm. This algorithm computes the ( 1)thn complex weights 

using [19]  

 ( 1) ( ) 2 ( )nn n n   w w x  (2-16) 

where   denotes the step size, which is related to the rate of convergence. It also shows 

how fast the LMS algorithm reaches the steady state.  
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For a large eigenvalue spread of xR , the convergence of the LMS algorithm can 

be very slow. One alternative to the LMS algorithm is the exponentially weighted 
Recursive Least Squares (RLS) algorithm. The convergence of the RLS algorithm to find 
the statistically optimum weight is often faster than that obtained using the LMS 
algorithm. More details of the RLS method can be found also in [19]. 

2.2.2 Adaptive beamformers for wireless communications 

Though ABF techniques are initially developed for military applications, it has 
been attracting a growing interest for use in commercial wireless communication 
systems. In general, ABF is regarded as a potential solution for bandwidth limitations. It 
is also called “Smart Antenna (SA)” when ABF techniques are employed by wireless 
communication systems which have array antennas. By exploiting the spatial dimension 
in signal processing, SA systems allow multiple mobile terminals to transmit co-channel 
signals, providing major benefits as described in the following [20]. 

A. Reduction of multipath fading effects 

The effect of multipath fading in wireless systems can be reduced by using 
antenna diversity. Transmit diversity can be used to provide diversity benefits at a 
receiver having multiple transmit antennas only. With transmit diversity, multiple 
antennas transmit delayed versions of a signal, creating frequency-selective fading, 
which is equalized at the receiver to provide a diversity gain [21]. 

B. Increasing coverage 
Multiple antennas capture more signal energy, which can be combined to improve 

the SNR. This array gain of SA systems makes it possible for the best station to cover 
wider areas than traditional single antenna systems. With increased cell coverage, the 
number of cells in a mobile cellular system can be decreased, which reduces the cost of 
infrastructure. Since the SNR is increased at the base station site, a proportionate 
reduction in the power transmitted from the mobile terminal to the base station is 
allowed, resulting in saving mobile devices’ battery life [22]. 

C. Increasing capacity 

Since smart antenna systems exploit the spatial diversity of multiple mobile 
terminals, it is possible to separate co-channel signals and thus increase system capacity. 
SA suppresses interference through the uplink (signal from mobile terminal to base 
station) and downlink (signal from base station to mobile terminal) beamforming and 
resulting into focused beams towards the desired mobile terminal while steering nulls 
towards the others. It can thus significantly improve the Signal-to-Interference Ratio 
(SIR) which determines system capacity [23]. 
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With all these advantages, adaptive SA systems are becoming an integral part of 
3G, and beyond 3G wireless systems and also a promising technique for CR systems, 
which will be explained in the next section. 

2.3 Applying Beamforming techniques to CR 

In this section, we show the reason, the possibility, and challenges of introducing 
beamforming techniques into CR systems. 

2.3.1 Beamforming as an interference cancellation scheme for CR 

As mentioned in section 2.1, CR is envisioned to be capable of sensing and 
reasoning about the operating communication environment and thereby autonomously 
adjusting their transceiver parameters to exploit the underutilized radio resource in a 
dynamic way. Because of the spectrum sharing and opportunistic utilizing nature of CR, 
it inevitably operates in communication environments with intensive interferences. 
Therefore, interference management is essential to the coexistence of PUs and CR 
systems. It can be embedded into a CR system in various aspects of its design varying 
from network planning, radio resource management, Medium Access Control (MAC) to 
physical layer signal processing schemes. The latest is commonly known as Interference 
Cancelation (IC) techniques.  

A few IC techniques have been studied in the context of CR networks [24]. The 
authors in [24] have presented an opportunistic IC scheme for CR receivers to adaptively 
cancel the PUs signals when they are unable to decode these signals. In [25], active 
spectrum shaping, transmit beamforming and transmit precoding techniques have been 
investigated for CR transmitters. Many other IC techniques can be found in [26]. They 
may use a filter based approach, transform-domain approach, cyclostationary based 
approach, higher-order statistics-based approach and spatial processing, also referred to 
as beamforming technique. Besides all the listed IC techniques, there are other types that 
may be also applicable to a CR system, such as non-linear signal processing using a 
neural network and analog signal processing. 

The aim of introducing IC techniques at a CR receiver is to successfully operate 
under high levels of interference from PUs systems. A promising task in CR is to 
perform spectrum sensing and to identify the frequency bands of PUs. Based on the 
sensing results, the CR receiver can then choose to apply different spectrum access 
schemes as we have discussed in section 2.1, as well as apply corresponding IC 
techniques to obtain the optimized performance. Several major IC techniques at receiver 
and transmitter for CR are listed in Figure 2.3. They are the filter-based approach, 
transmit precoding, receive beamforming, cyclostationarity-based approach and higher 
order statistics-based approach. All these methods can be combined and implemented 
with each other. 

 filter-based approach 
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The filter-based approach processes signals in time domain, and aims at 
separating the CR signals and interferences based on their power spectrum properties 
[25].  

 transform domain approaches 
Transform domain approaches, such as transmit precoding, first convert the 

received signal to the transformed domain, remove certain transform components, and 
then use the inverse transform to synthesize the CR signal. Transform domain approaches 
employ different time-frequency analysis tools (e.g. wavelet, short time Fourier 
transform, and chirplet) in order to provide a more powerful means for signal separation 
and classification [25].  

 
Figure 2.3 IC techniques at CR receivers and transmitters 

 
 cyclostationarity-based approach 
The Cyclostationarity-based approach has been proposed as a main approach in 

[3] for spectrum sensing in CR networks. It leverages the statistical properties of 
cyclostationary signals. It is a much more complete tool for signal analysis than those 
just relying on the power spectrum, since it provides more information on the carrier 
frequency, data rate and phase offset [25].  

 higher order statistics-based approach 
Incorporating higher order statistics (orders higher than two) into signal 

processing, the higher order statistics-based approach can provide additional distinction 
on the CR signals and interferences. 

 receiving beamforming technique 
In addition to signal and transform domain, the space domain can also be 

exploited in CR receivers to separate CR signals and interferences if they have different 
spatial signatures. In other words, when CR signals and interferences are coming from 
different directions, an array antenna can adaptively form different beam patterns to 
select the CR signals for receiving. This receiving beamforming technique requires that 
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each CR receiver is equipped with an array antenna to perform beamforming. The 
suppression gain of the receive beamforming technique is high, given a sufficient number 
of antenna elements, and the computational complexity is low [25].  

CR transmission should be well managed to guarantee that PUs services are not 
harmfully interfered. It is therefore important for CR transmitters to adopt certain IC 
techniques to mitigate interferences that may disturb PUs receivers. Figure 2.3 also lists 
two typical transmitting IC techniques for CR.  

 spectrum shaping 
Spectrum shaping has been well investigated in UWB systems and in software 

defined radio. It generates proper waveforms for CR signals to minimize the power that 
may have leakage into the PUs bands.  

 transmit beamforming 
Similar to receiving beamforming, transmit beamforming can be applied to CR 

networks to mitigate interferences to PUs system by generating an emission beampattern 
with nulls towards PUs directions. 

The aforementioned IC techniques can all be applied for CR networks at both 
receiving and transmission. Almost all IC techniques are proposed and discussed based 
on studies of CR transmission and reception in the signal domain, transform domain, 
frequency domain, waveform domain and space domain. Our work focuses on exploiting 
the space domain of CR networks by applying beamforming techniques for both CR 
receivers and transmitters. Next, we explain the feasibility of integrated beamforming 
techniques in CR systems as well as the challenges. 

2.3.2 Beamforming and CR functionality 

Mitola considers nine levels of increasing CR functionality as shown in Table 2.1 
and ranging from software radio to complex self-aware radio [1]. In Table 2.1, we can 
see that adaptation is not new or beyond the functionalities of CR. At level 3 and level 4, 
the ABF technique can be integrated. If ABF is adopted by CR, at level 6, CR gains an 
additional learning capability of the spatial environment. 

Table 2.1 Levels of CR functionality 
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Mitola also introduces the cognitive cycle, as shown in Figure 2.4, as a “top-level 
control loop for CR” to demonstrate how CR could achieve these levels of functionality. 

 
Figure 2.4 The Cognition Cycle [1] 

 
In the cognition cycle, a radio receives information about its operating 

environment (outside world) through direct observation or signaling. This information is 
evaluated (Orient) to determine its importance. Based on the evaluation, the radio 
determines its alternatives (Plan) and choose alternatives (Decide) in a way that 
presumably would improve the result [1]. Assuming a waveform change is deemed 
necessary, the radio then improves the alternative (Act) by adjusting its resource and 
performing the appropriate signaling. These changes are then reflected in the interference 
profile presented by the CR in the outside world. As part of this process, the radio uses 
these observations and decisions to improve the operation of the radio (learn), perhaps by 
creating new modeling states, generating new alternatives, or creating new evaluations. 
Actually the implementation of beamforming can be obtained during the procedures of 
Observe, Decide and Act. No learning ability is involved in the beamforming procedure. 
However, when beamforming is integrated in the CR cognition cycle, the intelligence of 
CR can give smartness from beamforming by information sharing during processing 
steps of Orient and Plan. From this point of view, the beamforming technique also 
benefits from being part of CR due to its high level of intelligence. 

2.3.3 Challenges of introducing beamforming to CR 

The reason of introducing beamforming to CR is for IC management. The 
interferences of a CR system can be classified into two types: intra- and internetwork 
interferences [25]. Intranetwork interferences are also known as self-interference, which 
refers to interference caused within the CR network. It exists in every wireless 
communication system and there are plenty of techniques established to mitigate them 
effectively. 
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On the other hand, internetwork interference refers to the mutual interference 
between the PUs and CR networks. The problem of internetwork-interference 
management is twofold. First, CR transmitters need to carefully control their emissions to 
guarantee that the Quality of Service (QoS) of the PUs is not harmfully degraded by CR 
transmissions. Second, CR receivers should be able to effectively combat the interference 
from PUs to successfully decode CR signals and to provide useful QoS in CR networks. 
The problem of internetwork-interference management is extremely important for CR 
networks [25].  

As a new metric to assess the interference in an underlay scheme, the interference 
temperature model has recently been proposed [6], which characterizes a worst-case 
interfering scenario in a particular frequency band and at a particular geographic location. 
In other words, it represents the maximum amount of interference that a receiver can 
tolerate. CR users are then allowed to use a frequency band as long as their transmissions 
do not violate the interference temperature limits. Several modified interference models 
have been proposed as more practical models for interference at primary receivers [27]. 

If CR intends to use the same spectrum band as PUs, the interference avoidance 
ability of CR transmitters has been considered by introducing the concept of an exclusion 
region [25]. As illustrated in Figure 2.5, an exclusion region is defined as a disk centered 
at a PU with a radius R. Any CR transmitter within the exclusion region is regarded as a 
harmful interferer and it is therefore forbidden to transmit.  

 

 
Figure 2.5 Coexistence of PUs and CR with exclusion regions 

 
However, with a beamforming technique, the CR Base Station (BS) can transmit 

less power towards directions of PUs by spatially directing nulls towards them, as shown 
in Figure 2.6a. In Figure 2.6a, instead of being silent, CR users which are located within 
the exclusion region of PUs can be active. CR BS can still communicate with those CR 
users by employing beamforming techniques. The CR BS is thus required to be equipped 
with multiple antennas to perform beamforming, which applies weights on the antenna 
array to form the desirable beam.  
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Furthermore, the CR BS with multiple antennas in Figure 2.6a, can be replaced 
by CR networks which contain geographically distributed CR users, as shown in Figure 
2.6b. In such CR networks, each CR user has a single antenna but is regarded as a virtual 
antenna element in an array. Thus they can form a desired beampattern to direct main 
beams towards distant CR users while nulls in the pattern are created towards PUs. This 
refers to a DB technique, which we will discuss and demonstrate for application in a CR 
network in chapters 5. 

 
Figure 2.6a Coexistence of PUs and CR with ABF techniques 

 
 

 
Figure 2.6b Coexistence of PUs and CR with DB techniques 

 
Uplink beamforming (receiving beamforming), is clearly capable of suppressing 

co-channel interferences which are caused by PUs transmission. By employing 
beamforming techniques, the CR BS can adaptively enhance the signals of CR users by 
directing main beams towards their directions, even when the location information of CR 
users are imperfect. In chapter 3, we present robust adaptive beamformers for a CR 
system as examples of utilizing and realizing uplink beamforming techniques. 
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Most challenges exist in downlink beamforming (transmit beamforming). It can 
be applied to the CR BS for mitigating interferences to PUs by adaptively choosing 
weights on the transmit antenna elements to form an emission pattern with nulls towards 
directions of PUs. Implementation of a CR BS is more difficult and complicated in 
downlink beamforming than uplink beamforming. As can be seen in Figure 2.6a, CR 
users and PUs are not equipped with array antennas, and thus they have omnidirectional 
antennas instead. Therefore, even with nulls in the pattern towards PUs, the PUs may still 
receive CR signals due to scatter and multipath effects. As a result, we propose to spread 
nulls in a wider range around the direction of PU via employing a NB method, which 
will be discussed in detail in chapter 4. 

Figure 2.6b illustrates that DB can be applied to CR networks to eliminate 
interference to PUs and to forward signals to distant CR users. The geographical 
distribution of the CR network leads to difficulties of generating a specific beampattern. 
However, DB provides an efficient and statistical way of directing main beams towards 
DCR users while nulls are made towards PUs. We will present a new DB method in 
chapter 5, as well as several schemes to select a smaller number of CR users in the 
network to become transmitters, in order to save the energy in the whole network. 

2.4 Summary     

CR is an intelligent radio system, which senses the communication environment 
and then adapts to it automatically. It improves the spectrum utilization and efficiency by 
providing underlay, overlay and interwave spectrum access schemes. 

The beamformer can be regarded as a spatial filter, which enhances the signal 
coming from directions of interest while it attenuates other directions. It is capable of 
separating signals which are unable to be distinguished temporally or spectrally. 
Beamforming in general is achieved by forming a desired beampattern with main beam 
and nulls towards the required directions. There are two available beamforming 
techniques, ABF and DB for use in the CR system and CR networks. In this chapter, 
ABF is mainly discussed by introducing several adaptive beamformers as well as an 
iterative way of realizing it. 

For CR, beamforming techniques are part of realizing cognition functionalities 
and can be integrated into its cognition cycle. Thus we propose the beamforming 
technique as an effective IC technique for the CR system. We propose that the CR BS is 
equipped with array antennas and thus it is able to flexibly direct the main beams towards 
CR own users while nulls are made towards PUs, when the CR system and PUs are 
coexisting with each other. Uplink beamforming is easier compared to downlink 
beamforming, because many available receiving beamforming techniques may be used. 
Downlink beamforming is a major challenge, which should be designed so that the power 
of the received signal at PUs due to CR BS transmission is lower than the required 
interference temperature. 
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Chapter 3 Uplink Adaptive Beamformers for CR 

3.1 Introduction 

As we have described in section 2.3, adaptive beamformers can be employed by a 
CR system as an efficient spectrum utilization technique due to its spatial filtering 
functionality. At uplink an adaptive beamformer at the CR BS can receive signals from 
CR users while mitigating signals from PUs, as shown in Figure 2.6a. In this figure, by 
utilizing the adaptive beamformer, the CR BS can direct main beams towards CR users 
while nulls in the pattern are made towards PUs. This spatial CR technique allows the 
CR system and PUs share the same spectrum band, because the CR system can at uplink 
distinguish the CR signals from PUs signals by exploiting the spatial diversity technique. 
As shown in Figure 2.6a, each CR user has an omnidirectional antenna pattern rather 
than a directional one. Thus CR users have to limit their transmission power in order to 
avoid interferences to each PU due to their transmissions. This is required because the 
interference power received at each PU should stay below its interference temperature, as 
we have discussed in chapter 2. It is noticed here that, at the CR BS it is difficult to 
estimate the accurate DOAs of CR users when the received signals from CR users have 
low SNR, and also suffer from multipath channel effects. As we know the performance 
of adaptive beamformers degrades substantially due to the imperfect knowledge on the 
array response, such as uncertainty of DOA, array calibrations and more [28-30]. 
Therefore, we need robust adaptive beamformers for the CR system to direct main beams 
towards CR users while DOA information of CR users are inaccurate or even unknown. 

Investigations done to improve the robustness of adaptive beamformers [31-34] 
have resulted into the diagonal loading technique, the Linear Constrained Minimum 
Variance  beamformer (LCMV), the eigenspace-based approach and the worst-case 
performance optimization, respectively. These methods can combat DOA uncertainties, 
but they are often conservative and only suitable in case of small DOA errors [35].  

Different from the above mentioned methods we can use the Bayesian 
beamforming technique, which is able to estimate signals when the DOA is uncertain or 
completely unknown [36]. Applying a Bayesian model, the uncertain DOA is assumed to 
be a random variable with a prior distribution that describes the level of uncertainty. Thus 
the adaptive Bayesian beamformer can be considered as a combination of a conditional 
MVDR estimator and the data-driven posterior distribution function of DOA data. The 
Bayesian beamformer can be characterized by its adaptive learning ability via the 
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evolution of the posterior distribution for a wide range of SNR and data size, as has been 
explained in [35]. 

The adaptive Bayesian beamformer works perfectly in non-interference cases. 
However, when interference is present, or if its DOA is close to that of the desired signal, 
the adaptive Bayesian beamformer confuses these two directions and consequently fails 
to direct the null and main beam in the pattern towards the required directions. 
Beamforming technique allows CR BS to have access to the frequency band of PUs and 
reuse the same frequency band that used by PUs. Thus the CR BS receives PUs signals 
and immediately regards them as interferences. We then make use of a PM to solve the 
interference problem for the adaptive Bayesian beamformer. By projecting received 
signals on the orthogonal space of the steering matrix of interferences, we eliminate the 
presence of interferences in the approximation of the covariance matrix. The proposed 
method guarantees that the adaptive Bayesian beamformer is capable of directing main 
beams towards CR users even in case of low SNR and uncertainty of directions, while 
directing nulls towards directions of PUs even when DOAs of PUs are close to CR users.  

Though the adaptive Bayesian beamformer presented in this thesis is only for 
narrowband systems, we can also apply it in the OFDM wideband system, which is 
regarded as the most proper modulation scheme candidate for CR, as we have discussed 
in paragraph 2.1.3.  

ABF techniques in the context of wireless communications have already been 
applied to OFDM systems. In [37] a pre-FFT transform beamforming scheme to suppress 
the delayed signals of the desired user beyond the guard band has been described, while 
in [38] an adaptive OFDM beamformer has been proposed based on DOA estimation and 
maximum Signal to Interference plus Noise Ratio (SINR) criterion. In general, there are 
two kinds of adaptive OFDM beamformers at receiving side for an OFDM system, the 
pre-FFT [39] and the after FFT [40]. In this chapter, we adopt the adaptive OFDM 
beamformer at the receiving side with the after (post-) FFT structure, because it provides 
a more robust Bit Error Rate (BER) performance and always performs better than the 
pre-FFT beamformer [41]. 

To calculate the weights of downlink beamforming, the authors in [42, 43] have 
proposed a method to determine the downlink beamforming weights based on those of 
the uplink, which operates in different frequency bands. Based on this algorithm, we 
present here an iterative weights calculating method, which is less time consuming and 
has a smaller computational load; it will be discussed in paragraphs 3.3.1 and 3.3.2. 

For the CR OFDM system, we consider both spectrum pooling and spectrum 
sharing techniques, and then present two methods to further modify the weights of 
adaptive OFDM beamformers for the CR system. If the adaptive OFDM beamformer 
utilizes spectrum pooling, which means that CR can access the spectrum in the 
“interwave” spectrum access scheme, then at uplink the CR BS forces the weights for 
those carriers which are in the same frequency bands with PUs, to become zeroes, as 
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shown in Figure 3.1a. This method masks some of the weights of the adaptive OFDM 
beamformer for OFDM subcarriers, and we call it “weights-masking technique”, which 
will be discussed further in paragraph 3.3.3.  

Another efficient way of utilizing the spectrum is to require those weights to 
direct nulls to PUs in the space domain, in order to avoid PUs signals to be received by 
the CR BS from those directions. As a result, at uplink, the CR BS is capable of 
separating its own users from PUs. In this chapter, we present an adaptive OFDM 
beamformer for the CR BS based on a weights-constraint method described in paragraph 
3.3.4. The weight-constraint method gives extra constrains on the weights of those 
OFDM subcarriers which are in the spectrum band with PUs, rather than simply giving 
them up. This method is visualized in Figure 3.1b. 

 

 
Figure 3.1a Weights-masking technique for adaptive OFDM beamformer  

(subcarriers 16 31f f  and 32 47f f  are deactivated) 

 
 

 
Figure 3.1b Weights-constraint technique for adaptive OFDM beamformer 

(constraints on subcarriers 16 31f f  and 32 47f f ) 

 
If we replace in the adaptive receiving OFDM beamformer systems the MMSE 

beamformer after the FFT by the adaptive Bayesian beamformer, we can achieve an 
adaptive OFDM Bayesian beamformer, which will be discussed in detail in paragraph 
3.3.5. The adaptive OFDM Bayesian beamformer adopts the weights-constraint method 
and thus is robust to CR users with low SNR and uncertainty in DOA estimations when 
they are coexisting with PUs.  

For simplicity of derivation of all the results, we assume there is only one desired 
signal source per CR user, and per OFDM subcarrier. The case of more than one the 
desired signal sources can also be handled by our work. An example of more than one 
CR user is shown in section 3.4 on simulation and analysis. 
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3.2 Adaptive Bayesian uplink beamformers for CR 

In this section, we propose a PM to ensure the CR BS to direct main beams 
towards CR users and nulls towards PUs via employing adaptive Bayesian beamformers. 
First we introduce the adaptive Bayesian beamforming technique and then we present our 
PM. 

3.2.1 Adaptive Bayesian beamformer with MMSE criterion 

We consider the model of a CR system coexisting with PUs in the same area and 
refer to Figure 2.5a. We adopt the array antenna model in Figure 2.2 for the CR BS by 
considering a CR BS that has a ULA containing N antenna elements. The total number of 

PUs are L, and their directions are 1 2, , ,PU PU PUL   . LA  denotes the steering matrix 

of the array in the directions of PUs and is defined by 

 1 2[ ( ) ( ) ( )]L PU PU PUL  A a a a      (3-1) 

where 
2 2
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 

a   , d is the distance 

between successive adjacent array elements and   is the wavelength of the narrowband 

signals. If we assume there is only one CR user and 1( )s t  is its transmitted signal, the 

received signal at the array antenna of the CR BS in the presence of PUs can be described 
by 

 ( ) ( ) ( )t t t x As n  (3-2)  

where 

 1[ ( ) ]LA a A  (3-3)  

 1 1 2( ) [ ( ) ( ) ( ) ( )]T
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1  is the DOA of the CR user, 
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is the 

direction vector of the CR user, and ( ) ( 1,2, , )PUls t l L   are the transmitted signals of 

the lth PU. ( )tn  is Additive Gaussian White Noise (AWGN). The PUs signal sources 

and noise are considered to be statistically independent. The covariance matrix of the 
received signals in equation (2-6) can be written as 
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where 2
1  is the power of 1( )s t , 

2
,  1,2, ,l l L    is the power of the lth signal and 

2
n  is the variance of the noise. In order to know the communication environment, the 

DOA of the PUs, as well as other parameters of the communication environment are 
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estimated by the CR BS before starting its transmission. Therefore the CR BS has a prior 

information on 1 2, , ,PU PU PUL   .  

The MMSE beamformer minimizes the difference between the array output and 
the desired signal, as shown in equation (2-13). When the DOA of the desired signal is 
known, the solution of the MMSE beamformer is: 

 1 2
1 1 1( ) ( )MMSE x  w R a  (3-6) 

When the DOA of 1( )s t  is unknown, it is assumed to be a random variable with 

a prior distribution function ( )p   defined on a set of Q points 1 2{ , , , }Q  θ  . Let 

X denote a collection of tN  array observations. The Bayesian MMSE beamformer 

becomes [36]: 

 2 1
1

1 1
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i i i iB MMSE x
i i

p p    

 

  w X w R X a  (3-7) 

where ( )ip  X
 
is the posterior distribution of i . Given the observations, ( )ip  X  is 

determined and approximated in [36] by:  
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where  xR  is the estimation of xR , and xa  is a normalization factor that ensures the 

function integrates to one, i.e., 
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for calculating xR , we can write for  xR  
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By replacing xR by  xR , the adaptive Bayesian beamformer can be realized by 

performing equations (3-8) and (3-7).                                                       

To achieve a relatively simple form of ( )ip  X , the authors in [36] have 

assumed that there is no interference signal impinging on the array antenna, which 
implies that 

 2 2
1 1 1( ) ( )H

x n    R a a I  (3-10) 

When interferences are present (these interferences should be considered as 

signals transmitted by PUs) ( )ip  X
 
is very difficult to be implemented, because xR  

is actually a function of the covariance matrix of interferences [44]. In addition, if the 
DOA of a PU is close to the DOA of the CR user, the adaptive Bayesian beamformer will 
probably include the DOA of the PU in the prior learning process, i.e., 

,  1, 2, ,PUl l L  θ  . Consequently, the adaptive Bayesian beamformer will confuse 
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these two directions due to the approximation of the posterior distribution function

( )ip  X . In order to guarantee that the approximation of ( )ip  X  is still valid in 

equation (3-8), we present the PM to eliminate the effects of the interference during 
Bayesian beamforming. 

3.2.2 Projection Method (PM) 

We define B and LB  by the following equations: 

 1( )H H
L L L L

B I A A A A  (3-11) 

The eigenvectors 1 2, , , N Lb b b are corresponding to the non-zero eigenvalues of 

B spanning the orthogonal complement space of LA , which has been defined in 

equation (3-1). With 

  1 2L N LB b b b   (3-12) 

The condition H
L L B A 0  is then satisfied, where 0  denotes a zero matrix. We define 

 ( ) ( )H
Lt tz B x     (3-13) 

Using H
L L B A 0  and the result in equation (2-3), the covariance matrix of ( )tz  yields 
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where 1 1( ) ( )H
z L a B a . When there are tN  snapshots available, the estimation of zR

can be written as 
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Using equation (2-13) and equation (3-6), the weights in the MMSE beamformer of ( )tz  

satisfy the following two equations: 
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 1 2
, 1 1 1( ) ( )MMSE z z z  w R a  (3-17) 

We denote the weights of the adaptive Bayesian beamformer of ( )tz  as ,B zw , which 

are calculated by 
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where Z  is a collection of observations of ( )tz  
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and za  is a normalization factor that ensures the function integrates to one, i.e., 

1

( )
Q

z i
i

a p 


 
  
 
 Z  . 

 We obtain the weights of the adaptive Bayesian beamformer of ( )tx  by 

 , ,B x L B zw B w  (3-20) 

It is easy to verify that 

 , ,
H H H
B x L B z L L w A w B A 0  (3-21) 

We define the array output signal ( )y t , and the MSE error ( )t  by 

 ,( ) ( )H
B xy t tw x  (3-22) 

and 
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w x  (3-23) 

Using the result in equation (3-16), we can prove that the MSE error is the same as the 

adaptive Bayesian beamformer with input signal ( )tz  
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The basic steps of the PM are the following. We first calculate LB , and then 

replace ( )tx  by ( )tz . By assuming that the received signal at the array antenna is 

( )tz , we then calculate ,B zw , which is shown in equation (3-18). The final step is to 

project ,B zw  to ,L B zB w , expressed in equation (3-20).  

During the Bayesian estimation procedure in equation (3-18) and (3-19), we 

eliminate the covariance matrix of interferences successfully because zR , which is 

defined in equation (3-14) contains no interference but only the desired signal 1( )s t  and 

the noise. Thus, we are allowed to use the approximation of ( )ip  X  given in literature 

[36].  

3.3 Adaptive uplink OFDM beamformers for CR 

3.3.1 OFDM adaptive beamformer with iterative weights calculating 

Figure 3.2 gives the system configuration of the adaptive OFDM beamformer for 
CR. The MMSE beamformer is an “after FFT” for receiving and is called the post-FFT 
beamformer. Its basic idea is to regard OFDM signals as a combination of several 
narrowband signals, so that the weights of the receiving MMSE beamformer are decided 
after Multicarrier Modulator/Demodulator (FFT) blocks and thus for each OFDM 
subcarrier. We assume the radio channel is an AWGN channel. 
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As shown in Figure 3.2, if one set of weights mw  for the mth OFDM subcarrier 

is computed, others will be deduced by mapping them into different frequency bands via 
transposition matrix T, which is determined by two steering matrixes of different OFDM 
subcarriers. This transposition technique has been proposed for calculating the weights of 
downlink beamforming based on those of uplink in [42, 43], where both of the downlink 
and uplink operate in different frequency bands. We employ it in our work to determine 
the OFDM adaptive beamformer weights. 

The array antenna in Figure 3.2 is assumed to be a ULA, containing N array 

elements, the distance between two consecutive element is 0 / 2 , where 

 0

2

L H

c

f f
 


 (3-25) 

and ,  L Hf f  are the lowest and highest frequencies of the OFDM signal, respectively. 

We assume that there are M OFDM subcarriers 

 ( 1) , 1,2, ,  
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
  (3-26) 

 

 
Figure 3.2 System configuration of an adaptive OFDM beamformer 

 
The posterior FFT beamforming technique divides the OFDM signal into M 

different subcarriers, so that the beamforming technique for narrowband signal sources 
can be applied to each OFDM subcarrier. We consider the same model in section 3.2.1, 
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except that both the CR BS and CR users transmit OFDM signals. The received signal 
decomposed by the mth OFDM subcarrier is: 

 ( ) ( ) ( ), 1,2, ,  m m m mt t t m M  x A s n   (3-27) 

where mA is the steering matrix of the mth OFDM subcarrier, 

  ,[ ], 1, 2, ,    m m L m m MA a A   (3-28) 
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( )m PUla is the direction vector of the mth subcarrier for the lth PU signal, 1( )m a  is the 

direction vector of the mth subcarrier for the CR user. ( )m tn in equation (3-27) is 

AWGN, and 

 1, 1, 2, ,( ) [ ( ) ( ) ( ) ( )]T
m m PU m PU m PUL mt s t s t s t s ts   (3-32) 

, ( ),  1,2, ,PUl ms t l L 
 
is the decomposed part of the lth PU signal at mth frequency band 

and 1, ( )ms t  is the decomposed part of the desired signal at mth OFDM frequency band. 

We first discuss the MMSE beamformer for the OFDM system, which minimizes 
the difference between the array output and the desired signal, as shown in equation (2-

13). Assuming that 1, ( ),  1,2, ,ms t m M   is the desired signal, MMSE weights of the 

mth subcarrier ,MMSE mw  satisfy the relation  

 1 2
, , 1 1,( )MMSE m x m m m w R a  (3-33) 

where, ,x mR  is the autocorrelation matrix of the received signal which have been 

demodulated on the mth subcarrier, 
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[ ( ) ( )] ( ) ( ) ( ) ( )
L

H H H
l mx m m m m m m m PUl m PUl n m

l

E t t       


   R x x a a a a I  (3-34) 

2
1,m  is the power of 1, ( )ms t  and 2

,n m  is the power of ( )m tn . 

We then present the adaptive OFDM beamformer with an iterative weights 
calculation method, which adopts the transposition matrix T. We want to build a 

relationship between mA  and m iA . One simple way is to define a matrix which can 

map m iA  to mA  by ,  1 ,m m i m i m m m i M      T A A . An obvious solution of 

calculating m m i T  is to use equation (3-35).  

   ,  1 ,m m i m m i m m i M


     T A A  (3-35) 



Chapter 3                                                                 

32 
 

where ( )A is the pseudo-inverse of A. In [42] the author has presented a similar way to 

define a transposition matrix for mapping the steering matrix from uplink at a frequency 
band to downlink at other frequency band. The same method has also been utilized in 
[43]. 

In order to explain the iterative weights calculation method, we assume that every 

PU utilizing the frequency bands  1 Mf f . If this is not satisfied, OFDM subcarriers 

may fall into different frequency bands of PUs. An example can be seen in Figure 3.1a 
and 3.1b. We will then adopt two different schemes: weights-masking and weights-
constraint, which will be explained in detail in paragraphs 3.3.3 and 3.3.4.  

Since the optimal weight ,MMSE mw of the MMSE beamformer also satisfies: 

 ,

, 1

, ,

argmax ( )

. . 

MMSE m

H
MMSE m m

H
MMSE m L ms t




 

w

w a

w A C
 (3-36) 

where C is a 1 L constant vector, and each entry of C is much smaller than

, 1( )H
MMSE m m w a , indicating the depth of nulls directed in the beampattern towards the 

interferences. 

The weight for the ( )thm i  subcarrier ,MMSE m iw  can be obtained from: 

 , , ,  1 ,H
MMSE m i m m i MMSE m m m i M     w T w  (3-37) 

Using the property  

 1 1( ) ( )m m i m i m    T a a  (3-38) 

 , ,m m i L m i L m   T A A  (3-39) 

it is easy to verify that: 

 

, ,

,

, 1 , 1

, 1

, , , , , ,

( ) ( )arg max arg max

( )arg max

MMSE m i MMSE m

MMSE m

H H
MMSE m i m i MMSE m m m i m i

H
MMSE m m

H H H
MMSE m i L m i MMSE m m m i L m i MMSE m L m

 





    

    

 






  

w w

w

w a w T a

w a

w A w T A w A C

  (3-40) 

3.3.2 Computation complexity analysis 
The computation complexity is evaluated by counting the number of complex 

multiplications. We assume that the weight of the MMSE beamformer for the first 
OFDM subcarrier has been obtained. If we do not apply an iterative weights-calculating 
method, each weight of OFDM subcarriers can be computed independently by using 
equation (3-33). The complex multiplications of the estimation of the covariance matrix 

in equation (3-34) is of the order  2
tO N N . The ( )O   is an asymptotic notation, 
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which learns that the number of multiplications for each MMSET  is of the order of

3 2( ) ( 1)N N M   . Repeating equation (3-33) for ( 1)M  times leads to a number of 

complex MMSET  multiplications of the order of    3 2 2 1tO N N N N M    .  

For the iterative weights calculating method, the weights in equation (3-37) can 

be further written as  , 1 1 ,( ) ( )
H

H
MMSE m m m MMSE m 



 
    

w A A w . Due to the fact that 

,( )H
m MMSE mA w  is repeated during each iteration, we can store it to avoid repetition of the 

calculations. To calculate  1( )m 


A , the number of complex multiplications becomes 

of the order     3 2
1 2 1O L N L   . The computational complexity of the iterative 

weights-calculating method is therefore        3 2
1 2 1 1 ( 1)O L N L N L M       .  

Table 3-1 shows the results of ( )MMSEO T  and ( )iterativeO T . We can see from table 

3-1 that the adaptive OFDM beamformer with iterative weights-calculation has less 
complex multiplications than that of the MMSE beamformer. When we increase the 
number of array antennas, the computational load reduction of the iterative weights 
calculation method becomes even more significant. 

 
Table 3-1 Number of complex multiplications of the MMSE beamformer and the beamformer with 

iterative weights-calculation 
Simulation parameters ( )MMSEO T  ( )iterativeO T  

10 5 100 64tN L N M    5(7 10 )O   5(0.6 10 )O   

20 5 100 64tN L N M    5(30 10 )O   5(1 10 )O   

3.3.3 Adaptive OFDM beamformer with weights-masking 

When employing the spectrum masking technique, the OFDM ABF weights of 
those subcarriers in the OFDM system, which are in the frequency bands of PUs, need to 
be set to zero. This beamforming technique deactivates the weights for those OFDM 
subcarriers, as shown in Figure 3.1a. 

We define: 

 ,1 ,2 ,MMSE MMSE MMSE M  w w w w   (3-41) 

 ,1 ,2 ,WM WM WM WM M  w w w w   (3-42) 

w is an N M matrix, where each column consists of the weights of the MMSE 

beamformer of the mth OFDM subcarrier, which is computed iteratively using the 

method presented in paragraph 3.3.1. WMw  are the M weights of the weights-masking 

method. 
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The OFDM ABF with masking weights are: 

  ,
,

,  

0,  
MMSE m m PU

WM m

m PU

f f

f f

 
 



w
w  (3-43) 

where PUf  is the frequency band occupied by all PUs, which are then forbidden for CR 

to be used. We define the following vector and matrix : 

 ,

1,   
( ) , 1,2, , ;  1,2, ,

0,  
m PUl

PU l m

f f
l L m M

else


 


M     (3-44) 

  1 ,1:
1

( ) ( )
L

CR N L M PU l M
l

 


 M 1 1 M   (3-45) 

where ,( )m nA  denotes the (m, n) element in matrix A, which is at the mth row and nth 

column. ,1:( )m NA  denotes the vector of the mth row of matrix A. ( )M N1  denotes an 

M N  matrix with all ones as its elements. 
1

L

l
l

α  means that 

1 2
1

L

l L
l

α α α α  , where  is the Hadamard product, which is an element by 

element multiplication of two vectors or in a matrix. Then we can write for the weights of 
the weights-masking method 

 WM CRw w M  (3-46) 

3.3.4 OFDM adaptive beamformer with weights-constraint 

We assume that the lth PU utilizes the frequency bands PUlf  and that some of 

the OFDM subcarriers of the CR systems are allowed to access those frequency bands. 

For the mth OFDM subcarrier mf , we assume that the total number of PUs, which 

utilizes this same frequency band mf  is ml . Without losing generality, we assume that 

ml  is the biggest among 1 2, , , Ml l l . If m PUlf f , we define the weights of the mth 

OFDM subcarriers of the MMSE beamformer by mγ , which are designed to satisfy: 

 

2

1,

,

arg min ( ) ( )

. .   
m

m m

H
m m m

m
H
m l m l

E t s t

s t

      
 

γ
γ x

γ
γ A C

 (3-47) 

where , 1 2( ) ( ) ( )
m ml m m PU m PU m PUl    A a a a  . 

ml
C  is a 1 ml  vector containing 

the constrained constants, which controls the depth of the nulls. Based on equation (3-

28), we can further define mA  by  

 1 ,[ ( ) ],   1, 2, ,
mm m l m m M A a A   (3-48) 
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The size of matrix mA  is ( 1)mN l  . It now looks like that the transformation 

matrix m m i T  defined in equation (3-35) may not be possible to be calculated, due to 

our assumption that ,  1 ,m i ml l m m i M     . This problem can be overcome by 

making the modification defined as 

 
 

  m m i

m i
m i

l l N





 

 
 
 
 

A
Q

0
  (3-49) 

The size of the zero matrix “ 0 ” in m iQ  is ( )m m il l N  . By constructing the 

matrix of m iQ , we then define a new transposition matrix T by 

 ,  1 ,m m i m m i m m i M     T A Q  (3-50) 

Now we can adopt equation (3-37) to calculate the weights iteratively  

 
H
m m im i m  γ T γ  (3-51) 

We can prove the following results 

 
   

1 1 1

, , , 1:
( )

arg max ( ) arg max ( ) arg max ( )
mmm i

m i m i

m i m i m m
m i

m m i m i

H H H
m m im i m i m m i m m

l lH H H
m m im i l m i m l m i m l m l l

l l l


  



 

 


 

   


   

 

  


  
    

   

γ

γ a γ T a γ a

I
γ A γ T A γ A C

0

(3-52) 

where  
1:m

m i
l l 

C  denotes a vector consisting of the first m il   elements of the vector 

ml
C . 

We define  

 1: ,
1

,   
( ) ,  1, 2, ,

( ) ,  elsewhere
m m PU

N m
N

f f
m M








γ
G

0
   (3-53) 

where 1: ,( ) N mA  denotes the mth column of matrix A. Then we derive the weights of the 

weights-constraint method by 

  ( )CW CR N M CR  w w M G 1 M   (3-54) 

The weights-constraint beamforming technique steps are summarized as follows: 
1) Choose one of the OFDM subcarriers which is not in the same frequency bands 

occupied by PUs, e.g., ,  n n PUf f f ; 

2) Calculate the MMSE beamformer weights w  based on ,MMSE nw  for all 

OFDM subcarriers using the weights iterative calculation method, as given by equation 
(3-37); 

3) At the same time, compute the constrained weights for those OFDM 
subcarriers which are in the frequency band with PUs. First select the OFDM subcarrier, 

which is in the frequency band most used by PUs, e.g. mf , and then calculate the 
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constrained weight mγ  for this OFDM subcarrier mf . Using the weights iterative 

calculation method, derive the weights for other OFDM subcarriers based on mγ , as 

shown in equation (3-51); 
4) Use equation (3-54) to compute the final weights for all OFDM subcarriers. 

3.3.5 Adaptive OFDM Bayesian beamformer with constrained weights 

If we substitute for the “after FFT” MMSE beamformer in Figure 3.2 the adaptive 
Bayesian beamformer, we can achieve the adaptive OFDM Bayesian beamformer. 

For the weights-masking method, no PM is needed because no signal receiving or 
transmitting by the adaptive Bayesian beamformer take place at those OFDM subcarriers, 
which are in the same spectrum band with PUs. However, when we introduce the 
weights-constraint method in the presence of PUs signals, the PM is suggested to be 
applied. Similar to the PM, the weights-constraint method also adds additional nulling 
directions in the pattern as can be seen in equation (3-47). Thus, the weights-constraint 
method is applicable to calculate the Bayesian weight of those OFDM subcarriers, which 
are in the same spectrum bands as used by PUs. 

We define ,B mw  as the Bayesian weights for the mth OFDM subcarrier, which is 

not in the same frequency band as utilized by PUs, ,  1,2, ,m PUf f m M   . ,B mw  can 

be obtained by using equation (3-7) which has been discussed in section 3.2 concerning 
the adaptive Bayesian beamforming technique for narrowband signal sources. If we 

define mB  by 

 1
, , , ,( )

m m m m

H H
m l m l m l m l m

B I A A A A  (3-55) 

the eigenvectors ,1 ,2 ,, , ,
mm m m N lb b b  which correspond to the non-zero eigenvalues of 

mB  span the orthogonal complement space of ,ml mA . We define 

 , ,1 ,2 , mm L m m m N l  B b b b   (3-56) 

 ,( ) ( )H
m m L mt tz B x  (3-57) 

 1
1, 1, , , ,( ) ( ) ( ) ( )

m m m m

H H
m m l l m l m l m ms t s t tC A A A x  , (3-58) 

and we assume that the received signal of the array antenna decomposed at the mth 

OFDM subcarrier is ( )m tz  and consider 1, ( )ms t
 
as the desired signal of the MMSE 

beamformer. The MMSE beamformer weights ,z mw  should satisfy the following 

equation  

 
,

2

1,, , ( ) ( )arg min
z m

H
mz m z m mE t s t    w

w w z   (3-59) 

The weight for the mth subcarrier can be obtained from: 

 1
, , , , ,( )

m m m m

H T
m m L z m l m l m l m l

 γ B w A A A C  (3-60) 
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It is easy to verify that: 

 ,

1,1, ,

, , , ,

( ) ( ) ( ) ( )arg min arg min
m z m

m m m m

H H
mm m m z m m

H H H
m l m z m m L l m l l

E t s t E t s t        

   

γ w

γ x w z

γ A w B A C C


 (3-61) 

Thus we can achieve the adaptive Bayesian weights mγ by equation (3-60). 

Substituting mγ  in equation (3-51), we then can obtain the constrained weights of all 

the OFDM subcarriers ,B CWw
 
for the adaptive OFDM Bayesian beamformer. 

3.4 Simulations and results  

In the simulations we assume that the CR BS in Figure 2.6a and is equipped with 
a ULA. For narrowband signals, the distance between two successive array antenna 

elements equals half the wavelength (
2

d


 ). For the OFDM signal, we assume that

0

2 L H

c
d

f f


 

 , 
which is consistent with equation (3-25). We chose for 300MHzLf   

and 320MHzHf  . Different numbers of OFDM subcarriers are simulated and 

compared. In addition, both Gaussian and Rayleigh channels in Figure 3.2 are taken into 
account. Figure 3.3-3.8 consider Binary Phase Shift Keying (BPSK) modulation, while 
Figure 3.9 and Figure 3.10 adopt Quadrature Phase Shift Keying (QPSK) modulation. 

Figures 3.3 and 3.4 show the results of adaptive Bayesian beamformers with and 
without adopting the PM as proposed in paragraph 3.2.2. Figures 3.5a and 3.5b show the 
beampatterns of the adaptive OFDM beamformers based on MMSE beamformers and 
employing weights-masking and weights-constraint methods, which we have presented 
in paragraph 3.3.3 and 3.3.4, respectively. Figures 3.6 and 3.7 demonstrate the 
beampatterns of the adaptive OFDM Bayesian beamformer via adopting weights-
constraint methods with different number of antenna elements. Figures 3.8a and 3.8b 
show the beampatterns of the adaptive OFDM Bayesian beamformer by employing 
weights-constraint methods with two CR users. Figures 3.9 and 3.10 consider the BER 
performance of the adaptive OFDM Bayesian beamformers in Gaussian and Rayleigh 
channels, respectively.  

For understanding all results we return to Figure 3.3. This figure shows the 
learning performance of the Bayesian beamformer. We consider a ULA with 10 antenna 

elements ( 10N  ). We assume one CR user, which has a DOA of 1 =4  , and its SNR 

is 15dB . Meanwhile we assume there are two participating PUs coexisting with the 

CR system; their DOA’s are 2 3= 20 ,  =20    , and the SNR of both of them are 

10dB . The prior distribution function is chosen to be uniform over [ 10 ,  10 ]   . The 

number of the DOA candidates in equation (3-7) is assumed to be 21Q . Thus the step 
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size of calculating the posterior distribution function in equation (3-8) is 1 . We consider 

the length of the learning sequence tN  is 100, which indicates that 100 snapshots of the 

received signal of the array antenna are utilized. We can see from Figure 3.3 that when 
the SNR of the CR signal is lower and the data size is shorter, the Bayesian beamformer 
focus on the prior information of the DOA. As a result, the Bayesian beamformer tends 

to cover the whole angle range of [ 10 ,  10 ]    when tN  is small. When tN  is large, the 

Bayesian beamformer adapts to the data and points at the implicit estimated DOA, via the 
Bayesian mixture in equation (3-7).  

 
Figure 3.3 Learning procedure of an adaptive Bayesian beamformer 

 
In Figure 3.4, we assume that the DOA of one participating PU is moving close to 

the CR user, i.e., 3=10   instead of 3 =20  . Other simulation assumptions remain the 

same with those in Figure 3.3. We can learn from Figure 3.4 that the adaptive Bayesian 

beamformer fails to direct the main beam towards the CR user, when 3  is included in 

the DOA candidates, which is defined over the interval of [ 10 ,  10 ]   . However the PM 

keeps the direction of the main beam towards the CR user. In addition, it also displays 
deeper nulls towards directions of PUs. 

 
Figure 3.4 Adaptive Bayesian beamformer with Projection Method 
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Figure 3.5a and Figure 3.5b compare the beampattern of the adaptive OFDM 
beamformer based on the MMSE beamformer with weights-masking and weights-
constraint methods. In Figure 3.5a and 3.5b, we adopt the same assumption of DOA and 
SNR of PUs and the CR user as for Figure 3.3. For the OFDM signal, we assume there 

are 64 OFDM subcarriers ( 64M  ). Each of the participants as PUs occupies 16 OFDM 

subcarriers of the CR BS, as is indicated in Figure 3.1a and 3.1b. As discussed in 
paragraph 3.3.3, weights-masking beamforming method gives up the OFDM subcarriers 

from 16f  to 47f  for use in PUs, i.e. only the first and last 16 subcarriers will be 

considered to be active for CR. Therefore, in Figure 3.5a the OFDM subcarriers from 
16f  to 47f  are deactivated. As a result, the weights for those subcarriers are zeros, i.e. 

, 0,  16,17, ,47MMSE m m w  , while with the weights-constraint beamforming method, 

CR can employ all the OFDM subcarriers. 
ml

C  in equation (3-47) is chosen to be 

3 3[10 10 ]  .  

 
Figure 3.5a Adaptive OFDM beamformer using the weights-masking method 

 

 
Figure 3.5b Adaptive OFDM beamformer using the weights-constraint method 
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Figure 3.5a and 3.5b both demonstrate that the adaptive OFDM beamformer can 
direct its main beam towards the CR user by iteratively calculating the weights of each 

OFDM subcarrier. In Figure 3.5b, the MMSE beamformer of the OFDM subcarriers 16f  

to 31f  directs nulls towards the direction of 20   to the first PU, while the MMSE 

beamformer of the OFDM subcarriers 16f  to 47f  displays nulls towards the direction 

of 20  to the second PU. 

 
Figure 3.6 Beampattern of the adaptive OFDM Bayesian beamformer using the weights-

constraint method and N=10 antenna elements 
 
 

 
Figure 3.7 Beampattern of the adaptive OFDM Bayesian beamformer using the weights-

constraint method and N=20 antenna elements 
 

Figure 3.6 shows the contour figure of the beampattern of the adaptive OFDM 
Bayesian beamformer with the weights-constraint method when the DOA of the CR user 
is close to those  of PUs. We consider the same simulation assumptions as in Figure 3.4 
for each OFDM subcarriers. The allocation of OFDM subcarriers are the same as in 
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Figure 3.1b. We can see clearly two nulling areas. One is towards the direction of 20   

performed by OFDM subcarriers 16f  to 31f , and the other is towards the direction of 

10 , performed by OFDM subcarriers 32f  to 47f . The main beam shifts around 2  , 

due to the closeness of 1  and 3 . 

Figure 3.7 considers the same simulation conditions as in Figure 3.6 but with 
more antenna elements. We assume 20N  . We know that with more antenna elements, 

the main beam of the adaptive beamformer becomes narrower and consequently we can 
achieve higher direction resolution. Figure 3.7 proves this result. It shows that when we 
employ more antenna elements of the array, the adaptive OFDM Bayesian beamformer 
can direct the main beams accurately towards the DOA of the CR user even when it is 
close to that of a participating PU. 

 

 
Figure 3.8a Frequency bands utilization of CR OFDM subcarriers and PUs 

 

 
Figure 3.8b Adaptive OFDM beamformer using the weights-constraint method for two CR users 

 
Next, we show the beampattern of the adaptive OFDM beamformer with different 

spectrum utilization of PUs and two CR users. In Figure 3.8a the first participating PU, 

which DOA is 20  , utilizes the frequency bands of OFDM subcarriers 16f  to 47f . 

We assume that there is another CR user, which has a DOA of 50  and its SNR is 

10dB . The rest of the simulation assumptions are the same with those of Figure 3.5a 

and 3.5b. As shown in Figure 3.8b, the adaptive OFDM beamformer based on weights-
constraint method can direct two main beams towards two CR users, respectively. 

Meanwhile the OFDM subcarriers 32f  to 47f  , which are in the same frequency bands 
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utilized by both participating PUs, are able to display both two additional nulls towards 

20   and 20 , at the same time. 

Figure 3.9 adopts the same simulation parameters with those in Figure 3.5a and 
3.5b. It shows the BER performance of the adaptive Bayesian beamformer via employing 
weights-masking and weights-constraint methods in Gaussian and Rayleigh channels, 
respectively. A Rayleigh channel of two delay paths is here considered: the time delays 

are 0.1 s   and 0.2 s  . The path loss of the two delay paths are considered as 

10dB  and 15dB , respectively. To cope with the multipath, we consider adopting 

Cyclic Prefix (CP) for the OFDM symbol, the length of which is decided to be one 
quarter of the length of an OFDM symbol. In Figure 3.9, the length of CP is 

1 1
64 0.8 

4 20M
s   . Since we mainly focus on the spatial performance of the adaptive 

OFDM beamformer, we do not pay attention to channel estimation and equalizer at the 
receivers. QPSK as a modulation technique is assumed. The power of every transmitted 

bit is bE . The SNR ( 0/bE N ) of the CR user changes from 10dB  to 4dB . It can be 

seen from Figure 3.9 that the weights-masking method achieves lower BER due to the 
fact that it utilizes less number of OFDM subcarriers for transmission and reception. The 
BER performance of the Rayleigh channel is worse compared to the Gaussian channel.  

 
Figure 3.9 BER of Adaptive OFDM Bayesian beamformer with weights-masking and weights-

constraint methods M=64 
 

Figure 3.10 considers also the BER performance as in Figure 3.9 but with less 

number of OFDM subcarriers. We here consider 32M  , and thus the OFDM symbol 

duration is reduced to 
1

32 1.6 
20M

s  . Consequently the capability of coping with 
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multipath effects is decreased. Figure 3.10 shows that the BER performance with 32 
OFDM subcarriers is in general slightly worse compared to the situation with 64 OFDM 
subcarriers. 

 

 
Figure 3.10 BER of the Adaptive OFDM Bayesian beamformer with weights-masking and 

weights-constraint methods M=32 
 

The bit rates of the weights-masking method and weights-constraint method of 
Figure 3.9 are calculated by the following equations: 

 232 log 4
20M 16M (bit/s)

1
64 1

4

WMR


  
   
 

 (3-62) 

 264 log 4
20M 32M (bit/s)

1
64 1

4

CWR


  
   
 

 (3-63) 

Equation (3-62) and (3-63) illustrate that the weights-constraint method can 
achieve a double transmit/receive rate compared with the weights-masking method. 

3.5 Summary 

We have presented two types of adaptive OFDM beamformers for the CR system 
at the up link to successfully receive signals from CR users while rejecting signals from 
PUs. They are the adaptive OFDM MMSE beamformer and adaptive Bayesian 
beamformer. The latter is suggested for the CR BS to perform beamforming when signals 
of CR users have low SNR and their DOAs are unknown or uncertain. 
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We proposed the PM to solve the problem of adjacent interferences coexisting 
with the desired signal sources for the adaptive Bayesian beamformers. When we apply 
the adaptive Bayesian beamforming technique with the PM for the OFDM beamformer, 
the CR BS can direct main beams towards the CR users accurately even when the DOA 
of the CR user is close to that of a participating PU. However, when the DOA of the CR 
user and that of a participating PU is too close to be separated, we suggest to increase the 
number of antenna elements of the array antenna to achieve better angular resolution. 

We have calculated all the weights of adaptive OFDM beamformers for different 
OFDM subcarriers iteratively, which has less complex multiplication computations than 
the independent weights calculation for each OFDM subcarrier. Using the iterative 
weights calculation method, which we have adopted in this chapter, it will save 
computation time for weights calculation of the adaptive OFDM beamformer. 

Based on different spectrum access schemes that CR adopts, we have proposed 
weights-masking and weights-constraint methods to modify the beamforming weights for 
those OFDM subcarriers which are in the same frequency band as PUs. The weights-
masking method is adopted for the “interwave” spectrum access mode; it simply 
deactivates those OFDM subcarriers which are in the PUs frequency bands. The weights-
constraint method benefits from higher spectrum efficiency by forcing the weights of 
those OFDM subcarriers to direct pattern nulls towards PUs. It is shown by simulations 
that the weights-masking method has a slightly better BER performance than that of the 
weights-constraint method. However, the latter can achieve a double bit rate for the CR 
OFDM system.  
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Chapter 4 Downlink Adaptive Beamformers 
with Broadened Nulls for the CR system 

4.1 Introduction 

At uplink, by introducing ABF techniques, the CR BS in Figure 2.6a can direct 
the main beams towards CR users while displaying nulls towards PUs. This ensures that 
the transmitted signals of CR users can be detected and then selected to be received by 
the CR BS via beamforming as discussed in chapter 3. 

For downlink beamforming, the CR BS in Figure 2.6a should not disturb PUs, if 
it adopts the same spectrum bands with PUs. As we have discussed in chapter 2, the 
interferences to each PU caused by CR transmission should be kept below the 
interference temperature. By studying the properties of the spatial channel of PU, we 
discuss and propose a new IC technique for adaptive downlink beamformers which can 
be employed by the CR BS. 

 
Figure 4.1 Spatial channel observed at the PU with scattering from the CR BS 

 
As indicated in chapter 2, PUs are unable to receive signals transmitted by CR if 

we do not consider wave scattering or reflecting effects and assume that the CR BS 
points null patterns towards PUs’ directions. However, a more practical case is shown in 
Figure 4.1. The objects around PUs are reflecting or scattering CR signals to PUs, which 
indicates that only putting pattern nulls towards the PUs by the CR BS is not enough to 
satisfy the interference criteria. Based on Figure 4.1, the study of the Angle of Arrival 
(AOA) of scattered or reflected waves is essential to describe the principle how the CR 
signal could be received by PUs.  
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The received signal and power spectra at the Mobile Station (MS) have been 
studied in [45-47]: it has been found out that they depend on the probability density 
function (pdf) of the AOA of the scattered wave. Clarke has considered a uniform AOA 

pdf over [ , )   [45]. However, it has been argued and experimentally demonstrated 

that the scattering encountered in many environments results into a non-uniform pdf for 
AOA at MS [46]. The authors in [47] have suggested a two-parameter Von Mises pdf as 
a flexible and generalized model for the pdf of AOA, which includes non-istropic 
scattering cases, and also the isotropic one as a special case. The pdf is given as [47], 

 
cos( )

0

( ) ,  [ , )
2 ( )

ple
p

I l

  



   




     (4-1) 

where 0( )I  is the zero-order modified Bessel function, p accounts for the main 

direction of the AOA scatter components. Parameter 0l   controls the width in the 

AOA of the scattering components. Figure 4.2 shows the ( )p   for different l  and 

0p  . 

 
Figure 4.2 Von Mises pdf for the AOA of scattering components at the MS as function of   

around 0p   

 
In Figure 4.2, if the CR BS only directs a pattern null towards a specific 

participating PU, the signals transmitted by the CR BS towards adjacent directions may 
be reflected or scattered to this PU. Thus pattern nulls which can be generated by 
adaptive beamformers are not sufficient enough for energy depression, because the 
power around the nulling direction may also leak into the PU due to spatial scattering. 
We suggest that a certain range of spreading nulls should be generated around the 
direction of the PU. Therefore, we introduce the NB technique for the adaptive 
beamformer of the CR BS at downlink beamforming. 

The NB technique has originally been developed as a robust array beamforming 
technique. It is also regarded as a beampattern synthesis method. Mailloux in [48] has 
presented a NB method as a simple modification of the covariance matrix of the received 
signal. In [49], a similar NB algorithm has been presented by applying a transform to the 
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same covariance matrix. Both methods are capable of providing notches at the locations 
of the interfering signals. In [50], these two NB algorithms have been defined as 
Covariance Matrix Taper (CMT) methods, and have been considered as effective robust 
ABF techniques, imparting robustness into the adaptive pattern by a judicious choice of 
the null placement and width. In [51, 52] it has been proved that NB is able to extract 
moving targets with a smaller number of snapshots to be derived from the covariance 
matrix in sonar applications. As for wireless communication, NB has been employed in a 
cellular communication system [53], and particularly an example has been given in Space 
Division Multiple Access (SDMA) systems for downlink beamforming. In [53], three 
different NB schemes have been compared. They are the Angular Spread (AS)-based 
approach, high order NB and multiple nulling. All of them have been shown to increase 
the SINR at the MS. What is more, they have also illustrated that NB for downlink 
beamforming is quite essential in the propagation environment in case AS is used. 
Recently in [54], a constrain optimization approach for NB has been proposed based on 
semi-definite programming. This NB method could also broaden the main beam for a 
desired detection and consequently it achieves a better coverage. Another iterative NB 
method has been discussed in [55] for suppressing side lobes in applications of array 
beampattern synthesis in case a low number of interference signals exist and high 
iteration speed is needed. 

We present a new NB method in section 4.2, which is called Virtual Direction 
Adding (VDA). The new NB method gives us a closed-form relationship between the 
weights of the MVDR beamformer and those with broadened null patterns. Based on this 
result, we show that the weights of the adaptive OFDM beamformers using this NB 
technique can also be calculated iteratively by using the method that we have proposed in 
chapter 3. By filtering the weights of the NB beamformer, we also propose a method in 
section 4.2 that can achieve deeper depth in the broadened null patterns. We consider the 
window functions as our filters since their frequency responses successfully suppress side 
lobes. The depth of the broadened null patterns can be adjusted by choosing different 
window functions as filters or different parameters corresponding to the same window 
function. 

In section 4.3, we demonstrate and compare the proposed VDA method with 
CMT, showing that the VDA method for the CR BS downlink beamforming is highly 
required and it decreases the interferences to PUs significantly. Both VDA and CMT 
methods are further discussed and shown to generate deeper nulls in the patterns using 
the filtering method. 

4.2 A new Null Broadening (NB) method - VDA 

In this section, we first introduce the CMT method which has been discussed in 
[50]. Then we will present our new NB method, VDA. Later we discuss how to control 
the depth of the null patterns in the NB method. 
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4.2.1 CMT method 

We adopt the same model as introduced in paragraph 3.2.1. The uplink 
covariance matrix can be written by using equation (3-5), 

 
22 2

1 1 1
1

( ) ( ) ( ) ( )
L

H H
luplink x PUl PUl n

l

      


   R R a a a a I  (4-2) 

We then can estimate 2
n , 2

l and ( ),  1, 2, ,PUl l L a  by  2

n , and 

 2

,  ( ),  1,2,...,l PUl l L  a , which helps us to calculate the covariance matrix of the 

interference and noise for the downlink beamformer,  

 
 2 2

1

( ) ( )
L H

l nN PUl PUl
l

   


 R a a I   (4-3) 

The CMT method has been proposed to be employed for the uplink mode [50]. 
However, when it is used for downlink beamforming, it needs to reconstruct the 
covariance matrix of the interference plus noise for downlink beamforming [54], which is 
shown in equation (4-3).  

The weights of the MVDR beamformer at downlink are: 

 
1

1

1
1 1

( )

( ) ( )

N
MVDR H

N



 






R a
w

a R a



 
 (4-4) 

In order to produce a notch of width W in each interference direction, in the CMT 

method it is required to calculate CMTR  by the Hadamard product of NR  and NBT , 

i.e., 

 CMT N NBR R T  (4-5) 

where 

 ,( ) sinc[( ) / 2]NB m n m n W T  (4-6) 

,( )NB m nT  represents the element of matrix NBT , which is located at the mth row and the 

nth column. sinc( )  is defined by 
sin( )

sinc( )
x

x
x




 . W is the width between the 

outermost nulls in the beampattern, which has been defined in [48] . In [48], the author 

has assumed that if there is a signal coming from direction j , by adding more signal 

sources around j , the adaptive beamformer is able to generate spread nulls in the 

beampattern around j . If the outermost signal source is at direction of i , the 

following relationship between j  and i  has been defined by 

sin sin / 2i jd d W   , where d is the distance between successive adjacent array 

elements. 

By using CMTR in equation (4-5) instead of NR , we can find the weights in the 

CMT method, 
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4.2.2 VDA method 
By using the series expansion for the sinc function [56], 
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the downlink covariance matrix VDAR of interference plus noise for the VDA method can 

be described by 
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If V   , we can prove that  

 CMT VDA
R R  (4-10) 

We can further rewrite equation (4-9) by converting 
VDA

VR  into an iterative sequence 
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and ( )diag α  spans a diagonal matrix with each element of vector α  on the main 

diagonal. Equation (4-13) shows that the calculation of V
VDAR  can be performed 

iteratively.  
The proof of equation (4-11) is shown in Appendix A. 
Equation (4-11) illustrates that the modification of the received signal of the Vth 

iteration is to add two parts to that of the (V-1)th. The first part is considered as one 

additional signal source, which has the following array vector 1( )V
VDA PUla , where 

2 ( 1)sin( )2
sin( )

1

2
( ) sin sin sin

3 3 3

PUl
PUl

TN
j jV

VDA PUl V V V

W W N W
e e

  
   

             
      

a  (4-14) 

The second part is considered as another additional signal source, which has the 

following array vector 2 ( )V
VDA PUla , where 
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By adding the signals coming from the above two directions at each iteration, the VDA 

method displays a broadened pattern null around ,  1,2, ,PUl l L   . The VDA method 

gives an implicit explanation of the modification of the covariance matrix of the 
downlink beamformer by demonstrating its iteration property. To achieve the wanted 
width W of the broadened pattern nulls by performing V times iterations, we define the 

starter width of the VDA method as 0W , where 

 0 12V

W
W   (4-16) 

Equation (4-10) shows that CMTR  is an infinite expression for VDAR . VDAR

approximates CMTR  by only considering the first V items of the infinite sequence, 

which is shown by equation (4-9). Using the result in equation (4-8), the approximation 
is valid when 
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or 
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For example, we consider that the CR BS utilizes an array antenna with 10 array 

elements. If we choose 2V   and 0.2W  , we need to satisfy the following equation 

in order to properly approximate CMTR  by 2
VDAR , 
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Since equation (4-18) is sufficiently valid, we can derive the iterative calculation 

of 2
VDAR  by using equation (4-11) and (4-12). We derive 

 1
1,1 1,1 2,1 2,1

1 2 2

3 3 3VDA N N N  R R D R D D R D  (4-20) 

 2 1 1 1
1,2 1,2 2,2 2,2

1 2 2

3 3 3VDA VDA VDA VDA  R R D R D D R D  (4-21) 

The reconstructed covariance matrix of 1
VDAR  in equation (4-20) is given in the 

scheme of Figure 4.3, while the covariance matrix of 2
VDAR

 
in equation (4-21) is given 

in the scheme of Figure 4.4. 
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Figure 4.3 Reconstructed covariance matrix of the VDA method for V=1 

 
 

 
Figure 4.4 Reconstructed covariance matrix of the VDA method for V=2 

 

If we adopt V
VDAR  instead of NR  in equation (4-4), we can compute the weights 

VDAw of the VDA method. We can derive 
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 0
VDA MVDRw w  (4-23) 

where 

  1
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V V V
VDA V VDA V V VDA V


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The proof of equation (4-22) is shown in Appendix B. 

Equation (4-22) shows that 1V
VDA
w  and   

11 1VV V
VDAVDA VDA

    
R R I w  only differ in 

scale.  
Next we apply the VDA method to adaptive OFDM beamformers for CR as we 

have discussed in chapter 3. We consider the same model for the CR system as proposed 
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in section 3.3. We assume the weights of the Vth iteration of the VDA method for the mth 

OFDM subcarrier are 
,

V
VDA mw . 

We further define 
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where 


,l m , ( )m PUla  and 
2

,n m  in equation (4-25) are estimations of ,l m , ( )m PUla  

and 2
,n m , which have already been defined in equation (3-31) and (3-34).  

The adaptive MMSE adaptive beamformer using the VDA method for all OFDM 
subcarriers can then be computed iteratively from: 
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and m m i T  have been defined in equation (3-35).  

The proof of equation (4-29) is shown in Appendix C. 

4.2.3 VDA with depth control 

So far we have shown how CR BS can generate broadened null patterns with 
defined width W. Next we will explain how to deepen these broadened nulls in the 
pattern. 

The array beampattern ( )f   can be written as, 

 ( ) ( )H
MMSEf   w b  (4-31) 

where 
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b  . The above equation shows that ( )f   

can be regarded as the Discrete Fourier Transform (DFT) of MMSEw , with sampling at 

2 sin /d   , i.e, ( ) { ( )}f w n  . We include the frequency response of the window 

functions, which suppresses the sidelobes of the signal in frequency domain. Thus, by 

filtering MMSEw  by a window function, we can suppress the side lobes of ( )f  , which 
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will result in deeper nulls. In order to investigate the impact of windows, we assume a 

window function ( )h n , and ( ) { ( )}jH e h n  . The length of ( )h n  is wN . Then 

based on the property of DFT, we have 

 ( ) ( ) { ( ) ( )}jf H e w n h n    (4-32) 

Thus the new weight w  is calculated from 

 ( ) ( ) ( )w n w n h n   (4-33) 

where   denotes convolution. We can also write equation (4-33) in a matrix form as: 

  1

2 ( 1)

( )

( )
w

N N

W MMSE MMSE
N N



 

 
   

 

H
w H w w

H
 (4-34) 

where 

   
,

1 ,  ;  1 1;  1

0,  1 ;  1 1;  1 ;  
w

W i j
w w

h i j i j i N N j N

i j N i N N j N i j

         
 

         
H  (4-35) 

If we define 

 2 1H PH  (4-36) 

 
TT  Q I P  (4-37) 

we can rewrite equation (4-34) by 

 
1 MMSEw QH w  (4-38) 

Since the solution of the MMSE beamformer has the form 2 1
1 ( )MMSE x w R a ,  

we can calculate 1 MMSEH w  by: 

 2 1 2 1 1
1 1 1 1 1 1 1( ) ( ) ( )MMSE x x x x      H w H R a R R H R a  (4-39) 

If we define 1
1x x

Δ R H R , equation (4-39) can be simplified by 

 2 1
1 1 1( )MMSE x H w R Δa  (4-40) 

The above result illustrates that 1 MMSEH w  can be considered as the outputs of the 

MVDR beamformer but with a modified angular direction 1( )Δa , instead of 1( )a . 

The whole proposed method with depth depression in the NB beamformer is 
summarized in the scheme of Figure 4.5. 

4.3 Simulation results and analysis 

We consider the same ULA as in chapter 3, which has 10 array elements ( 10N   

and
2

d


 ). We assume that there are two participating PUs with DOA 

2 3= 20 ,  =20     and SNR of both 10dB. We consider one CR user, which is located at 

1=4  , and the SNR is 10dB. We adopt 500 snapshots. The width of the notch is set to 



Chapter 4                                                                

54 
 

0.2W  . We consider 2V   steps for the iterative VDA as shown in Figure 4.4 and 

define 0 0.1
2

W
W   . 

 
Figure 4.5 NB technique for CR Beamforming with deeper and/or broader nulls 

 
Figure 4.6 shows the beampattern of both NB methods, i.e., CMT and VDA. 

Figure 4.6 learns that both methods can broaden nulls towards the directions of the two 
participating PUs with the same width W=0.2, while directing the main beam to the CR 
user. However, VDA can realize deeper nulls around the angular directions of the two 
participating PUs than CMT. 

 
Figure 4.6 Beampattern of two NB methods: CMT and VDA 
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Figure 4.7a and Figure 4.7b show the Cumulative Distribution Functions (CDFs) 
of the power of the CR signal that is received by PU1 and PU2, respectively. The 

transmitted signal of the CR BS is regarded as interference to PUs. We define 1PUp  and 

2PUp  as the normalized power of the CR signal received by PUs, which is defined by 

 ,

,

,  1,2, ,r PUl
PUl

t CR

p
p l L

p
    (4-41) 

where ,r PUlp  is the power of the CR signal received by the lth PU, and ,t CRp  is the 

signal power transmitted by the CR BS towards the direction of the CR user. We assume 
the scatter components of the two participating PUs both follow a Von Mises pdf, which 

has been demonstrated in equation (4-1) and Figure 4.2, and we choose 10l  . We 

have performed simulations for 5000 times to achieve the CDF.  

 
Figure 4.7a CDF of the power of the received CR signal by PU1 

 
 

 
Figure 4.7b CDF of the power of the received CR signal by PU2 
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Figure 4.7a shows that CMT and VDA ensures that the most probable received 

interference power of PU1 due to CR transmissions is less than 16dB , while the 

MVDR beamformer without NB technique can only guarantee in around 97%  of the 

cases. Figure 4.7b illustrates a similar performance. If we define the probability that the 

received CR signal power by PU is lower than the interference temperature 0P 

(  1 1 0PU PUP prob P P P  ), both Figures 3.7a and 3.7b show that the VDA method has 

the highest probability, i.e., VDA CMT MVDRP P P  . 

Figures 4.8, 4.9 and 4.10 show the beampattern of the two NB methods, CMT 
and VDA, with filtering techniques. In Figure 4.8 and Figure 4.9 we consider a Poisson 
window as filter function, which is defined by 

 
exp( 2 / ),   0 / 2

( )
0,           elsewhere

w w
poisson

n N n N
h n

   
 


 (4-42) 

In Figure 4.10 we compare the beampattern of the VDA method with either a 
Poisson window or a cos window as filters. The cos window function equals  

 cos

cos ( / ),   0 / 2
( )

0,           elsewhere
w wn N n N

h n
   

 


 (4-43) 

 

 
Figure 4.8 Beampattern of NB methods (CMT and VDA) with Poisson window 

 

In Figures 4.8 and 4.9,   in equation (4-42) is chosen to be equal to 4  . 

The length of the Poisson window function in Figure 4.8 is chosen to be 16wN  , and 

that in Figure 4.9 to be 8wN   and 16wN   for comparison. We consider a ULA with 

32 array elements ( 32N  ). We calculate equation (4-18) and find out that in order to 

apply the VDA method to generate broaden null patterns with a width 0.2W  , V in 

equation (4-18) should satisfy the condition 3V  . Thus we define 3V   for Figures 
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4.8, 4.9 and 4.10, and consequently 0 4

W
W  . Other simulation conditions are the same 

as for Figure 4.6. It can be seen from Figure 4.8 that after employing the filtering 
technique to CMT and VDA methods, the depth of both the nulls at the directions of PUs 
are increased by about 5dB. Meanwhile, the shape of the main beam becomes wider. 

Figure 4.9 shows the beampattern of the VDA method with a Poisson window at 
different lengths. We can conclude from Figure 4.9 that the longer the length of the 
window function is, the deeper the nulls will be. However, the main beam is also 
enlarged when the length of the window function increases. 

 

 
Figure 4.9 Beampattern of VDA with the Poisson window at different lengths 

 
 

 
Figure 4.10 Beampattern of VDA with the Poisson window and cos window 
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Figure 4.10 compares the method for controlling the pattern using VDA by 
choosing different window functions as filters. We adopt both the Poisson window 

function and cos window function.   in equation (4-43) is set to 1.5. The other 

simulation conditions remain the same with as those in Figure 4.8. Figure 4.10 shows 
clearly the abilities of deepening the pattern nulls using both window functions. It also 
shows that the cos window function decreases the depth of the nulls more than the 
Poisson window function, due to the fact that the cos window function has better side 
lobe suppression capability, while both of them have the same width for the main beam. 

Figure 4.11 shows the possibility of adjusting the depth of the nulls by selecting 

the Poisson window function as filters with different  , while 16wN  . As 

demonstrated in Figure 4.11, when   increases, the main beam is broadened, but with 

less ability of suppressing the nulls depths. 
 

 
Figure 4.11 Beampattern of VDA with the Poisson window at different   

 
Next, we take the spatial channel effect into account by assuming that the spatial 

channel model follows the Von Mises pdf. We measure 1PUp  and 2PUp  which have 

been defined in equation (4-41) by adopting different l  in the Von Mises pdf of 

equation (4-1). All the simulation conditions are the same with that in Figure 4.8. From 

Table 4-1, we can see that when l  is relatively small, more signal power, which should 

be only received by the CR user, will leak to the PUs. This can be explained by the 
characteristics of the Von Mises distribution, which resembles a Gaussian distribution for 

larger l , and is approximately a cardioid distribution for small l . It is noticed that the 

VDA method with filtering achieves a better performance in suppressing the power of the 
CR signals received by PUs than without filtering. 
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Table 4-1 Normalized received power of CR signal by PUs 

PU
p with different spatial 

channels 
 

VDA without 
filtering 

VDA with filtering by the 
Poisson Window function 

( 1.5, 16wN    ) 

9l   1PUp  6.10% 5.18% 

2PUp  5.97% 5.15% 

12l   1PUp  4.86% 4.05% 

2PUp  5.12% 4.09% 

18l   1PUp  3.91% 2.43% 

2PUp  3.76% 2.42% 

4.4 Summary 

The angular deviation models of spatial wireless channels are characterized as a 
Von Mises distribution. Consequently adaptive downlink beamformers for the CR BS 
should limit and control its transmission power in a range of angles around PUs’ 
directions rather than directing point nulls towards PUs. We have presented a new NB 
method in this chapter, which is called VDA. It is based on the approximation of the 
CMT method but is capable of generating deeper broadened null patterns around 
directions of PUs. The VDA method can be calculated iteratively and it implies the 
implicit principle of the CMT method. What is more, it gives a closed form relationship 
of the weights of adaptive beamformers with and without the NB technique.  

In order to generate deeper broadened nulls, we further suggest a filtering 
method, which employs window functions as filter for the adaptive beamformer weights. 
By employing different kinds of window functions or by adjusting parameters of the 
same window function, we can chose different depth of the broadened null patterns.  

By utilizing the VDA method and filtering method together, the adaptive 
downlink beamformer of CR BS is able to display deep and broadened nulls in the 
patterns. This guarantees that the CR BS will cause less interference to PUs even when 
the CR system is using the same spectrum band as PUs. For OFDM CR systems, the 
VDA method can be used iteratively, which ensures that the system model for the uplink 
adaptive OFDM beamformers, that we have proposed in chapter 3, can also be adopted at 
downlink. 
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Chapter 5 Distributed Beamforming (DB) 
Techniques for CR 

5.1 Introduction 

As we have discussed in chapter 4, by applying ABF techniques, in the downlink 
CR BS can direct its main beam pattern towards CR users while putting null patterns 
towards directions of PUs in order to cause no harmful interferences to PUs while 
sharing the same spectrum with PUs. As mentioned in chapter 2, the CR BS can be 
substituted by CR networks to forward signals to DCR users by adopting the DB method. 
In this chapter, we introduce, discuss, and analyze the DB method for CR networks. 

Instead of requesting the CR BS to be deployed with antenna arrays, we consider 
in this chapter a decentralized CR network, as shown in Figure 2.6b. The CR network is 
formed by CR users that are geographically distributed in a certain area. Those CR users 
are therefore regarded as CR nodes in the CR network. We propose to employ DB at CR 
networks in order to form beams towards DCR users so that the CR network is able to 
forward the signals to DCR users cooperatively. Via adopting the DB method, the CR 
networks increases its coverage range without causing harmful interferences to PUs. 

DB is also referred to as collaborative beamforming in WSN, and it has originally 
been employed as an energy-efficient scheme to solve long distance transmission, in 
order to reduce the amount of required energy and consequently to extend the utilization 
time of the sensors [57]. The basic idea of DB is that a set of nodes in wireless networks 
acts as a virtual antenna array and then forms a beam towards a certain direction to 
collaboratively transmit a signal. DB has been proposed in [57] and it is shown that by 
employing K collaborative nodes, the collaborative beamforming can result in up to K-
fold gain in the received power at a distant access point.  

Recently a cross-layer approach for DB in wireless ad-hoc networks was 
presented in [58] applying two communication steps in the communication schedule. The 
improved beam pattern and connectivity properties have been shown in [59], and its 
reasonable beamforming performance affected by nodes synchronization errors has been 
discussed in [60]. DB has also been introduced in relay communication systems [61-65]. 
The authors in [61-64] have developed several DB techniques for relay networks with 
flat fading channels. In [65], frequency selective fading has been considered.  

DB requires accurate synchronization; in other words, the nodes must start 
transmitting at the same time, synchronize their carrier frequencies, and control their 
carrier phases so that their signals can be combined constructively at the destination.  
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Several synchronization techniques for DB can be found in [66], and a review has been 
given in [67]. In this chapter, we adopt the master-slave architecture proposed in [60], 
where a designated master transmitter (one of CR nodes in the network) coordinates the 
synchronization of other (slave) transmitters for DB. Since it has also been proved in [60] 
that a large fraction of the DB gain can still be realized even with imperfect 
synchronization corresponding to phase errors with moderately large variance, we focus 
more on introducing DB methods rather than discussing the synchronization algorithms. 

CR has been intensively researched as an enabling technology for secondary 
access to TV White Space (TVWS) [68]. The TVWS comprises large portions of the 
UHF spectrum in U.K. and VHF in the United States. These parts of the spectrum are 
becoming available on a geographical basis for sharing as a result of the switch-over 
from analog to digital TV. This is where CR users can, using unlicensed equipment, 
share the spectrum with digital TV transmitters and other radio-supported equipment 
such as wireless microphones. The authors of [68] have shown that there are 256MHz of 
spectrum (32 channels) which are the so-called interleaved spectrum, and can be used for 
CR.  

In this chapter, we first introduce the DB method to CR networks in section 5.2. 
Here we consider the case that all the nodes are uniformly distributed over a circular area 
in which the CR network is located. As shown in [57], the width of the main beam of the 
beampattern is decided by two parameters: the physical size of the network R, and the 

wavelength   of the signal that the network is transmitting or receiving. It has been 

calculated in [57] that the main beam of the beampattern will become narrower when the 

normalized radius R  increases, where  /R R  . If we consider a CR network with 

R=100m and utilizing the spectrum of one of the 32 channels in the UHF of TVWS [68], 

which is, for instance, 786MHz. We can obtain that  262R  . In [57], the authors have 

shown that the width of the main beam can be approximated by 35 / R . Thus in our 

example, the width of the main beam will become 0.1 . This is considered to be too 

narrow, implying that once the DOA estimation of the DCR users is not accuracy enough 
the main beam in the pattern may miss its direction. Meanwhile it also reveals that the 
width of the main beam in the beampattern mostly relies on the center frequency at which 
the CR is able to access. 

To solve this problem of the extremely narrow main beam, we propose a novel 
NS method in section 5.3. The presented NS method is based on the differences in beam 
width of a broadside array and an end-fire array. A broadside array has been defined in 
[69] as an array which radiation maximum (or main beam) occurs perpendicular to the 
axis of the array. An end-fire array has also been defined in [69] as an array that radiation 
maximum is along the axis of the array. The beampatterns of these two types of arrays 
allow us to find out that the main beam of the end-fire array is much wider than that of 
the broadside array. We thus conclude that the “broadside” size of the CR network 
should be small so that a beampattern with a wider main beam can be maintained. As a 
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result, we suggest selecting CR nodes, which are able to form a full size end-fire array 
and a reduced size broadside array. In other words, we choose those CR nodes which are 
located in the “belt” area along the direction of the DCR user. Simulations will be given 
afterwards, showing that our NS method is effective in generating a wider main beam in 
the beam pattern. 

In section 5.2 and 5.3, we will demonstrate that, considering the possible working 
frequency of the CR networks, the main beam of the average beampattern can be 
designed narrow enough and the sidelobe level in the beampattern will approach 1/K, 
where K is the total number of nodes in the network. Thus as long as PUs are not located 
in the same direction as the beampattern for the DCR user, the transmit power arriving at 
PUs direction will always be K-1 times less than that towards the DCR user. As a result, 
at one hand unlike the use of ABF techniques, which direct specific nulls towards 
directions of PUs, the DB method by its nature is capable of guarantying K-1 times less 
power towards PUs compared with that towards DCR users. Nulls generating is therefore 
no longer a problem for the DB method when applied to CR networks. On the other 
hand, how to generate a main beam with proper width and accurate direction is a 
challenge for the DB method. In this chapter, we will focus on addressing this issue.  

5.2 DB of CR networks 

 
Figure 5.1 CR networks with DCR and PUs 

 
The geometrical structure of the first model together with distant receiver 

terminals including PUs and DCR users is illustrated in Figure 5.1. K CR nodes are 
uniformly distributed over a disc centered at O with radius R. We denote the polar 

coordinates of the kth CR node by ( , )k kr  . The number of DCR users is DCRL . These 

DCR users are considered as access points, and located in the same plane at

( , ),  1, 2,...,DCR DCR
i i DCRA i L  . Meanwhile the number of PUs is PUL , and these users 

coexist with DCR users. Their locations are ( , ),  1, 2,...,i i PUA i L  . The CR nodes in 
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the CR network are requested to form a virtual antenna array and collaboratively transmit 

a common message ( )s t . 

5.2.1 Necessary assumptions 

Without loss of generality, we adopt the following assumptions: 

1) The number of CR nodes are larger than that of DCR users, i.e., DCRK L . 

This is required to solve the multi beam generating problem in paragraph 5.2.3. 
2) All DCR users and PUs are located in the far field of the CR network, such that 

,  1, 2,...,DCR
i DCRA R i L   and ,  1,2,...,i PUA R i L  .  

3) The bandwidth of ( )s t  is narrow, so that ( )s t  is considered to be constant 

during the time interval /R c , where c is the speed of light. 

It has been discussed in chapter 2 that the OFDM scheme is the first 
recommended candidate for use in the CR network. Since the OFDM signal can be 
regarded as a combination of narrow band modulated signals, the proposed method in 
this thesis can also be implemented in wide band CR OFDM systems. 

5.2.2 DB for CR networks 

Let ( )kx t  denote the transmitted signal from the kth node, 

 2( ) ( ) j ft
kx t s t e   (5-1) 

where f  is the carrier frequency. The received signal at an arbitrary point ( , )A  in the 

far field due to the kth node transmission is [70] 

 
2

2( ) ( ) ( )
kj dj ftk k

k k k k

d d
r t x t s t e e

c c


  


     (5-2) 

where kd  is the distance between the kth node and the access point ( , )A  , and 

2( )k kd





  is the signal path loss with   donating the path loss exponent. Making use 

of assumption 2 in the previous paragraph [70], k  and kd are approximated by 

 2 2 2 cos( ) cos( )k k k k k kd A r Ar A r         (5-3) 
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 
 (5-4) 

It is also ensured that 
cos( )

1
2

k kr

A

  
 . Thus k  can then be approximated by 

2A



. Substituting equation (5-3) and (5-4) into equation (5-2), it follows that [70], 

 
2 2

cos( )22( ) ( )
k kj A j rj ft
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A
r t A e s t e e

c

   
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   (5-5) 

Figure 5.2 shows the geometry relationships of parameters in equation (5-3). 
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Figure 5.2 Distance between the kth node and an access point ( , )A   

 

We assume there is only one DCR, i.e., 1DCRL  , and simplify 1 1( , )DCR DCRA  by 

0 0( , )A  . The case with more than one DCR user will be discussed in paragraph 5.2.3. As 

proposed in [57], we adopt for the initial phase of each node 

 0

2
cos( )k k kr

 


    (5-6) 

The received signal ( )kr t  at ( , )A   becomes 

 
0

2 2 2
cos( ) cos( )2( ) ( )

k k k kj A j r j rj ft
k

A
r t e s t e e e

c

     
   

   (5-7) 

The array factor ( , )k kF r   yields: 
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We assume there are many CR nodes and the locations of CR nodes follow a uniform 
distribution over the disk of radius R, leading to the pdf 
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 (5-9) 

If the CR nodes are distributed according a two-dimensional Gaussian process, the 
corresponding DB techniques and its beampattern characteristics can be found in [71]. 

By defining 1 0sin
2

k
k k

r
z

R

    
 

 , the compound random variable kz  has a 

pdf [57] 
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The array factor in equation (5-8) can now be written as 
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where  /R R   is the radius of the disk normalized by the wavelength. The far field 

beampattern is defined by 

 
2

( ) ( )k kP z F z   (5-12) 

and the average array beam pattern of the CR networks becomes [57] 

 21 1
( ) E ( ) 1 ( )av kP P z

K K
            
  (5-13) 

where 
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2

R
     
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( )nJ   stands for the nth order Bessel function of the first kind, which is defined by 

2

2
0

( 1)
( )

!( )!2

k n k

n n k
k

x
J x

k n k









  and [ ]E   stands for the statistical expectation. Above 

equations learn us that if each CR node adopts the initial phase as given in equation (5-6), 
the average pattern generated by the whole CR network can be obtained from equation 
(5-13).  

 
Figure 5.3 Average beampattern of the DB method 

 
Figure 5.3 shows the average beampattern of the DB method for different K 

( 8,16K  ) and R  (  2, 4,8R  ). We assume that the direction of DCR is 0 0   . It can 

be seen that when the beam angle moves away from the direction of DCR, the sidelobe 

approaches
1

K
, i.e., 10

1
10 log 9dB

8
    
 

and 10

1
10 log 12dB

16
    
 

, respectively. This 

leads to the logic conclusions that the sidelobe level decreases when K increases, and that 

the larger R  becomes, the narrower the main beam will be, and consequently the better 
directivity in the beampattern will be achieved. Figure 5.3 is only for demonstration, 

because the value of the parameters that we consider ( 8,16;  2, 4,8K R  ) are not 
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realistic in practice. In practical applications, R  should be large enough so that CR 
networks can have enough CR nodes. 

5.2.3 DB with multi main beams 

So far we have discussed the DB method with only one DCR user. In this 
paragraph we propose two novel DB methods which are both capable of generating multi 
main beams towards different DCR users. This work has been published in [72]. The first 
method geographically groups CR nodes into several ring ranges and a circle in the 
Centre. Thus by allocating different initial phases to these CR nodes, which are in 
different areas, this DB method displays different main beams towards different DCR 
users. Another method entitles each CR node to select its destination access nodes 
randomly. Consequently, it can be interpreted as several CR networks with the same 
geographical structure, but with a fewer number of nodes, which separately perform DB 
towards different DCR users. 

A. Geographical grouping method 

We first discuss the case when nodes of networks are distributed in a ring range, 
rather than a circle. Figure 5.4 shows the geographical structure and parameters of the 
defined ring range. 

 
Figure 5.4 Separation of CR nodes into a ring range and a circle range 

 
We assume the locations of those CR nodes in the CR network, which are in the 

ring range, follow the uniform distribution over the ring of radius 1 2R R . Thus, the two 

pdf ’s are 

 
1 22 2

2 1

2
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( ) ,  
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r k

k

r
f r R r R

R R

f  


    

      

 (5-16) 

If there are K CR nodes in a ring range, as shown in Figure 5.4, we can derive for 
the average far field beampattern of the DB method 
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where 
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The proof of equation (5-17) can be found in Appendix D. 
By separating CR nodes into different groups, we can synchronize them with 

different initial phases as given in equation (5-6). For example, CR nodes located in the 

inner circle will have the initial phases of 1

2
cos( )circle DCR

k k kr
 


   , while for 

others, which are in the ring range, we adopt another initial phase given by

2

2
cos( )ring DCR

k k kr
 


   . In this way we create two beams towards both 

1 1( , )DCR DCRA   and 2 2( , )DCR DCRA  . If we need to direct main beams towards more than two 

directions, we can keep grouping CR nodes into several different rings ranges with 
different radii.  

B. Randomly selecting initial phase 

Another method to display more than one beam is to let CR nodes randomly 
choose the DCR to serve. If the kth CR node chooses the ith DCR to transmit signals to, 

it will adopt the initial phase 
2

cos( ),  1,2, ,DCR
k k i k DCRr i L

 


     . The 

probability that a CR node chooses a selected DCR is equal to 1 / DCRL . Thus, the far 

field array factor of the DB method with randomly choosing initial phase equals 
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where   is defined as a discrete random variable, which has a pdf 
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Then the average array beampattern of the random distributed DCR with random 
selected initial phase becomes 
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 (5-22) 

where 
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C. Simulation Results of the two DB methods with multi main beams 

First we study the average beampatterns of the DB method for both CR networks 
which contain CR nodes in a circle and in a ring range, respectively. We assume that 

there is one DCR with 0 0   . We consider 32K   for both networks. The radius of 

the bigger circle, which is shown by 2R in Figure 5.4, satisfies that  2 32R  . The 

geometry parameter   , which is defined in equation (5-18), assumes two ring ranges 

and equals 
1 1

,
4 2

  . 

 

 
Figure 5.5 Average Beampattern of DB with circle and ring ranges 

 
The average beampattern of the DB method with two geographically different 

networks are shown in Figure 5.5. The beam pattern of CR nodes distributed in a ring 
range has higher sidelobes, and a slightly narrower main beam than the pattern of the 
array in a circle area. We can also see from Figure 5.5 that when the ring range becomes 

wider (  is smaller), the level of sidelobe decreases. The extreme case occurs when 

0  ; a ring evolves into a circle and thus they have the same low level of sidelobes. 

The results of the two proposed multi beam generating methods are shown in 

Figure 5.6. In Figure 5.6, we consider 32K   and  2 32R  . We also assume that there 

are two DCR, at directions 1 0DCR    and 2 60DCR   , respectively. For the 

geographical grouping method we adopt 
1

2
   and 

1

2
  , respectively. We chose 

the DCR in the inner circle to form the beam towards 1 0DCR   , while the rest direct the 
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beam at the direction 2 60DCR   . We can see that both methods successfully direct two 

beams towards the two required directions. According to Figure 5.3, the sidelobe 

approaches 
1

K
 as the beam angle moves away from the target direction, which explains 

the 15dB  asymptotic sidelobe levels of both methods. 

 

 
Figure 5.6 Average beampatterns of DB methods with multi main beams 

 
Since we have assumed that the nodes are uniformly distributed on a disc, the 

number of the CR nodes in a ring range case equals 2(1 )K  , while this number in the 

circle is 2K . With 
1

2
  , the geographical method has a higher main beam at 2

DCR . 

This is due to the fact that more CR nodes are assigned in the ring range to direct the 

main beam towards 2
DCR . When 

1

2
  , it can be seen from Figure 5.6 that both main 

beams are almost equal, due to the number of nodes in both areas is equal, i.e., 
2 2(1 )K K   . When CR nodes are capable of choosing their initial phases, the 

beampattern tends to have two beams towards 1 2,  DCR DCR   with a split to half of the 

power. This is a result of the equally probability of selecting different initial phases. 

5.3 Nodes Selection (NS) for CR networks with enlarged main 
beam 

We have mentioned in the introduction that if we consider the accessible UHF 

bands in TVWS for CR networks, R  increases rapidly when the working frequency of 
the CR networks goes higher. In this section we propose a new NS method for CR 
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networks to select proper nodes to achieve wider main beam in the beampattern of the 
DB method. 

We first consider two extreme cases of the CR network, which are two types of 
array antennas: broadside array and end-fire array by projecting the location of each CR 
node along an X and Y axis, and study the properties of these two array antennas. After 
this we propose a NS method. 

5.3.1 A NS method for CR networks 

We assume one DCR user is located along the X axis ( 0 0   ). We then consider 

the location of a CR node by projecting it into the Cartesian coordinate system (X and Y 
directions) as shown in Figure 5.7. In this way we create two virtual arrays: broadside 
array and end-fire array. We now discuss the performance of the two separate arrays 
(broadside array and end-fire array) instead of the full CR network. 

 
Figure 5.7 Converting locations of CR nodes into broadside and end-fire arrays 

 
The average beampatterns of these two arrays are summarized in the following 

equations 

  21 1
( ) 1broadside bP

K K
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and 
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     02 cos cose R       (5-28) 

Proofs of equations (5-23) to (5-28) can be found in Appendix E. 
 

 
Figure 5.8 Beampattern of CR network, broadside array and end-fire array 

 
The results of equation (5-23) and (5-26) are shown in Figure 5.8. We assume 

there are 32 nodes in the CR network and the normalized radius is 35, i.e., 32K   and 

 35R  . We also assume there is only one DCR user, and it DOA is 0 0   . We can 

conclude from Figure 5.8 that the broadside array has the same average beampattern as 

the previous CR network. This is due to the result shown in equation (5-23). The  b   

in equation (5-25) can be approximated to ( )   defined in equation (5-15), when   is 

close to 0 . As a result in the angle area close to 0 0   , the performances of the 

beampattern of the broadside array and the DB method are very similar to each other. In 
general the broadside array has a much narrower main beam than the end-fire array. In 
addition, a same conclusion has also been drawn in [69], the author has discovered that 
the width of the main beam is in a reverse relationship of the size of the broadside array. 
Thus we are inspired by these two facts that if we want to enlarge the width of the main 
beam, we have to decrease the length (size) of the broadside array and we can adopt the 
end-fire array instead. 
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Based on this idea, we propose a NS method and select those nodes, which are 
able to form a full size end-fire array and a reduced size broadside array. Thus we choose 
the nodes in a relatively narrower belt along the DOA of the DCR user, as shown in 
Figure 5.9. In Figure 5.9, the CR nodes are selected in a way that the size of the 

“broadside” is limited to D, where D
R


 . 

 
Figure 5.9 NS for CR networks 

 
 

 
Figure 5.10 NS for CR networks with two DCR users 

 
When we consider the case with more than one DCR user coexisting with the CR 

network, e.g. two DCR users, the NS method is demonstrated in Figure 5.10. We choose 
those CR nodes which are in the two “belts” area as shown in Figure 5.10. In addition, 
for those double selected CR nodes, which are in the cross area, we adopt the method 
which let them randomly choose one of the two DCR users to serve. The method has 
already been proposed and discussed in paragraph 5.2.3. 
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5.3.2 Simulation results of the NS method 

Figure 5.11 and 5.12 demonstrate the selected nodes in the CR networks with 
different values of D by adopting the proposed NS method. Considering the randomness 
in the distribution of the nodes, the total number of selected nodes varies from each 
simulation. In order to show a general result of the beampattern, we sum up all the results 
and divide this sum result by the number of simulations that we run. As a result, the 
beampattern of the NS method shown in Figure 5.13 is the average beampattern. In 

Figures 5.11-5.13, we assume there is only one DCR user and its DOA is 0 0   . We 

choose the nodes within the width of the belt 15D   and 35D  , as shown in Figure 

5.11 and 5.12, respectively. We assume there are 60 nodes in the network and the 

normalized radius of the network is 50, i.e., 60K  , and  50R  . The result of the 

beampattern shown in Figure 5.13 is the average of 1000 runs. 

 
Figure 5.11 Selected CR nodes in the CR networks 15D  ( 0 0  

) 

 

 
Figure 5.12 Selected CR nodes in the CR networks 35D   ( 0 0  

) 

 
Figure 5.11 and 5.12 show that those CR nodes, which are located in the belt area, 

as defined in Figure 5.9, are successfully selected for transmission. We can also see from 
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these two figures that when D is smaller, less number of CR nodes will be selected for 
transmission. 

Figure 5.13 shows that after adopting the proposed NS method, the main beam in 
the beampattern of the DB method is enlarged. Employing the NS method with defined 

15D   and 35D  , the main beam is about four times and two times wider than that 

without adopting the NS method. However, with smaller D, less CR nodes will be 
selected, as shown in Figure 5.10 and 5.11. Therefore the beampattern has a higher 
sidelobe level than that with a larger D, since the asymptotic sidelobe level of the 
beampattern is proportional to the reverse of the number of the CR network, as explained 
in Figure 5.3. 

 
Figure 5.13 Average beampattern of the selected CR nodes ( 0 0  

) 

 
 

 
Figure 5.14 Selected CR nodes in the CR networks 15D  ( 1 0  

and 2 15  
) 

 
Figure 5.14 and 5.15 consider the case with two DCR users, which are located at 

1 0   and 2 15    when 15D  . Figure 5.14 show the selected nodes in the CR 
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networks to participate in CR transmission towards two DCR users. We can see in Figure 
5.14 that there are a few CR nodes which are double selected for participating in 
transmission towards both DCR users. 

 

 
Figure 5.15 Average beampattern of the selected CR nodes for two DCR users 

 
Figure 5.15 shows the average beampattern of the NS method for two DCR users. 

As can be seen from this figure, the two main beams in the beampattern are directed 

towards 1 0    and 2 15   , respectively. The main beams are both widened via 

adopting our NS method. When we employ NS method with 15D  , we can see from 

Figure 5.15 that both two main beams are broadened to 3 . 
 

 

Figure 5.16 Average beampattern of the selected CR nodes with  100,200,400R   
 

-10 -5 0 5 10
-25

-20

-15

-10

-5

0

5

 /(o)

A
ve

ra
g
e
 B

e
a
m

p
a
tte

rn
 /(

d
B

)

 

 

NS with R/=100

NS with R/=200
NS with R/=400



                               Distributed Beamforming (DB) Techniques for CR 

77 
 

Figure 5.16 shows the result of the average beampattern of our proposed NS 

method when applied to large CR networks (  100, 200, 400R  ). We consider that the 

distribution density of the CR nodes remains the same as that of Figure 5.11-5.15 

( 60,  500K R  ) . Only the size of the networks is increased. Consequently the number 

of CR nodes of the considered CR networks in Figure 5.16 is 
2

2

60 100
240,

50
K


 

960K   and 3840K  . We adopt 15D   for all the three CR networks. It can be 

seen from this figure that the main beams are much wider than those of the DB method 
without NS method. When the size of the CR network is enlarged, more nodes will be 
selected to participate in CR transmission. As a result sufficiently lower sidelobes can be 

achieved. For the case of  400R  , far sidelobe levels become approximately 15dB , 

where near sidelobes are higher. 

5.4 Summary 

 We have introduced the DB technique to the CR network, which is constituted 
of distributed CR nodes. The goal of the DB method is to forward the CR signal to the 
DCR user, while causing no harmful interferences to coexisting PUs by limiting its 
transmission power towards directions PUs. This is the same as ABF techniques 
employed by CR BS. 

We have presented two multi main beams generating methods of DB for a CR 
network. They are the geographical grouping method and the random initial phase 
choosing method. The first allocates CR nodes into several ring ranges and an inner 
circle area. By assigning different initial phases to different group of nodes, it achieves 
several main beams towards different directions. If we define all the initial phases toward 
different DCR users as a whole set, the second method let CR nodes choose the initial 
phases from the set randomly. Both methods can achieve multi main beams towards 
required directions of DCR users.  

When introducing the DB method with the same original model of the CR 
network as shown in Figure 5.1, which assumes that CR nodes are uniformly distributed 
in a circle area where the CR network is located, we notice that it is unavoidable that the 
original model will lead to the extremely narrow main beam of the beampattern. To find 
a new network structure which has less impact of the working frequency, we have 
proposed a NS method. After studying the average beampattern of the broadside and end-
fire arrays, we choose those CR nodes, which are closely located to an end-fire array 
considering the direction of the DCR user. Our NS method can also be applied to cases 
with more than one DCR users. The average beampattern of our NS method show that 
the main beams are successfully directed towards the DCR users and are enlarged for 
practical applications in CR networks. What is more, for a CR network with large 
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physical size, our NS method can widen the main beam while maintaining sufficiently 
low sidelobe levels for CR transmission. 
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Chapter 6 Adaptive and Distributed 
Beamforming Techniques for Intelligent 
WiMAX (I‐WiMAX) 

6.1 Introductions and background information 

In this chapter, we will introduce ABF and DB as two efficient techniques for 
Intelligent WiMAX (I-WiMAX). I-WiMAX is a green maritime communication system, 
consisting of SR principles and mobile WiMAX based on the IEEE 802.16e standard. 

The present broadband technology has fundamentally changed the way to 
distribute and access information, and consequently it is envisioned to have tremendous 
market potentials, if it is introduced in a maritime communication environment. In this 
chapter, we present the Intelligent WiMAX (I-WiMAX) concept as a new 
communication architecture, which is dedicatedly designed for green maritime 
coastal/lake communications and locationing. I-WiMAX is built upon Mobile WiMAX, 
which is based on the IEEE802.16e standard. The intelligence of I-WiMAX is realized 
by Adaptive OFDM (AOFDM) and SA concepts. 

With the development of the IEEE 802.16e standard, which is an amendment to 
the 802.16-2004 standards, mobile WiMAX appears to provide high speed data 
telecommunication services for moving users comparable to the emerging 4G technique. 
The deployment of Wireless Fidelity (WiFi) on a maritime platform has been presented 
in [73], where it is demonstrated that in order to meet the requirement of green radio, 
achieve large range extension and efficient power management, the modification of the 
MAC layer is quite necessary. Furthermore, supplements of the physical layer were also 
needed, such as a power amplifier for the transmit path. The advantage of WiMAX is that 
it has a longer distance range and can provide much better performance than WiFi, in 
terms of coverage, QoS management and spectrum usage efficiency. Thus WiMAX 
satisfies the basic requirements to become a proper candidate for green radio access 
networks with high-potential energy efficiency and it can be predicated that WiMAX, 
unlike WiFi, can offer large communication coverage requirements without extra 
physical layer supplements. 

SR is capable of sensing the communication environment, and consequently can 
make the radio system adaptive by adjusting its SR parameters. AOFDM adaptively 
allocates the radio resources, such as the power, the sub-channels and the module coding 
scheme according to Channel State Information (CSI). The flexible modulation scheme 
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of AOFDM, as a developing green technique, will significantly reduce the radiated 
power requirement. SA recently has been introduced in WiMAX as a “big thing”. OFDM 
is a proper technology and suits well for SA, much more than the existing 3G 
technology. The IEEE 802.16e standard provides optional features and a signaling 
structure that enables the usage of SA [74]. A separate point-to-multipoint frame 
structure can be defined that enables the transmission of downlink and uplink bursts to 
use directional beams. With specific signal processing techniques allowing for 
optimizing the adaptive array performance, the DOA estimation of ships can be executed 
accurately. Therefore with an advanced ranging technique and DOA information, the 
ability for locationing can be provided as an important service by I-WiMAX usage in 
maritime communications.  

I-WiMAX, as a novel communication system, is aimed to provide a metropolitan 
access network, and offers higher bandwidth, larger coverage maritime wireless 
communication networks than the VHF broadcasting system which is currently adopted 
as Automatic Identification System (AIS) by ships [75, 76]. Since the ships are capable 
of enjoying a large amount of information anywhere and anytime, the transportation 
efficiency will be significantly improved by the abundant and versatile information 
obtained from the new maritime communication system based on broadband wireless 
networks. Furthermore the locationing ability of the broadband communication system 
offering position services via RF localization. 

6.2 Concept of I-WiMAX 

 
Figure 6.1 I-WiMAX concept of maritime coastal/lake communications 

 
I-WiMAX is built upon SR and mobile WiMAX, as shown in Figure 6.1. SR is a 

crucial part embedded in I-WiMAX for maritime communication. With SR, the new 
communication system gains knowledge on the severe sea communication environment, 
full of echoes and reflections, adapts to it, and therefore increases its cognition and 
flexibility. The SR technique, which is adopted on top of WiMAX, basically contains 
two techniques, AOFDM and SA. AOFDM adaptively allocates the radio resource and 
consequently guarantees the reliable link in the sea channel full of fading and reflection 
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caused by the rough sea surface. SA ensures a higher SNR which consequently results in 
larger coverage areas by performing ABF. 

Moreover, with SR, the BS can also achieve locationing abilities. SA for I-
WiMAX estimates the DOA of each Subscriber Station (in our case, most SS are ships) 
via employing super resolution array signal processing techniques.  

It is the first time that the I-WiMAX concept is introduced delivering maritime 
communications services over large areas above water surfaces, although the WiMAX 
performance in port transportation management was investigated in [77]. WiFi, as a 
Wireless Local Area Network (WLAN) technique, was presented in [73] to be a Line of 
Sight (LOS), long range communication solution for marine platforms. Mobile WiMAX, 
based on IEEE 802.16e, is expected to achieve higher data rates and larger coverage, and 
is a more promising wireless technology for maritime systems. IEEE 802.16-2004 is very 
useful in replacing a set of documents all describing different parts of the same 
technology, with different modification directions. However, after its publication, it still 
needs an upgrade, mainly for the addition of mobility features. This gave way to the 
802.16e amendment approved on December 7, 2005 and published in February 2006, 
which is also known nowadays as mobile WiMAX [78]. The main differences of the 
IEEE 802.16e standard with regard to the IEEE 802.16-2004 standard are the 
appearances of mobile stations, the MAC layer handover procedures, Scalable OFDMA 
(SOFDMA), Multiple Input Multiple Output (MIMO), data security and others [78]. It is 
obvious that the IEEE 802.16e standard is dedicated to mobile SS for WiMAX. The 
coverage and throughput of WiMAX have been subjects of considerable debates, with a 
throughput of 70Mb/s and a coverage area of 50km being claimed as maximum. 
However, more realistic simulations and trials were run by AT&T in USA and Wireless 
Broadband (WiBro) in Korea, indicating that the range of mobile WiMAX was about 
15km at a data rate of 20Mb/s [79]. 

Another important reason for introducing WiMAX is the adoption of OFDM as 
its physical layer, which is more suitable for data transmission in sea communications, 
compared to Single Carrier (SC) Code Division Multiple Access (CDMA), which has 
been adopted by both UMTS and High Speed Downlink Packet Access (HSDPA). The 
use of OFDM increases the data capacity and consequently the bandwidth efficiency with 
regard to 3G and CDMA. By having carriers very close to each other but still avoiding 
interferences, due to the orthogonal nature of those carriers, WiMAX presents high 
spectrum efficiency. In addition, it is also effective against narrow band jamming and 
interference, as the data are interleaved over multiple carriers. As a result, WiMAX is 
robust to multipath encountered from the water’s reflected surface. However, there are 
plans to upgrade 3G by introducing OFDM and MIMO in it. The evolution is called, at 
this moment, LTE. 

Locationing ability is a service that can be provided by a maritime wireless 
communication system for ship navigation and safe transportation. WiMAX adopts 
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OFDM as its physical layer, and consequently it will outperform other systems, which 
employ narrowband signals, with regard to the resolution of estimation. The super 
resolution methods for narrow bands will work very well for OFDM signals, taking 
advantage of the fact that the OFDM signal is able to be divided into several narrowband 
signals. As a result, DOA estimation for positioning can be performed after the FFT 
block in the receiver, together with signal decoding, which is less time consuming and 
needs only a small computational load. 

The working procedure of the novel maritime communication approach is 
illustrated in Figure 6.2. The CSI is fed back to I-WiMAX, and then SR, which belongs 
to the physical layer of WiMAX, adjusts its operating parameters, including power 
management, subcarrier selecting, spatial beam directing and so on. SR makes efficient 
use of all the radio resource according to the changing communication environment, and 
thus improves the energy efficiency of green radio. However, in cooperating with SR, 
WiMAX terminals on ships call for extensions to MAC protocols as described in [73]. 
For the MAC layer, the required QoS and system throughput should both be satisfied. To 
maintain high performance of both layers, a MAC-Physics cross layer optimized resource 
allocation scheme is absolutely required. At the end, the optimized operating parameters 
are fed back to SR.  

 
Figure 6.2 Working flow chart of I-WiMAX 

6.3 AOFDM for I-WiMAX 

AOFDM is different from conventional OFDM in the sense that it improves the 
system performance by adaptive radio resource allocation, where the allocation scheme is 
based on the understanding of the channel. The resource request and allocation between 
the BS and each SS is defined in the IEEE 802.16e standard, but the algorithm for 
allocation the burst to SS is not specified but open for alternative implementations.  

The sea channel is an extremely harsh environment for propagating 
electromagnetic waveforms. RF communications at the sea surface are difficult due to 
wave blockage, scattering and reflection of RF signals by the surface causing multipath 
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propagation; all result in signal fading and loss. In a severe RF environment, the 
AOFDM for I-WiMAX automatically reduces the data rate and modulation complexity in 
order to degrade gracefully instead of ceasing to operate. The modulation scheme can be 
adjusted based on the CSI estimation to guarantee the overall throughput simultaneously 
supporting good coverage, high data rate and mobility. 

Adaptive modulation takes the advantage of the frequency selectivity and time 
variation by adapting the transmitted signal to match the multipath channel, which is 
sometimes called “adaptive loading” [80, 81]. AOFDM is able to choose its sub-carriers, 
which suffer less from fading and face better sub-channels than others. Both the power 
and data rate in each sub-channel can be adapted. An illustration of how AOFDM adjusts 
data rate and modulation scheme of I-WiMAX for green radio application is shown in 
Figure 6.3. From this figure, it can be concluded that the sub-carriers experiencing a good 
channel with high SNR will be used for higher data rate transmission such as 16 
Quadrature Amplitude Modulation (QAM) and QPSK. Meanwhile, to those OFDM sub-
carriers which encounter lower SNR, BPSK or even no transmission task are assigned to 
them. An adaptive radio resource allocation method is suggested to be necessary for 
green communication and therefore is adopted by SR for I-WiMAX, aiming to maintain 
the estimated BER and its achievable channel capacity of AOFDM for transmission over 
a Rayleigh channel [82]. 

 
Figure 6.3 Adaptive modulation of I-WiMAX for green radio application 
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The other radio resources, that can be adaptively allocated, are the power and the 
selection of sub-carriers. Figure 6.4 illustrates a simple power and subcarriers allocation 
scheme of I-WiMAX for green radio application. When the Power Spectrum Density 
(PSD) of the channel is below the defined threshold, those OFDM subcarriers, which 
locate the actual fading frequency bands, will be assigned to less power. On the other 
hand, more power will be given to those sub-carriers experiencing good channels. 
AOFDM assigns the power efficiently to each sub-carrier and saves a large amount of 
energy for transmitting while maintaining the required QoS. Therefore, it is a most 
energy efficient scheme for green radio. 

 
Figure 6.4 Power and subcarriers allocation of I-WiMAX for green radio application 

 
Recently several algorithms were proposed for downlink resource allocation in a 

WiMAX system in order to reduce the power for transmission in a green radio concept. 
An optimal and sub-optimal allocation in terms of maximizing the total downlink 
throughput was investigated in [83], while the study in [84] proposed a Best Sub-carrier 
Allocation (BSA) algorithm which uses the feedback of the radio channel quality, and 
sorts the users to choose subcarriers based on their own channel feedback. When perfect 
CSI is not available at the transmitter side, a jointly estimation of the channel and 
allocation of the resource in OFDMA networks is proposed in [85]. In the case of uplink, 
based on minimizing the transmitting power, an efficient solution of suboptimal 
utilization of modulation and coding schemes, defined in an IEEE 802.16 system, is 
discussed in [86]. 

6.4 A technique for I-WiMAX 

In this section we demonstrate that the adaptive beamformers for I-WiMAX allow 
for efficient spectrum reusing. Both uplink and downlink adaptive beamformers are 
discussed. Particularly the NB method presented in chapter 4 is implemented. 

An uplink ABF technique can direct its main beam towards the interested signal 
source, while displaying nulls to the unwanted directions. This ensures that the 
transmitted signal from one of the SS can be detected and selected by the BS via 
beamforming. Therefore, for those re-used OFDM subcarriers, the weights should 
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guarantee the main beam directed towards the desired SS, while at the same time “null” 
beams are created towards other SS. The uplink adaptive OFDM beamformer of I-
WiMAX can be designed similarly as shown in Figure 3.1.  

For the downlink, since SS does not have SA, appropriate beamforming 
techniques must be provided by the BS to satisfy the link quality for all co-channel SS. If 
we only use the estimated weights of the uplink for the downlink, the nulls in the patterns 
towards those co-channel SS may become too narrow. Therefore, NB methods for 
beamforming, which have been presented in chapter 4, should be considered. Employing 
the NB technique, the adaptive downlink beamformer of I-WiMAX for green radio is 
shown in Figure 6.5. I-WiMAX performs downlink beamforming with supressed power 
in a certain angular range to guarantee that the co-channel interference caused by 
spectrum reusing is reduced for SS. 

 
Figure 6.5 NB technique for I-WiMAX (SS1 and SS2 share the same OFDM subcarriers) 

6.5 DB for I-WiMAX 

We introduce DB to I-WiMAX for long distance communications beyond the 
coverage range of one BS. As shown in Figure 6.6, accessible SS are regarded as 
wireless relays, and consequently they form a relay network with flexible and uncertain 
locations of each node. We show the feasibility of DB for I-WIMAX as well as some 
simulation results of the method based on OFDM signals. 

 
Figure 6.6 DB for I-WiMAX in long distance communications 
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WiMAX supports two duplexing schemes: Time Division Duplex (TDD) and 
Frequency Division Duplex (FDD). However, most WiMAX implementations will likely 
use TDD, because it allows the system operator to receive the most from their investment 
in spectrum and telecom equipment, while meeting the needs of each individual user. We 
demonstrate here that TDD is also more suitable for the application of DB to I-WiMAX 
than FDD. 

Figure 6.7 and Figure 6.8 show DB for I-WiMAX in both TDD and FDD 
schemes. We mark those SS, which are beyond the transmission range as Distant SS 
(DSS). The uplink defines the link from DSS to BS, while downlink represents the 
reverse. In TDD mode, as shown in Figure 6.7, DSS, SS and BS require only one channel 
for uplink and downlink transmission in two distinct time slots. For DSS, the whole Tx 
and Rx procedure requires double time related to the communication session within the 
coverage range. In Figure 6.8, it is worth noticing that for DSS and SS, the portions of 
the spectrum used for Tx and Rx are different; for example, DSS must transmit signals to 
SS via adopting a spectrum band of the downlink. This is a hard task for such hardware 
modification. Therefore, TDD scheme is more flexible and more suitable for introducing 
DB into I-WiMAX. 

 
Figure 6.7 DB for I-WiMAX in TDD scheme 

 

 
Figure 6.8 DB for I-WiMAX in FDD scheme 

 
There are two most relevant relay strategies: Amplify-and-forward (AF) and 

decode-and forward (DF) [87]. In the AF, the relay simply transmits the scaled and 
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phase-shifted version of their received signals, while in the DF scheme, the relay starts 
with decoding and then re-encodes the received signals prior to retransmitting them. We 
can see from Figure 6.7 that in the TDD mode, since Tx and Rx are performed in 
different time slots, both AF and DF can be adopted. In this study, we consider the AF 
strategy because of its low complexity. 

Applying the DB method to the OFDM signal, different subcarriers are required 
to adopt different initial phases, because they operate at different frequency bands. For 
WiMAX, there are three frequency bands defined in the standard, 2.5 GHz and 3.5 GHz 
licensed spectrum, and the unlicensed 5 GHz spectrum. The subcarrier spacing of 
WiMAX is always 10.94 kHz, which means when the available bandwidth increases, the 
number of subcarriers will also increases. WiMAX supports the channel bandwidth of 

1.25MHz, 5MHz, 10MHz, and 20MHz. We assume that 0 3.5GHzf  , and the channel 

band is 1.25MHz. Therefore, 128 subcarriers will be used. Then we can write that 


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1,  0 127max max

3.5GHz 10.94KHz 127i i
ii

R f
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fR

   
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        (6-1) 

Therefore,  
0 ,  0 127iR R i   , which means that in this case the average beampatterns 

of the all subcarriers are approximately the same. 

Meanwhile, since 0 3.5GHzf  , the 3dB bandwidth of the average beampattern 

will become very narrow. It is desirable for I-WiMAX to achieve a narrow main beam. 
However, when the DSS is moving or the location of the DSS is not accurate enough, too 
narrow beams may cause problems, as the DSS may not be covered by the main beam. 
We have provided the NS method as a solution to this problem in section 5.3, which 
achieves much wider main beam via selecting proper CR nodes for transmission. 

6.6 Application of I-WiMAX 

Based on the design of WiMAX, the new maritime communication system is 
capable of high data rate communication with a larger coverage area. As mentioned in 
the beginning, the coverage range of WiMAX is expected to be at least 15km. However, 
for maritime communication, due to the variable sea channel conditions, the real 
coverage may probably shrink somewhat. 

The skippers, after introducing the new maritime communication system, are 
tended to be broadband users, finding dramatic changes about how to share information, 
conduct business, and seek entertainment on ships. The new maritime communication 
system not only provides faster web surfing and quicker file downloads on the ship, but 
also enables several multimedia applications, such as real-time audio and video 
streaming, multimedia conferencing, High Definition TV (HDTV), Video on Demand 
(VoD) and interactive gaming, as shown in Figure 6.9. When ships enter the area covered 
by the BS on shore, abundant information and new additive services will be offered to 
skippers and people on board. With the broadband technology, it is possible to offer ships 
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guaranteed quality of service as well as specific service types, such as Voice Over IP 
(VOIP), video images, Internet access, and so on. Meanwhile, considering its large 
coverage, the new maritime communication system needs fewer infrastructure and 
consequently costs less. The ships are capable of enjoying a large amount of information 
anywhere and anytime. Furthermore, the locationing ability of the broadband 
communication system offering position services via RF localization is of great value, as 
also visualized in Figure 6.9. 

 
Figure 6.9 Application of I-WiMAX for maritime coastal/lake environment communication 

 

 
Figure 6.10 Emergency services provided by I-WiMAX. 

 
Particularly when an accident happened on the water, the I-WiMAX shows a 

potential rescue capability as shown in Figure 6.10. Any ship that encounters disasters is 
required to send the SOS signal, the live video and all the sensors data to the BS. Then on 
shore in the control room, the experts are able to analyze the cause of the tragedy, decide 
the best rescuing operation, and monitor the accident scene. At last, several wrecking 
ships are assigned to the live spot with the determined rescuing operation to help the ship 
in trouble. The high speed data rate of I-WiMAX ensures the streaming video and a large 
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amount of sensor data to arrive the BS in time, which is valuable in providing emergency 
services. 

6.7 Summary 

I-WiMAX, as a new maritime wireless communication system, promises a large 
coverage range, high data rates, efficient spectrum usage, and reliable communications in 
sea/lake scenarios. It consists of SR and mobile WiMAX. SR introduces two 
beamforming techniques, ABF and DB, for ultimate efficient spectrum utilization and 
large coverage. 

ABF for uplink can spatially select the receiving signals of interested SS and 
alleviate co-channel interferences by directing the main beam towards the interested SS 
and nulls towards others. For downlink ABF, the NB method, which has been discussed 
in chapter 4, is introduced in I-WiMAX to display spread nulls in a certain range of 
directions. When taking into account a spatial channel model, it proves that NB is an 
essential part of I-WiMAX when serving reliable links to more than one SS within the 
same spectrum band. 

For SS (far) beyond the possible communication coverage range, we propose a 
relay network formed by those accessible SS to transmit the signals further to distant SS, 
rather than involving another BS. Due to the uncertainty of the location of the relay 
nodes, DB, which has been investigated in chapter 5 is employed for the SS relay 
network to transmit signals collaboratively after adopting different initial phases. We 
showed that the TDD mode of WiMAX is more suitable than FDD. 
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Chapter 7 Conclusions and Recommendations 

CR is an intelligent radio system, which senses the communication environment 
and then adapts to it automatically. One of the CR objectives is to obtain efficient 
spectrum utilization. We have proposed an integrating beamforming technique into the 
CR system, which fully exploits spatial diversity and thus greatly leverages spatial 
cognition capability to achieve a most efficient spectrum utilization and full spectrum 
sharing with PUs. The main concerns about applying beamforming techniques to CR are 
the spatial interferences to PUs due to CR transmission as well as the interferences from 
PUs at CR receiving. Both problems are well investigated and studied in this thesis. 
What’s more, the concept of exploring spatial diversity for CR can also be applied to CR 
networks. Similar challenges exist but we have tackled them differently via introducing 
DB techniques. 

7.1 ABF techniques for CR 

At the uplink for CR, the main problem is to detect and receive signals from CR 
users even when their SNR is low in the presence of PUs. For the ABF technique, if the 
signal of interest has a low SNR and its DOA is uncertain or unknown, the performance 
of directing main beams towards the direction of interest will be significantly degraded. 
We therefore have introduced the adaptive Bayesian beamformer and extended it for 
OFDM CR uplink systems. However the adaptive Bayesian beamformer does not take 
the presence of interferences into consideration. For this reason we have modified it by 
employing the proposed PM method. The PM method has successfully eliminated the 
presence of PUs signals in the covariance matrix and in this way the adaptive Bayesian 
beamformer can be applied to the CR uplink as a robust beamforming technique. 

Since OFDM is recommended to be the best modulation scheme for CR system, 
we have presented two types of adaptive OFDM beamformers for the CR system at the 
uplink to successfully receive signals from CR users while rejecting signals from PUs. 
They are the adaptive OFDM MMSE beamformer and the adaptive Bayesian 
beamformer. We have investigated and employed the latter for CR BS in order to 
perform beamforming when signals of CR users have a low SNR and their DOAs are 
unknown or uncertain. We have designed and calculated all the weights of adaptive 
OFDM beamformers for different OFDM subcarriers iteratively, which has less complex 
multiplication computations than an independent weights calculation for each OFDM 
subcarrier. Simulation results show that the computation loads (the number of complex 
multiplications) can be decreased by 90%, compared with calculating the weights for 
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each OFDM subcarrier independently. Thus the CR BS will save computation time for 
weights calculation in the adaptive OFDM beamformer.  

Based on different spectrum access schemes that CR adopts, we have proposed 
weights-masking and weights-constraint methods to modify the beamforming weights for 
those OFDM subcarriers which are in the same frequency band as PUs. The weights-
masking method is adopted for the “interwave” spectrum access mode and it simply 
deactivates those OFDM subcarriers which are in the PUs frequency bands. The weights-
constraint method benefits from higher spectrum efficiency by forcing the weights of 
those OFDM subcarriers to direct nulls patterns towards PUs. Though the weights-
masking method has a slightly better BER performance than that of the weights-
constraint method, the latter can achieve higher bit rate for the CR OFDM system via 
using maximally the available spectrum. 

It is important for CR downlink beamformers to ensure that the power of the 
transmitted CR signals, which are received by PUs, is less than the interference level 
determined by PUs. We found out that even in case CR limits its transmission power via 
employing the ABF technique, due to scatterers and multipath effects, the power of the 
CR signal may also leak to directions of PUs. Thus the spatial channels are worth 
studying for further controlling the CR transmission at different directions. Since the 
angular deviation models of spatial wireless channels are characterized as a Von Mises 
distribution, adaptive downlink beamformers for the CR BS should limit and control its 
transmission power in a range of angles around PUs directions rather than directing null 
patterns towards PUs. We have presented a new NB method to achieve this goal, which 
is called VDA. It is based on the approximation of the CMT method but it is capable of 
generating deeper broadened nulls around directions of PUs. The VDA method gives a 
closed form expression for the relationship of the weights of adaptive beamformers with 
and without the NB technique. It is also capable of generating deeper null patterns than 
the CMT method. In order to generate deeper broadened nulls, we have further suggested 
a filtering method, which employs window functions as filter of the adaptive 
beamformer. By adopting different kinds of window functions or adjusting parameters of 
the same window function, we can chose different depths of the broadened null patterns.  

By utilizing the VDA method and filtering method together, the adaptive 
downlink beamformer of the CR BS is able to display deep and broadened nulls. This 
guarantees that the CR BS will cause less interferences to PUs even when the CR system 
is using the same spectrum band as PUs. For an OFDM CR system, the VDA method is 
able to perform in an iterative way too, which ensures that the system model of the uplink 
adaptive OFDM beamformers can also be adopted at downlink. 

7.2 DB for CR networks 

We have introduced the DB technique into CR networks, which is constituted of 
distributed CR nodes. The goal of the DB method is to forward the CR signal to the DCR 
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users, while causing no harmful interferences to coexisting PUs by limiting its 
transmission power towards PUs. This is the same as when ABF is employed by the CR 
BS.  

We have first studied the DB methods, which enforces initial phases to CR nodes. 
In this way CR nodes can form a main beam towards DCR users to collaboratively 
forward signals. The average beampattern generated by the DB method shows that the 
asymptotic sidelobe level approaches a level which is the inverse proportion to the total 
number of nodes which are participating in the transmission. Consequently considering 
the possible working frequency of the CR networks (256MHz of 32 channels in the 
TVWS), the main beam of the average beampattern can be designed narrow enough and 

the sidelobe level in the beampattern will approach 
1

K
, where K is the total number of 

CR nodes in the CR network. Thus unlike the use of ABF techniques, which direct 
specific nulls towards directions of PUs, the DB method by its nature is capable of 
guarantying K-1 times less power towards PUs compared with that towards DCR users. 
Nulls generating is therefore no longer a problem for the DB method when applied to CR 
networks.  

However, since the width of the main beam can be approximated by 
35

R



, and 

R  should be large enough to have enough number of CR nodes to perform DB, the 
width of the main beam will then become extremely narrow, e.g., for a possible 

frequency band for CR application at 786MHz, to collect possible 30 CR nodes, R  

should be around 250, which results in a width of main beam of 0.1  in the pattern. 

This is considered to be too narrow, implying that the width of the main beam in the 
beampattern mostly relies on the center frequency at which CR is able to access. To solve 
the problem of the extreme narrow main beam, we have proposed a NS method based on 
the study that the “broadside” size of the CR network should be small so that a 
beampattern with a wider main beam can be maintained. By selecting CR nodes, which 
are able to form a full size end-fire array and a reduced size broadside array, our NS 
method is effective in generating a much wider main beam in the beam pattern. It can 
also be applied to cases with more than one DR users. The average beampattern of our 
NS method show that the main beams are successfully directed towards the DCR users 
and are enlarged for practical applications in CR networks. What is more, for a CR 

network with large physical size (large R ), our NS method can widen the main beam 
while achieve sufficiently low sidelobe level for CR transmission.  

So far no DB method has the possibility of generating more than one main beam 
in CR. In the presence of more than more DCR users, CR networks are practically 
obliged to direct main beams towards those DCR users. We have presented two multi 
main beams generating methods of DB in a CR network. They are the geographical 
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grouping method and random initial phase choosing method. The first allocates CR 
nodes into several ring ranges and an inner circular area. By assigning different initial 
phases to different groups of nodes, it achieves several main beams towards different 
directions. If we define all the initial phases for optimizing the transmission towards 
different DCR users as a complete set, the second method lets the CR nodes choose the 
initial phases from the set randomly. 

7.3 ABF and DB for I-WiMAX 

I-WiMAX, as a new maritime wireless communication system, promises a large 
coverage range, high data rates, efficient spectrum usage, and reliable communications in 
sea/lake scenarios. ABF for uplink can spatially select the receiving signals of interested 
SS and alleviate co-channel interferences by directing the main beam towards the 
interested SS and nulls towards others. For downlink adaptive beamforming, the NB 
method has been introduced in I-WiMAX to display spread nulls in a certain range of 
directions. When taking into account a spatial channel model, as is seen at the SS, it 
proves that NB is an essential part of I-WiMAX when serving reliable links to more than 
one SS within the same spectrum bands. 

For SS (far) beyond the possible communication coverage range, we have 
proposed a relay network formed by those accessible SS to transmit the signals further to 
distant SS via employing the DB method. Taking into account the working frequency 
bands of WiMAX, NS is absolute needed for practical usage due to its capability of 
enlarging the main beam while providing sufficient lower sidelobes in the pattern.  

7.4 Recommendations for future work              

 In this thesis, we have only considered one case describing a more or less 
realistic wireless channel, i.e., the Rayleigh channel in simulations as discussed in 
chapter 3. More studies on the time variances in the channel can be carried out and the 
results can be applied in ABF for CR in future work. The investigations of wireless 
communication channels can help CR systems to modify and adjust beamformers to 
adapt to different communication environments. All the methods presented in this thesis 
can be applied together with channel estimations and equalizations. For both ABF and 
DB techniques, if we consider dynamic wireless channels, the weight calculations are 
requested to be performed at each time slot, each frequency interval, and each direction 
due to the variation of the channels. In chapter 3, we have presented an AOFDM 
beamformer, which requires less computation time. This is very suitable for real time 
weights update. On the other hand, understanding multi path, time delay and other 
properties of the channel can definitely improve and further simplify the ABF and DB 
methods presented in the thesis. For example, if the multipath effect of the spatial 
channel from the CR BS to PUs is more severe; deeper nulls should then be generated by 
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the NB method proposed in chapter 4 so that less power can be scattered to PUs. In 
addition, if the spatial channel has a significant fading, the NB method may not be 
needed in the CR downlink beamformer, due to the fact that the signal power towards 
directions of PUs is already alleviated. 

In the study on CR networks, the channel effects between DCR users and each 
CR node in the CR network are not taken into account. It is possible that the channel 
between a DCR user and different CR nodes is similar to each other, considering the 
distances between DCR users and the CR network, and the size of the CR network. As a 
result, it is suggested for new studies on the channels in a distributed fashion, like the DB 
method that we have introduced into CR networks. The channel may be characterized 
statistically and consequently we may derive the average channel properties. We propose 
therefore that the channels between a network and sink should be considered and studied 
in a different manner than channels characterized from point to point. 

By studying CR networks, we have derived several interesting results based on 
the distribution of CR users (nodes) in the CR network. We have assumed they are 
following a uniform distribution, because we treat each area in the CR network equally 
and assume that each node has equal chance to be located in that area. In real 
applications, due to the geographical requirements, nodes may not be uniformly 
distributed anymore. For example, in applications of environment monitoring, if some 
area is of great interest, more data should be collected to further observe more locally the 
environment, and therefore more sensors are spread in that area. For some parts, which 
have less possible environment changes, less number of sensors are placed there. 
Consequently, the distribution that we have assumed is hard to be achieved anymore. 
Thus the combined distribution or a sparse distribution should be introduced to describe 
the sensor networks. Studying different distributions of sensors can also benefit the NS 
method in a way that we may find out the best distribution of the networks. With the 
knowledge on an optimal distribution of the networks, we may choose proper nodes 
which are following optimal distributions. If a Gaussian distribution is the best for a 
certain type of network, we can choose several nodes, which are following Gaussian 
distributions, out of the complete network in order to form an optimal network. It is 
therefore proposed to investigate in future NS methods based on distributions rather than 
considering the transmitting signal of each node. 

Given the worldwide growth in the move to higher data rate mobile broadband, 
and the increasing contribution of information technology to the overall energy 
consumption of the world, there is need on environmental grounds to reduce the energy 
requirements on radio access networks. The green radio program aims to achieve 

significant reductions in 2CO  emissions [88]. It is pursuing energy reduction from two 

different perspectives. The first is to examine alternatives to the existing cellular network 
structures to reduce energy consumption and the second is to study novel techniques to 
reduce energy consumption in the network. In chapter 5, we have covered the first 
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perspectives by presenting a new NS schemes to choose proper CR nodes for 
transmission in order to build a new structure of the network. The second perspective 
aims at developing a new DB technique. Thus a new green DB method should be studied 
on top of the DB method discussed in chapter 5, which means it not only is capable of 
generating the proper and practical main beams towards required directions, but also is 
able to consume less energy of the whole network. The fact is that for wireless sensor 
networks, there exists a minimum in the number of nodes, which is decided by the 
transmission power being able to reach the distant node. Therefore, a possible solution is 
to control the DB weights of all nodes in a way that all nodes are consuming the same 
amount of energy at the same time. Compared to the DB method which results in the 
unbalance of the energy consumption (some nodes are dying out while others are full of 
energy), it prolongs the life time of the network, since all the nodes will be power off in 
the end instead of having less amount of nodes which still have power. 
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Appendix A 

Proof of Equation (4-11) 
We define ,  , , 1,2, ,m nx x m n N  are the element locations of the array antenna. 

( 1)mx m d  , and ( 1)nx n d  , where d is the distance between two successive array 

elements. We also define 

   2
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and write for 0V   
 0

VDA NR R  (A-2) 

The following iterative result is now formed 
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For 1V  ,  
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 (A-4) 

If we adopt the definitions of ,m kD  in equations (4-13), 1
VDAR  can be written as 

 1
1,1 1,1 2,1 2,1

1 2 2

3 3 3VDA N N N  R R D R D D R D  (A-5) 

Using equations (A-3) and (A-5), we derive 

 2 1 1 1
1,2 1,2 2,2 2,2

1 2 2

3 3 3VDA VDA VDA VDA  R R D R D D R D  (A-6) 

Generally, the iterative equation of V
VDAR  becomes 

 1 1 1
1, 1, 2, 2,

1 2 2

3 3 3
V V V V
VDA VDA V VDA V V VDA V

    R R D R D D R D  (A-7) 

as shown in equation (4-11) 
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Appendix B 

Proof of Equation (4-22)  
By adopting V

VDAR  instead of NR  in equation (4-4), we know 
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Using the result of the matrix inversion, 
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We derive  
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where 
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Substituting equation (B-3) into equation (B-1) yields 
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which shows the result in equation (4-22).
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Appendix C 

Proof of Equation (4-29)  
Using the result of equation (4-22) we know 
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Using the result of equation (C-1) and equation (3-38), we obtain 

 

     

       
 

, , , ,

,

,

,

11 1

1 1

1 1 11 2 1 1 2 1

1 2 1 1

1 2 1

VDA m i VDA m m i VDA m VDA m

VDA m

VDA m

VDA m

H
V VH H HV V V k k V

m m m i m i
k k

HV V V V
m i m i m i m m i m m m

HV V
m i m i m i m m i

V V
m i m i m i

  



 

  
 

    
    

 
    

 
  

  
    

   







 w T w U T U w

U U U T U U U w

U U U T w

U U U w

 



 1

i

 (C-2) 

 



 

106 
 

Appendix D 

Proof of Equation (5-17)  
We define 
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We can calculate the pdf of random variable ku  by  
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Then we can obtain the expectation of exp( ( ) )kj u   by 
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Using the result of equation (D-3), we further derive 
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which shows the result in equation (5-17).



 

107 
 

Appendix E 

Proofs of Equations (5-23)-(5-28) 
We assume the Cartesian Coordinates of the kth CR node to be , ,( , )k x k yr r , where 

 , cosk x k kr r   (E-1) 

 , sink y k kr r   (E-2) 

Using equation (5-23), we can further separate the initial phase of the kth CR 

node into two parts, which are dedicated to the broadside array ,k b  and to the end-fire 

array ,k e . It means 
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The array factor for the broadside array can be written as 
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Using the pdf of kz  in equation (5-10), and the results in equations (5-10)-(5-13), we can 

derive in a similar way that 
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where 
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Similarly we can also obtain the average beampattern for the end-fire array, 
which can be written as 
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where 
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The above equations (E-7)-(E-12) show the result of equation (5-23)-(5-28). 
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Summary 

CR is capable of achieving efficient radio resource management while providing 
high data rate and reliable wireless communication services via implementation 
cognitions in three domains: time, frequency and space. This thesis explores potentials 
and limitations in CR by focusing on space domain. The purpose of investigating spatial 
diversity of CR is to achieve full spectrum reuse with PUs via distinguish itself from PUs 
by different spatial directions. This thesis discusses two system models for CR system. 
One is a centralized CR network with a CR BS equipped with array antennas, while CR 
users and PUs have no array antennas and they are located around the CR BS. The other 
model is a distributed CR network, which regards CR users in the network as CR nodes 
and a (sub-) set of these nodes forwards required signals to Distant CR (DCR) users in 
the presence of distant PUs. However, these signals should be suppressed in directions of 
PUs. Since the thesis emphasizes on exploiting spatial diversity in CR and CR networks, 
it adopts spatial signal processing techniques, i.e., the beamforming which has been also 
used in wireless communication systems.  

For the centralized CR network (the first model), both uplink and downlink BF 
techniques for CR BS are considered in this thesis. At uplink (receiving side), the signals 
received at the CR BS, which are coming from CR users, have low SNR. An adaptive 
Bayesian beamformer allows for directing CR BS main beams to CR users even when 
the DOA of each CR user is uncertain or completely unknown. In the thesis the first 
model is used in combination with the proposed modulation method in order to solve the 
problem of adjacent interferences with desired signal sources for the adaptive Bayesian 
beamformers. As OFDM has been proposed as a promising candidate for the physical 
layer of CR systems, an adaptive OFDM beamformer has been presented for CR BS. It 
calculates all the weights of adaptive OFDM beamformers for different OFDM 
subcarriers iteratively to spare complex multiplication computations. Based on different 
spectrum access schemes that CR adopts, this thesis has suggested weights-masking and 
weights-constraint methods to modify the beamforming weights for those OFDM 
subcarriers which are in the same frequency band as needed by PUs. The weights-
masking method simply deactivates those OFDM subcarriers which are in the PUs’ 
frequency bands, while the weights-constraint method benefits from higher spectrum 
efficiency by forcing the weights of those OFDM subcarriers to direct pattern nulls 
towards the PUs. 

At downlink (transmit side), it is assumed that CR users and PUs have no array 
antenna. Despite there are nulls in the CR BS antenna pattern towards PUs, the PUs may 
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still receive CR signals due to scatter and multipath effects from CR BS signals. After 
studying the angular deviation models of spatial wireless channels, a new NB (null-
broadening) method has been presented in this thesis, which is called VDA. The method 
is capable of generating deeper and broadened null patterns around directions of PUs, 
and it can be calculated iteratively. Generating deeper and broadened nulls (a kind of 
filtering method) employs window functions as filter for the adaptive beamformer 
weights, to be utilized in combination with the VDA method. Thus the adaptive 
downlink beamformer of CR BS is able to display deep and broadened nulls in the 
patterns, which guarantees that the CR BS will cause less interference to PUs even when 
the CR system is using the same spectrum band as PUs. 

The second model as discussed in the thesis is a CR network which contains 
geographically distributed CR users. Each CR user can be regarded as a virtual antenna 
element of an array. With this approach DB has been introduced in CR networks. Two 
DB methods have been proposed in this thesis to generate multi beams towards 
directions of DCR users. To solve the problem of the extreme narrow main beam pattern, 
a novel NS method has been proposed. The method selects those CR nodes that are able 
to form an end-fire array maximizing the number of nodes and a broadside array with 
reduced size by node selection. It has been shown in the beampattern that the main beams 
are successfully directed towards the DCR users. In practical applications the antenna 
gain of the main beam can so be increased, while sufficiently low sidelobe levels for CR 
transmission can be maintained needed for CR networks with large size. 

I-WiMAX is shown in this thesis as a beamforming application applied for a new 
maritime wireless communication system promising a large coverage range, high data 
rates, efficient spectrum usage, and reliable communications in sea/lake scenarios. It 
adopts the ABF for uplink, which can spatially select the receiving signals of interested 
SS and alleviate co-channel interferences by directing the main beam towards the 
interested SS and nulls towards others. It also adopts the proposed NB method at 
downlink beamforming to display spread nulls in a certain range of directions. For far SS 
beyond the possible communication coverage range, a model of a relay network, which is 
inspired by the CR network, has been introduced. Thus the NS method for the DB 
technique has been employed for practical usage due to its capability of enlarging the 
gain of the main beam. 
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Samenvatting 

Cognitieve radio (CR) is in staat om efficiënt radio resource management te 
bereiken en daarbij hoge data snelheid en betrouwbare draadloze communicatie diensten 
te bieden dankzij implementatie van kennis in drie domeinen: tijd, frequentie en ruimte. 
Dit proefschrift verkent het potentieel en de beperkingen van CR met focus op het ruimte 
domein. Het doel van het onderzoek naar ruimtelijke diversiteit van CR is om volledig 
spectrum hergebruik met primaire gebruikers (PU’s) te bereiken via het onderscheid 
tussen CR en primaire gebruikers die in andere ruimtelijke richtingen liggen. Dit 
proefschrift bespreekt twee systeem modellen voor CR. Het eerste is het gecentraliseerde 
CR netwerk met een cognitieve radio basis station (CR BS); CR BS is uitgerust met een 
antennestelsel aannemende dat CR gebruikers en primaire gebruikers geen antennestelsel 
hebben en hun locaties rondom het cognitieve radio basis station liggen. Het andere 
model is dat van een gedistribueerd CR netwerk, waarbij CR gebruikers in het netwerk 
beschouwd worden als CR nodes. Een (sub-) set van deze nodes stuurt gewenste signalen 
door naar verafgelegen (DCR) gebruikers waar ook verafgelegen primaire gebruikers 
zijn. Deze signalen moeten echter in de richting van PU’s worden onderdrukt. Aangezien 
in dit proefschrift de nadruk ligt op ruimtelijke diversiteit in CR en CR netwerken wordt 
aandacht gegeven aan signaal verwerkingstechnieken in het ruimtelijk domein, zoals 
bundelvorming waarvan het nut al is aangetoond in draadloze communicatie systemen. 

Voor een gecentraliseerd CR netwerk (het eerste model) worden zowel uplink als 
downlink bundelvormingstechnieken voor CR BS beschouwd. In de uplink (ontvangende 
zijde) hebben de signalen ontvangen door het cognitieve radio basis station (afkomstig 
van cognitieve radio gebruikers) een lage signaal - ruis verhouding. Adaptieve Bayesian 
bundelvorming is in staat om hoofdbundels van de stralingsdiagrammen van cognitieve 
basis stations te richten op cognitieve radio gebruikers, zelfs als de richting naar elke 
cognitieve radio gebruiker onzeker of onbekend is. In het proefschrift wordt het eerste 
model gebruikt in combinatie met een modulatie methode die interferenties met gewenste 
bronsignalen in de adaptieve Bayesian bundelvormer voorkomt. OFDM is voorgesteld 
als een veelbelovende kandidaat voor de fysieke laag van CR systemen; een adaptieve 
OFDM bundelvormer wordt in dit proefschrift gepresenteerd voor CR BS. Het berekent 
iteratief de gewichtsfactoren van adaptieve OFDM bundelvormers voor verschillende 
OFDM sub-carriers zodat het aantal complexe berekeningen/vermenigvuldigingen 
minder wordt. Op basis van verschillende spectrum toegangsschema’s, toelaatbaar in CR, 
worden gewichtsfactor-markeringen en gewichtsfactor-beperkingen voorgesteld om 
zodoende gewichtsfactoren te wijzigen voor die OFDM sub-carriers, die ook nodig zijn 
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voor primaire gebruikers. De gewichtsfactor-markeermethode deactiveert de OFDM sub-
carriers die in de primaire gebruikers’ frequentiebanden liggen; de gewichtsfactor-
beperkingmethode profiteert van een hogere efficiëntie van het spectrum middels 
gewichtsfactoren van OFDM sub-carriers waardoor in het stralingsdiagram ‘nullen’ 
worden gemaakt in de richting van de primaire gebruikers. 

Bij downlink (zend zijde) kunnen ondanks de ‘nullen’ in het stralingsdiagram 
(richting PU’s) de primaire gebruikers nog steeds cognitieve radio signalen ontvangen 
door verstrooiing- en multipad effecten op CR BS signalen, aannemende dat CR 
gebruikers en PU’s geen antennestelsel hebben. Na bestudering van hoekafwijkingen in 
de ruimtelijke modellen van draadloze kanalen, wordt in dit proefschrift een nieuwe NB 
methode gepresenteerd, welke Virtual Direction Adding (VDA) genoemd wordt. De 
methode is in staat om iteratief diepere en verbreedde ‘nul’ stralingsdiagrammen te 
berekenen rondom richtingen PU’s. Om deze diepere en verbreedde ‘nul’ diagrammen te 
genereren (een soort filter methode) worden specifieke (zogenoemde window) functies 
voor gewichtsfactoren in adaptieve bundelvorming toegepast in combinatie met de VDA 
methode. Adaptieve downlink bundelvorming van het cognitieve radio basis station (CR 
BS) is zo in staat om diepere en verbreedde ‘nul’ stralingsdiagrammen te maken, welke 
garanderen dat de CR BS voor minder storing zorgt naar de primaire gebruiker, zelfs als 
het cognitieve radio systeem een zelfde spectrum band gebruikt als de primaire 
gebruiker.  

Het tweede model dat wordt besproken in dit proefschrift is het cognitieve radio 
netwerk, welke geografisch gedistribueerde cognitieve radio gebruikers bevat. Elke 
cognitieve radio gebruiker kan worden gezien als een virtueel element van een 
antennestelsel. Met deze aanpak wordt gedistribueerde bundelvorming (DB) 
geïntroduceerd in cognitieve radio netwerken. Twee gedistribueerde netwerken worden 
in dit proefschrift voorgesteld om meerdere hoofdbundels in de antenne diagrammen te 
genereren naar cognitieve radio gebruikers op verre afstand. Om het probleem van een 
extreem smalle hoofdbundel in het stralingsdiagram op te lossen wordt een nieuwe node 
selectie (NS) voorgesteld. Hierin selecteert de cognitieve radio die nodes nodig om een 
zogenoemde endfire antenne stelsel te vormen met maximalisering van het aantal nodes 
en een zogenoemde broadside antennestelsel met gereduceerde afmeting in broadside (en 
dus met minder nodes). Het stralingsdiagram toont aan dat de hoofdbundels succesvol 
worden gestuurd richting de cognitieve radio gebruikers op verre afstand. Op deze wijze 
worden praktische applicaties van cognitieve radio netwerken realistisch. Ook blijven 
voldoende lage zijlussen (richting PU’s) behouden voor cognitieve radio netwerken met 
een groot afstandsbereik.  

I-WiMAX (Intelligent WiMAX) is een nieuw maritiem draadloos communicatie 
system met grote reikwijdte, hoge data snelheid, efficiënt gebruik van het spectrum en 
betrouwbare manier van communiceren van en naar locaties op meren en op zee. I-
WiMAX beschikt over adaptieve bundelvorming voor de uplink, waardoor ruimtelijk de 
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ontvangende signalen van geïnteresseerde geabonneerde stations worden geselecteerd en 
co-channel interventies worden verlaagd dankzij bundelsturing naar abonnees en ‘nul’ 
diagrammen in overige richtingen. Voor downlink bundelvorming beschikt het ook over 
de voorgestelde methode van verbreden van ‘nul’ stralingsdiagrammen, te realiseren over 
een bepaald richtingsinterval. Voor verafgelegen abonnees voorbij de CR BS radio 
reikwijdte wordt een model van heruitzending geïntroduceerd geïnspireerd op het idee 
van het cognitieve radio netwerk. Voor praktisch gebruik is een node selectie methode 
voor gedistribueerde bundelvorming opgezet waardoor de reikwijdte in de richting van 
verafgelegen abonnees wordt vergroot. 
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