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Introduction

The field of robotics engineering often draws inspiration in nature, in order to design more efficient and
agile systems. Pushing the boundaries of Micro Air Vehicles (MAVs)

The topic is biology-inspired applications for Micro Air Vehicles (MAV), in particular optical flow esti-
mation with Event-Based Cameras (EBCs) and Spiking Neural Networks (SNNs). This research field
draws inspiration from flying insects to mimic their navigation techniques and perform more efficient
autonomous flight of MAVs. Event-based visual processing has the potential to achieve lower power
consumption and reduced latency for MAVs navigation.

The goal of this thesis is to develop an optical flow estimation method using SNNs and implement
it on the neuromorphic chip Speck2e from Synsense [1]. The project aims to assess capabilities and
limitations of the chip and prove or disprove that the flow ca be learned from device-compatible networks.
The official research question is:

Can Spiking Neural Networks be implemented on board of a small
neuromorphic device in order to estimate ego motion of a drone?

The difficulty of the project is constructing a network architecture that is both hardware-compatible and
able to learn optical flow. Since commonly used Leak-Integrate and Fire (LIF) neuron models are not
available on the Speck2e, Integrate-And-Fire models in combination with recurrent connections have
to be used instead. This poses the main challenge of the project. The question can be extended with
the following sub-questions:

• Can SNNs without Leak-Integrate and Fire Neurons be used to learn optical flow?
• What are the advantages and disadvantages of using the Speck2e to estimate optical flow?

The report is structured in three parts:

1. Part I contains the standalone scientific paper titled ”Optical Flow Determination using Neuromor-
phic Hardware with Integrate & Fire Neurons”. This article presents the main contributions of this
thesis.

2. Part II contains an in-depth literature study on the relevant topics for the thesis project. The
literature study will start with Chapter 1, which introduces conventional frame-based optical flow
techniques. Chapter 2 treats EBCs and common applications of this technology. In Chapter 3,
the functioning principles, applications, and training challenges of spiking neural networks are
explored. In Chapter 4, recent methods of event-based optical flow techniques are showcased.
Finally, Chapter 5 will show examples of previous similar on-board applications and expose the
neuromorphic device that will be used for the project.

3. Part III includes the preliminary evaluation of Integrate & Fire neurons for optical flow determi-
nation. This part starts with Chapter 6 which includes an introduction to the methodology of the
project and the tools used. Following, Chapter 7 documents the network design process and
the different training strategies implemented. In conclusion, Chapter 8 includes the preliminary
hardware implementation.

1
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Scientific Paper
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Abstract—Spiking neural networks implemented for sensing

and control of robots have the potential to achieve lower latency
and power consumption by processing information sparsely and
asynchronously. They have been used on neuromorphic devices to
estimate optical flow for micro air vehicles navigation, however
robotic implementations have been limited to hardware setups
with sensing and processing as separate systems. This article
investigates a new approach for training a spiking neural network
for optical flow to be deployed on the speck2e device from
Synsense. The method takes into account the restrictions of
the speck2e in terms of network architecture, neuron model,
and number of synaptic operations and it involves training a
recurrent neural network with ReLU activation functions, which
is subsequently converted into a spiking network. A system of
weight rescaling is applied after conversion, to ensure optimal
information flow between the layers. Our study shows that it is
possible to estimate optical flow with Integrate-and-Fire neurons.
However, currently, the optical flow estimation performance is
still hampered by the number of synaptic operations. As a result,
the network presented in this work is able to estimate optical flow
in a range of [-4, 1] pixel/s.

Index Terms—neuromorphic computing, spiking neural net-
works, integrate-and-fire, computer vision, optical flow, micro
air vehicles

I. INTRODUCTION

Neuromorphic computing has emerged as a promising
paradigm for biologically inspired robotics applications [1,
2, 3, 4]. In contrast to von-Neumann architectures, the in-
formation processing in neuromorphic devices occurs asyn-
chronously and sparsely. The networks hosted on these type
of processors are called spiking neural networks (SNNs) [5],
also known as the third generation of neural networks. SNNs
contain layers of neurons communicating with each other
through binary inputs called ”spikes” [6]. Similarly to the
structure and functionality of the human brain, SNNs are able
to perform parallel computations. When implemented on neu-
romorphic hardware, SNNs result in lower power consumption
and latency, which is preferable for efficient real-time systems.

Neuromorphic devices have been used for a variety of
applications in computer vision, ranging from object detection
[7], tracking [8, 9] and gesture recognition [10, 11]. Regarding
time-dependent tasks, one application is determining optical
flow for Micro Air Vehicles (MAVs) state estimation [12].
Optical flow is a concept in computer vision that quantifies the

apparent motion of points in an image [13]. It was discovered
that optical flow serves as an important visual cue for animals.
For instance, bees exploit optical flow to land by keeping the
image velocity constant [14]. Other studies also hypothesized
that it is also used to estimate distances and avoid obstacles
[15, 16].

Determining optical flow using SNNs can be done by
combining neuromorphic devices with event-based cameras
(EBCs) [17]. This type of vision sensors are composed by an
array of pixels, where each pixel detects changes in brightness
in the image and outputs a binary variable indicating a positive
or negative change. Since the static elements in the image are
not detected, event-based vision sensors avoid capturing re-
dundant data and result in extremely low power consumption.
EBCs consume on average 10 mW of power, while standard
cameras power consumption is in the scale of W [17]. This
makes them suitable for real-time sensing in robotics systems.

With faster and more energy efficient computations, MAVs
can be designed to be lighter, more agile and more similar to
real insects. This technology could be helpful in applications
such as search and rescue and flying in greenhouses to
monitor crop. Paredes-Vallés et al. [18] proposed the first
fully neuromorphic vision-to-control pipeline for controlling
a MAV. The system runs completely autonomously with the
help of Intel’s Loihi [19] processor and a DAVIS240C event-
based camera.

This article presents a novel approach to estimating optical
flow, suited for implementation on lighter and more simple
neuromorphic devices. The chip used for experiments is
Synsense’s speck2e [20, 21, 22], a dynamic vision system-
on-chip, integrating sensing and computing in one board.
The speck2e is equipped with Integrate-and-Fire neurons. To
achieve a performance comparable to the Intel’s Loihi, a new
method has to be developed to transmit information inside the
network, without relying on the leakage system. The prime
goal of this research is to design a speck2e-compatible network
that is able to estimate direction and magnitude of dense
optical flow from an event-based dataset. A Recurrent Neural
Network (RNN) with ReLU activation functions is trained in
self-supervised learning and converted to spiking for testing.
The converted network is then deployed on the speck2e to
assess the hardware performance.
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Fig. 1. LIF network diagram from Paredes-Vallés et al. [18].

II. RELATED WORK

A. Neuromorphic Robotics

Neuromorphic devices have been previously used for real-
time control of robotics systems. For instance, neuromorphic
systems have been sued for control of particular robotic joints
to achieve a certain motion [23, 24, 25]. In the field of com-
puter vision, there has been extensive research into developing
systems with autonomous navigation using obstacle avoidance
and edge tracking [26, 27, 28, 29].

B. Neuromorphic Control of Micro Air Vehicles

Regarding autonomous navigation of MAVs, previous works
have implemented neuromorphic computing for sensing and
controlling. Hagenaars et al. [30] used SNNs for the first
time to control a drone during landing, using optical flow
divergence. Following, Paredes-Vallés et al. [18] introduced
the first fully neuromorphic pipeline for drone control. A SNN
was used to process events from a camera and output low-level
control actions to perform autonomous vision-based flight.
Both of these works used neuromorphic hardware with fully
programmable LIF neuron models. The drone setup included a
DAVIS240C event-based camera, a Loihi neuromorphic chip
[19] and a a single-board computer UP Squared. The latter
component was used to pre-process the events (downsampling
and cropping), as well as process the output spikes from the
Loihi. A further improvement would be implementing a new
device that combines vision and processing in the same board,
without requiring an additional component in between.

The architecture proposed in Paredes-Vallés et al. [18]
(Figure 1), is denoted here as LIF-3 and it includes three
groups of layers (encoders) with recurrent connections and
LIF spiking activation functions, one pooling layer and one
prediction layer. In total, 4 networks were used, one for each
corner of the image and each corner was cropped to a smaller
region of interest, in order to reduce the number of input
events. Note that defining 4 different regions of interest is not
possible with the DVS on the speck2e. To fairly compare the
speck2e architectures to LIF-3, the same number of channels
per layer is used, however the network is applied to the full
180x180 picture instead of 4 different corners. Note that the

output of the LIF-3 is still 8 flow vector components, as shown
in Figure 1. In this article, this architecture is used as a starting
point for the development of a new network configuration.

C. Previous Speck2e Implementations

Other examples of computer vision tasks tested on the
speck2e are face detection from Caccavella et al. [7], binary
particle classification [31], CIFAR10, ImageNet and NMNIST
classification [32, 33]. This neuromorphic device has not
been used yet for time-dependent tasks, requiring recurrent
connections for integrating in time.

III. METHODOLOGY

A. Event Based Cameras

Event-based cameras react to changes in brightness in the
scene by providing as output a stream of independent and
sparse inputs. Each event is defined as ei = (xi, yi, ti, pi),
where xi, yi are the coordinates of the pixel, ti is the
timestamp in microseconds and pi ∈ [−1, 1] is the polarity
of the event (−1 for decrease and +1 for increase in bright-
ness). The asynchronous nature of EBCs is suitable for on
board processing on a neuromorphic device. For instance,
the speck2e has a processing frequency of 1 MHz, hence
a resolution in time of microseconds order. However, when
training the SNNs in simulation, the processing frequency has
to be decreased in order to speed up the training time, since
processing each event individually would take too long. For
this reason, the events are binned into event frames, which can
be more easily processed by deep learning frameworks [17].
In the following experiments, when training the network, the
events are accumulated in time windows of 5 ms.

B. Optical Flow Model

The network architecture proposed estimates dense (per
pixel) optical flow in horizontal and vertical direction (u, v) in
pixels per millisecond. The network takes the input from the
whole DVS array of pixels and predicts the flow for 4 sections
of the image, hence it outputs a total of 8 predictions. The
corners are denoted as top left (TL), top right (TR), bottom
left (BL) and bottom right (BR) (Figure 1). Note that the flow
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is two-dimensional, hence it is assumed that the EBCs used to
record the camera of the dataset is looking at a planar surface.

C. Hardware Constraints

The speck2e circuit is able to support large-scale SNN for
various computer vision tasks, such as sign recognition, smart
tracking and obstacle detection. The final network configura-
tion shall be able to estimate optical flow from the datasets
accurately and the architecture shall be designed to fit the
hardware constraints. The speck2e specifications are [34]:

1) Maximum of 9 convolutional layers
2) Maximum number of neurons: 32k
3) Maximum input dimension: 128x128
4) Maximum feature output size: 64x64
5) Maximum feature number: 1024
6) Weight resolution: 8 bit
7) Neuron state resolution: 16 bit
8) Maximum kernel size: 16x16
9) Stride: {1, 2, 4, 8} independent in X/Y

10) Padding: [0...7] independent in X/Y
11) Pooling: 1:1, 1:2, 1:4
12) Fanout: 2
13) Frequency: 1 MHz
14) Synaptic Operations limit per core: 10 millions synops/s
15) Maximum number of channels in readout layer: 15

Importantly, the Speck2e features an Integrate-and-Fire (IF)
model. In comparison with a Leak-Integrate-and-Fire (LIF)
model, the IF model is simpler and it requires less energy.
However, it is also more limited, and at the onset of our study
it was unclear if an IF model SNN would be able to estimate
optical flow. In the next subsection, we explain the differences
between LIF and IF model in more detail.

D. Neuron Model Comparison

This section describes the differences between the LIF
model available on the Loihi chip and the IF model from
the speck2e. Each layer in a SNN can be visualized as a
convolutional layer plus a spiking activation function. The
layer contains weights and biases, which define how much
the input influences the potential of the neuron and therefore
its output. The spiking function outputs a 1 or a 0 at every step,
depending on whether the potential exceeded the threshold or
not. A schematic of the neurons is provided in Figure 2 for
LIF and Figure 3 for IF.

s(v[t]) =

{
0 if v[t] < vmem

1 if v[t] > vmem
(1)

i[t+ 1] = w · z[t] + θi · i[t] + b

v[t+ 1] = v[t] · θv · (1− s(v[t])) + i[t+ 1]
(2)

×

× ×

z[t]

i[t]

v[t]

w · z[t] + b + +
i[t+ 1] v[t+ 1] z[t+ 1]

s(v)

θi

θv
1−

Fig. 2. LIF neuron computational graph.

z(t) is the input spikes vector, i(t) and v(t) are the neurons’
current and potential values. Additionally, the potential is
multiplied by a reset term (1− z), so that if a neuron spiked
in the previous step (z = 1), the potential is reset to zero.
The spikes are fed in the convolutional layer, where they
are multiplied by the weights and summed with the biases.
The output of the convolutional layer represents the change in
current due to the spikes, which is added to the previous state
current. The new current i(t+1) is summed with the previous
potential to compute the new potential v(t + 1). Finally, the
spiking function z(v) checks if the potential is higher than the
threshold and transmits spikes to the following layer.

In the LIF model, θi and θv stand for the current and poten-
tial leak respectively and they are multiplied by the previous
state values. The leak represents how much information of
the previous state is preserved in the following step. A higher
leak value means that the current or potential decreases more
slowly and more information is maintained through time. In
the IF model the leak parameters are not present and the new
incoming current is directly summed to the previous one.

i[t+ 1] = w · z[t] + i[t] + b

v[t+ 1] = v[t] · (1− s(v)) + i[t+ 1]
(3)

×

z[t]

i[t]

v[t]

w · z[t] + b + +
i[t+ 1] v[t+ 1] z[t+ 1]

s(v)

1−

Fig. 3. IF neuron computational graph.

E. Sinabs Neuron Model

Sinabs [33] is a deep learning library based on PyTorch
provided by Synsense. It is suited to test SNNs to be imple-
mented on Synsense devices such as the speck2e. The sinabs
model of an IF spiking layer is denoted as IAFSqueeze and
it is characterized by the following parameters:

• spike_fn - Function defining the spiking output. If set
to MultiSpike, a neuron will be able to produce mul-
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tiple spikes in given time step. If set to SingleSpike,
a neuron will produce at most one spike per time step.

• reset_fn - Function defining the reset phase of the
potential. If set to MembraneSubtract, the threshold
value is subtracted from the potential after spiking. If set
to MembraneReset, the potential returns to zero after
spiking.

For testing the network in simulation, the IAFSqueeze
functions are set to MultiSpike mode. If the neurons in
a certain binned frame are able to send multiple spikes,
they can encode more information in that specific time and
the flow can be better characterized. Regarding the reset
function, the MembraneReset option is chosen instead of
MembraneSubtract, in order to avoid membrane potential
accumulation.

F. Recurrent Connections

For time-dependent tasks, IF SNNs would require recurrent
connections in order to make predictions on the current state,
while considering the previous one. There are two possible
recurrent encoder configurations on the speck2e.
Sum Recurrency
In this type of encoder the first layer increases the number of
channels from n1 to n2. The second layer processes the new
input from the first layer, together with the previous state. The
output of the second forward layer is summed directly to the
new incoming state and then fed in the layer.

Fwd. 1 + Fwd. 2

Fig. 4. Sum Recurrency

Concatenation Recurrency
This type of encoder has two forward layers and one recurrent
layer. The first forward layer increases the number of channels
from n1 to n2. The second forward layer processes the output
of the first forward layer concatenated with the one of the
recurrent layer, hence it has 2 · n2 inputs and 2 · n2 output
channels. Finally, the recurrent convolutional layer decreases
the number of channels back from 2 · n2 to n2.

Fwd. 1 // Fwd. 2

Rec.

Fig. 5. Concatenation recurrency diagram.

G. Network Conversion & Weight rescaling

The Speck2e has been successfully used for recognition
tasks (Section II). However, determining optical flow requires
more extensive temporal processing of the events. This is
because the network has to integrate the information of the
previous states in time to determine the current state. With
IF neurons, all the valuable information among layers is
encoded in the spikes and the recurrent connections are the
only memory mechanism in every layer.

Fwd. 1 IF
scale=1.0

Fwd. 2

scale=0.1

Encoder 0

thr=0.1

Rec

scale=0.1

IF
thr=0.1

Fwd. 1 IF
scale=0.1

Fwd. 2

scale=0.01

Encoder 1

thr=0.01

Rec

scale=0.01

IF
thr=0.01

Fig. 6. Weight rescaling diagram.

A common strategy to train SNNs is to first train an ANN
for ReLU activation functions and then replace them with
spiking activation functions, as explained in Cao et al. [35].
This method works well for non time-dependent tasks such
as image classification and object detection [10, 7]. In sinabs,
when substituting ReLU functions with IAFSqueeze, the
thresholds are set to ± 1.0 by default. However, if the synaptic
weights have a different range of values, this thresholds might
not be suitable and the layer might result in too high or
too low activity. Rueckauer et al. [36] proposes a solution
to this problem, which consists in normalizing the activity in
every layer by scaling the weights to be in the appropriate
range. However, this method was only applied to an object
detection task, hence without recurrent connections and time
dependency. In this article we propose the same approach as
in Rueckauer et al.[36], but for a recurrent spiking network.
The main difference is that, while for recognition tasks the
weights are scaled to be in the right rang but still lower than
the thresholds, in our method the weights are required to be
higher than the thresholds.

Without weight rescaling, the information in every layer
tends to accumulate membrane potential, instead of transmit-
ting spikes to the following layers. If the information between
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layers is not promptly transmitted as it arrives, the recurrent
connections are not going to be activated and therefore the
network will lose the previous states. Setting the threshold
too high with respect to the scale of the synaptic inputs will
result in losing relevant information over time, while setting
it too low will result in excessive information flow.

By observing the range of the output of the ReLU functions
in every layer, a common threshold can be defined for every
encoder. The threshold should be low enough to allow some
spikes to pass through at every binned frame of 5 ms. Note
that finding the optimal threshold value to allow the minimum
number of spikes to pass, while still encoding the relevant
information, is a complex optimization problem. There is not
one ideal scaling factor for the weights, as this will depend
on many parameters such as the spike rate in the dataset, the
network depth, the spike threshold and many more. For this
reason the thresholds will be selected empirically.

In the first layer of the first encoder, the ReLU outputs are
in the range 10−1, thus the upper and lower thresholds are
set to ± 0.1 for all layers of the first encoder. The weights of
the following layer are then re-scaled by 0.1. This pattern of
rescaling the weights by the threshold value of the previous
layer is repeated for all layers, as shown in Figure 6. In the
second encoder the synaptic output range is in the order of
10−2, thus the threshold is set to ± 0.01.
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Fig. 7. Activation functions and resulting spike rate output.

Figure 7 shows the output of the ReLU function (contin-
uous) compared to the output of the IAFSqueeze function
(discrete) and the resulting spike rate. The idea of ANN-to-
SNN conversion is using only the spikes to transmit informa-
tion through layers and therefore reducing the resolution or
sampling the information. Equation 4 shows that the output of
the IF function zIF is equal to the integer part of the ReLU
output zReLU divided by the threshold vmem. For instance, if
the input of a neuron equal to 0.421 and the threshold of the
neuron is set to 0.1, 4 spikes will be transmitted to all the
neighboring neurons.

zIF =

⌊
zReLU

vmem

⌋
(4)

H. Self-Supervised Loss Function

The network is trained in self-supervised learning. The loss
function for is composed by two terms: contrast maximization
and flow smoothing.

1) Contrast Maximization: this function quantifies the flow
loss given a set of events. It was proposed by Gallego et
al. [37] and it solely relies on the events stream, without
any additional data required. Consider a set of positive and
negative events in a certain spatio-temporal neighborhood. The
events triggered by the same moving edges are expected to
follow the same trajectories. The translational displacement of
the pixels can be described by Equation 5, where (u, v) are
the flow components.(

x′
i

y′i

)
=

(
xi

yi

)
+ (t− t′i)

(
u(xi, yi)
v(xi, yi)

)
(5)

Calculating the correct flow can be interpreted as finding the
best fitting trajectory that passes through the events generated
by the same moving edge. Consider the scenario displayed
in Figure 8. During training the network performs 5 forward
passes before computing the loss. For each of the 5 frames,
the events are transposed in time using the last flow vectors
estimation. Essentially, the 5 frames are used to reconstruct
the events at a reference time. The 5 reconstructions are then
summed together and, if the flow estimation is correct, the
pixels should be aligning without any blur. In reality, the first
optical flow estimates will not be correct and will therefore
result in a blurred reconstructed image (Figure 8). In order
to measure this blur and minimize it, the density of events
per pixels is calculated. If the flow estimation is accurate, the
reconstructed events will be aligning on the same pixel.

image 1 image 2 image 3 image 4 image 5

sum of warped images
with flow prediction

(u, v)

tref tref tref tref tref

t5
t4

t3
t2t1

(u, v) (u, v) (u, v) (u, v)

sum of warped images
with correct flow

Fig. 8. Contrast maximization computation scheme.

To compute the contrast maximization loss function, first
the events are separated by polarity. Following, the average
timestamp image is generated at each pixel for each polarity,
as in Zhu et al. [38].
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Tp′(x;u|tref) =

∑
j κ(x− x′

j)κ(y − y′j)tj∑
j κ(x− x′

j)κ(y − y′j) + ϵ

κ(a) = max(0, 1− |a|)
(6)

To make the loss function convex, in Paredes-Vallés et al.
[39] the contrast maximization function was scaled with the
number of pixels with at least one warped event (Equation 7).

ℓcontrast(tref) =

∑
x;u T+(x;u|tref)

2 + T−(x;u|tref)
2∑

x[n(x
′) > 0] + ϵ

(7)

2) Flow Smoothing: this term encourages smoothness in
the estimated optical flow field. It is based on the assumption
that neighboring pixels should have similar flow values. The
smoothness function is meant to regularize the output flow and
it is applied in the temporal domain to subsequent per-corner
optical flow estimates.

ℓsmooth =
∑
x,y

∑
i,j∈N (x,y)

ρ(u(x, y)−u(i, j))+ρ(v(x, y)−v(i, j))

(8)
The total loss function used during training to learn optical

flow is Equation 9, where λ is a scalar balancing the two
functions.

Ltotal = ℓcontrast + λℓsmooth (9)

I. Synops Loss Function

As specified in Section III-C, the limit on the number
of synaptic operations is 10 millions synops/s. By synaptic
operation, it is meant all the spikes sent from the neurons of
one layer to the neurons of another layer. In order to regularize
the activity of the layers during training and prevent excessive
spiking, Equation 10 is introduced as an additional term in the
loss function.

loss =
N∑

k=1

(total output)k
(threshold)k(# parameters)k

(10)

The total output of every layer at every step is the total
number of spikes that a layer produces. During training the
network is using ReLU functions and the output of every
neuron is a floating point. However the range of weights values
for every layer changes and, if it is not rescaled, the deeper
layers with lower weight values will have less importance in
the cost function. Moreover, layers with more parameters need
to have a higher spike rate to send more information, thus
the layer output is also scaled by the number of parameters.
The weight of the synops loss term on the total loss function
has to be tuned, in order to achieve a balance that allows to
learn optical flow properly and with the minimum number of
operations.

IV. SIMULATION RESULTS

A. Training and Testing Datasets

The network is trained on two main datasets. The first
one is addressed as CyberZoo dataset[18] and it includes 40
minutes of event data, which are split into 25 minutes for
training and 15 for testing. This dataset includes translational
and rotational motion in multiple directions and at different
speeds. The CyberZoo dataset will be used to quantify the
network’s accuracy with respect to ground truth data and
assess its performance.

The second dataset is provided by the University of Zurich
and it is denoted as Davis dataset [40]. This dataset includes
two main video sequences of 60 seconds each. It contains
translational and rotational motion, however due to its limited
size, it is not as complex and diversified as the CyberZoo
dataset. It was observed that networks trained on the Cyberzoo
dataset have a higher number of synops with respect to
networks trained on the Davis dataset. This is most likely due
to the higher complexity of the Cyberzoo sequences, which
require more spikes to identify the motion. Therefore, for the
hardware experiments, a sequence from the Davis dataset is
used as input in the speck2e, instead of the events coming from
the DVS. This is done primarily to avoid collecting another
dataset and to validate the network on more simple motions.

B. Network Configurations

A total of 5 networks is tested on the datasets and compared
to the peformance of the LIF network used in Paredes-Vallés
et al. [18].

1) RNN-2-S: recurrent neural network with 2 encoders,
sum recurrency and ReLU activation functions.

2) IF-2-S: spiking equivalent of RNN-2-S.
3) RNN-2-C: recurrent neural network with 2 encoders,

concatenation recurrency and ReLU activation functions.
4) IF-2-C: spiking equivalent of RNN-2-C.
Note that the number of encoders is decreased from 3 to 2,

because of the limit on number of convolutional cores on the
speck2e.

C. Results on CyberZoo dataset

The network architectures are tested on the CyberZoo
dataset and compared to the LIF network. The comparison
metrics are Signal-to-Noise Ratio (SNR), Average Endpoint
Error (AEE) and The Ratio of Squared Average Timestamps
(RSAT). Table I and Figure 9 shows the results for the different
network configurations compared to the LIF-3 [18]. All the
metrics are computed on a single sequence from the dataset.
Signal-to-Noise Ratio
To calculate the SNR, a sequence of 5.0 s from the testing
dataset is considered. The network outputs 8 optical flow
predictions, a horizontal and a vertical component for each

of the 4 corners of the image. To distinguish the power of
the signal from the noise, the predictions are transposed to the
frequency domain using Fast Fourier Transform (FFT).
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Fig. 9. Ground truth compared to network prediction for RNN-2-S, IF-2-S, RNN-2-C, IF-2-C

In this way, the main signal frequency can be identified by
observing the peaks. The frequency range of the main signal is
defined by observing the FFT of the ground truth signal. Using
Equation 11 the average SNR can be calculated for each flow
vector signal and compared to the ground truth.
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Fig. 10. FFT of ground truth signal compared to RNN-2-S and IF-2-S.
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Figure 10 and 11 show the FFT of the ground truth signal
compared to the network predictions of the ReLU and IF

network. By zooming in the graph, it is found that the ground
truth has most of its power in the frequencies ±2.5 ·10−3 Hz,
hence this range is chosen to define the main signal. The FFT
shows that the IF prediction is weaker in that range and has
more power in other frequencies, hence the SNR is expected
to be lower.

SNR = 10 · log10
(
Psignal

Pnoise

)
(11)

Average Endpoint Error & Standard Deviation
The Average Endpoint Error (AEE) is a metric used to evaluate
the accuracy of optical flow algorithms. It is calculated by
taking the each prediction of the network per corner of the
image (D) and calculating the squared difference with ground
truth. Then the respective errors of u and v are summed and
the average of all corners is taken. This value represents the
endpoint error at a certain time step. For all the error values
the average and standard deviation can be calculated. The AEE
is the average of all endpoint errors at every time step (N )

ei =
1

D

D∑
j

[
(uj − ûj)

2 + (vj − v̂j)
2
]

(12)

AEE =
1

N

N∑
i

ei STD =

√√√√ 1

N

N∑
i

(ei − AEE)2 (13)

Ratio of Squared Average Timestamps
RSAT is the ratio of the squared sum of the per-pixel and
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per-polarity average timestamp of the image of warped events
and that of the image of (non-warped) events. Essentially, the
RSAT measures the sharpness of the reconstructed image and
it is an indication of how well the flow is estimated. The lower
the value of this metric, the better the optical flow estimate.
Note that this metric is sensitive to the number of input events.

TABLE I
SNR, AEE AND RSAT FOR THE DIFFERENT NETWORKS ON A CYBERZOO

DATASET SEQUENCE.

Configuration SNR (dB) ↑ AEE ↓ STD ↓ RSAT ↓

LIF-3 [18] 9.09 0.199 0.0531 0.917
RNN-2-S 9.11 0.183 0.0585 0.913
IF-2-S -0.877 0.163 0.0637 0.987
RNN-2-C 12.2 0.211 0.0567 0.896
IF-2-C 6.98 0.171 0.0668 0.965

D. Network Configuration Trade-off
In this section, the results of the different network configu-

rations on the Cyberzoo dataset are discussed.
Recurrency Type
With the same number of encoders, RNN-2-S has a slightly
lower AEE than RNN-2-C and a more or less similar STD,
although this does not necessarily indicate a better perfor-
mance, since the RSAT is lower for concatenation networks.
By observing the predictions compared to ground truth in
Figure 9 it can be seen that both networks are able to follow
the motion fairly accurately. However, in terms of noisiness,
RNN-2-C and IF-2-C have a better SNR. In Figure 9 it can be
seen that RNN-2-S predictions are more subject to additional
fluctuations that are not present in the ground truth signal.
Moreover, when converted, IF-2-S does not work properly
with the weight rescaling method and most of the main signal
seems to be lost. Concatenation seems to work better in this
case, most likely because of its additional convolutional layer
in the recurrent connection. This layer processes the previous
state and it serves as a filter for non-relevant information.
With sum recurrency, the previous state is directly summed
with the new incoming state and then processed, therefore
the convolutional layer does not distinguish between past and
present information.
Network Conversion
Converting RNN to IF inevitably lowers the SNR and in-
troduces additional noisy frequencies. When the network is
converted, the resolution of the information between layers
is reduced and therefore output signal becomes less defined.
With sum recurrency (SNR = -0.877 dB), the conversion has
way more impact on the SNR than with concatenation (SNR
= 6.98 dB). Moreover, when converting, the AEE drops while
the RSAT and STD increase. As specified earlier, a lower AEE
does not indicate better performance. Indeed the STD increase
proves that the errors are more dispersed.
Neuron Models
From the previous discussion, it was established that IF-2-C
appears to be a more suitable option. Compared to LIF-3, IF-
2-C performance worse in most of the metrics. This is because

LIF-3 not only has more hyperparameters than IF-2-C, but also
a higher level of complexity of the neuron model. LIF neurons
are better at capturing temporal dynamics, since not all the
information has to be sent through the spikes and some of
the irrelevant one is filtered out by the leak system. Despite
the limitations, the IF-2-C is able to achieve a comparable
performance with respect to LIF-3.

E. Results on Davis Dataset

The Davis dataset does not include ground truth optical flow,
thus the performance of the network is evaluated by visual
inspection. The size of the dataset sequences is reduced from
128 pixels to 90, in order to further reduce the number of
synaptic operations for hardware implementation. Figure 12
shows the output of IF-2-C on a horizontal and a vertical
motion sequence. The pictures on top represent the color-
coded dense optical flow. Every pixel has a different color
depending on the flow at that point (check Figure 19 for color
map).

F. Synaptic Operations Analysis

Besides using the synops loss term, some of the network
hyperparameters can be altered to influence the number of
synops.
Stride
To minimize the synops, the stride of the first encoder can be
changed to 4, as in the second encoder. By halving the size of
the images in the first encoder, less information is forwarded,
hence the layers produce less synops (Figure 20 and 21).
Number of Channels
Increasing the number of channels can make the network’s
activity more sparse. Choosing a configuration with more
neurons means having more neurons doing less work, therefore
less operations per neuron overall (Figure 22 and 23).
Early Stop
During training, the network establishes the synaptic weights
to optimize for minimal loss. However, in this case the mini-
mum loss is often achieved in the first few epochs. By letting
the network train more, additional connections are formed,
which make the predictions more accurate. These redundant
weights are useful for making the network more precise,
however they increase the number of operations significantly.
If the training is stopped earlier and the model is still able to
estimate the flow accurately, a more operations efficient result
can be obtained (Figure 24 and 25).

Considering the influence of the hyperparameters, a new
network configuration is trained for implementation on the
speck2e (Table IV).

G. Synops Loss Term

Recurrent connections on the speck2e process at a frequency
of 1 MHz, thus the number of synops could change signifi-
cantly compared to IF-2-C in simulation. Nevertheless, the
total number of spikes produced by all the layers can still be
reduced by including the synops loss term explained in Section
III-I.
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Fig. 12. IF-2-C optical flow vectors for the Davis dataset sequences.
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Figure 13 shows the flow loss and synops loss over 10
epochs. By looking at the synops loss, it is clear that 0.01 is
an optimal value for the weight, as it allows the flow loss to
converge to a slightly higher value, while keeping the synops
lower. If the weight is increased to 0.1, the network minimizes
the synops to zero and it is prevented from learning flow. If it
is decreased to 0.001, its influence is almost unnoticeable and
the synops increase to more than necessary. Figure 14 shows
the influence of the loss function on the total number of spikes
of all the layers in the network.

V. HARDWARE IMPLEMENTATION

A. Hardware Setup Overview

The speck2e hosts the 2 encoders and the pooling layer,
while the prediction layer post-processes the spikes outside the
chip and translate them into optical flow vectors. The spikes
are binned in time windows of 5 ms before being fed into
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Fig. 14. Total number of synops for network trained with synops loss
compared to network trained without synops loss.

the prediction layer. For the preliminary tests, the input is not
from the DVS, but instead a sequence from the Davis dataset is
used. A diagram of the hardware setup is shown in Figure 15.
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Fig. 16. Spike activity comparison

B. Spike Activity Comparison

Figure 16 shows the total number of spikes for every 5 ms
frame in the first layer of the first encoder. While in simulation
the layer follows a specific trend dictated by the input spikes,
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on the speck2e the layer appears to be reaching a saturation
point, after which it cannot produce more spikes. When the
input spikes increase, the output spikes of the layer increase
up to a certain point and then they start accumulating. When
the inputs decrease again around 1000 ms, the accumulated
outputs are released sequentially. Accumulation obviously
results in information loss, because the timestamp of the spikes
is delayed. Although it is still possible to retrieve the optical
flow prediction by entering a predefined sequence (Figure 18),
these settings are not ideal for real-time vision and control. If
the network circuit received inputs from the DVS directly and
the spikes between layers started to accumulate, this would
result in a backlog, since the DVS would not be able to
transmit more spikes to the network.

C. Weight Clamping

Although different methods to reduce the spikes were
implemented in Section IV-F, the convolutional cores still
cannot output as many spikes as necessary to predict the flow
properly. This gap in performance between simulation and
hardware is most likely due the weight values being larger
than the thresholds.

To prove this, the network is tested with the same input
sequence, but the weights are clamped to a maximum equal
to the threshold and a minimum equal to the negative of
the threshold. Figure 17 shows the effect of clamping on the
weight distribution. In the first layer of the first encoder the
quantized thresholds are approximately ± 30. Constraining
the weights to the threshold values results in a reduction
of information, because for every synaptic input, a neuron
can spike at most once. This restricts the range of possible
neuronal activity patterns, hence it reduces the accuracy of
the network. However, the spike activity does not get stuck at
the saturation point anymore (Figure 16 red line). With these
settings, the information flows more smoothly throughout the
network without accumulating.

100 50 0 50 1000
5

10
15
20

Fr
eq

ue
nc

y

30 20 10 0 10 20 30
Weight Value

0

10

20

30

40

Fr
eq

ue
nc

y

Fig. 17. Effect of clamping on weights distribution in first layer of first
encoder.

D. Optical Flow Prediction

The spikes of the pooling layer are binned into frames and
fed in the last off-chip layer. The resulting optical flow is
shown in Figure 18.
IF-2-C on speck2e
When the weights are not clamped, the network prediction
manages to follow the simulation result. However, especially
at the peaks, the prediction from the speck2e deteriorates. This
is because, for the network to be accurate at higher magnitudes
of optical flow, more spikes need to be transmitted between the
layers, which is not possible if the layers reach the saturation
point.
IF-2-C on speck2e with clamped weights
By clamping the weights, the layers are able to send spikes
without reaching the limit. However, the network parameters
are way more different from the trained solution, hence the
prediction loses accuracy. This proves that the limitations of
the speck2e are encountered when using weights values with
higher values than thresholds, as this results in a too high
demand for spikes processing.
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It is interesting to notice that for negative flow values, the
speck2e output is more accurate than for positive ones. This
is likely because during training, the network associated fewer
spikes with negative flow and more spikes with positive flow.
To predict higher values of positive flow, the layers will need
to spike more than allowed by the device limitations. However,
for negative flow values, less spikes are required and a better
flow estimate is obtained. Using clamped weights, the range of
possible optical flow values is roughly [-4,1] pixel/s. To further
improve the prediction, one could re-train the network by
constraining the activity to obtain a range of possible optical
flow that is symmetric in positive and negative direction.

VI. RESULTS DISCUSSION & CONCLUSION

In this paper, we presented a novel approach for optical flow
determination using neuromorphic computing. The speck2e
device from Synsense was used in the experiments and the
network configuration was inspired by Paredes-Vallés et al.
[18]. This device could result in lighter and more power
efficient MAVs, as it includes sensing and computing into one
board. It was shown that it is possible to estimate optical flow
from event-based datasets in simulation with a RNN trained
and converted to SNN. A mechanism of weight rescaling was
applied on the network parameters to avoid information loss
between the layers after the conversion. Although the simula-
tion results seem promising, they are based on the assumption
that neurons on board of the speck2e can have synaptic weight
values higher than the thresholds and output a spike rate
proportional to such weight. Uploading and testing a network
with this characteristics is possible, however the resulting

performance of the network on hardware is quite different
than in simulation. It was noticed that the convolutional cores
reach a limit on the number of synaptic operations, despite
the regularization term used during training. This saturation
point is reached if the weights are higher than the thresholds,
since the potential reaches its limit much faster. The result
is spikes accumulation which results a loss of information.
It is possible to alter the parameters to make the network run
without spikes accumulation. This is achieved by clamping the
weight values to the threshold limits. Note that this severely
reduces the range of possible weight values, hence it makes
the network more limited and the prediction less exact.

This paper served to explore the limitations and challenges
of training a speck2e-compatible IF network to estimate opti-
cal flow. With the help of this analysis it might be possible to
further improve the performance of the network, by re-training
it under the constraints of the device. A good improvement
would be re-training the network to have its range of possible
optical flow values to be symmetric in positive and negative
direction. One limitation that is still constraining the speck2e
is the limit on synaptic operations per second. This represent
a complex challenge, considering that all the information has
to be sent through the spikes between layers.
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APPENDIX A
OPTICAL FLOW COLORMAP

Fig. 19. Optical flow color map.

APPENDIX B
NETWORK CONFIGURATION DETAILS

This section includes the network configuration details, meaning the channels number, size, kernel, stride and padding for
each convolutional layer.

TABLE II
NETWORK ARCHITECTURE FOR RNN-2-S ON CYBERZOO DATASET.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 2 4 180 90 3 2 1
Rec. 4 4 90 90 3 1 0

Encoder 1 Fwd. 4 8 90 23 3 4 1
Rec. 8 8 23 23 3 1 0

Pooling 8 8 23 1 23 1 0
Prediction 8 8 1 1 1 1 0

TABLE III
NETWORK ARCHITECTURE FOR RNN-2-C ON CYBERZOO DATASET.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 1 2 4 180 90 3 2 1
Fwd. 2 8 8 90 90 3 1 1

Rec. 8 4 90 90 3 1 0

Encoder 1 Fwd. 1 8 16 90 23 3 4 1
Fwd. 2 32 32 23 23 3 1 1

Rec. 32 16 23 23 3 1 0

Pooling 32 8 23 1 23 1 0
Prediction 8 8 1 1 1 1 0

TABLE IV
NETWORK ARCHITECTURE FOR RNN-2-C ON SPECK.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 1 2 6 90 23 3 4 1
Fwd. 2 12 12 23 23 3 1 1

Rec. 12 6 23 23 3 1 0

Encoder 1 Fwd. 1 12 16 23 6 3 4 1
Fwd. 2 32 32 6 6 3 1 1

Rec. 32 16 6 6 3 1 0

Pooling 32 15 6 1 6 1 0
Prediction 15 8 1 1 1 1 0
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APPENDIX C
EFFECT OF HYPERPARAMETERS ON SYNOPS

This section includes the plots of number of synaptic operations and maximum number of operations per neuron over time,
for the first convolutional layer for different network configurations. In each pair of plots, a single hyperparameter was altered
to observe the effect on the synaptic operations.
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Fig. 20. Spike activity in RNN-2-C with stride 2 in first encoder.
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Fig. 21. Spike activity RNN-2-C with stride 4 in first encoder.
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Fig. 22. RNN-2-B with increased number of channels.
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Fig. 23. RNN-2-C with decreased number of channels.
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Fig. 24. RNN-2-C after 80 epochs.
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Fig. 25. RNN-2-C after 10 epochs.
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1
Frame-Based Optical Flow

In this chapter, Section 1.1 introduces the concept of optical flow, Section 1.2 discusses the conven-
tional methods for optical flow determination and Section 1.3 treats the deep learning methods.

1.1. General
Optical flow is a concept in computer vision that quantifies the apparent motion of points in an image.
It can be described as the vector field defining the motion of the individual pixels in the image. Optical
flow draws inspiration from biology and especially from insects and birds. It was discovered that bees
exploit optical flow to land by keeping the image velocity constant [2]. Other studies also hypothesized
that bees use image motion to estimate distances and avoid obstacles [3, 4].

In the field of robotics, optical flow is used to project the three-dimensional motion of objects, onto the
two-dimensional image plane of the visual sensor [5]. Applications of this concept are mainly in the
field of navigation and obstacle avoidance for both ground and aerial robots.

1.2. Conventional Methods
Conventional optical flow estimation techniques can be classified in three main categories: intensity-
based differential methods, frequency-based methods and correlation-based methods [5].

1.2.1. Intensity-Based Differential Methods
Differential methods use the spatio-temporal derivatives of the intensity function I(x, y, t) of each pixel.
Note that the intensity value is also influenced by lighting conditions and not only by the movement of
the visual sensor. However, most of the computation algorithms for optical flow assume that changes
due to light are negligible compared to changes due to motion [6]. After a time step dt every pixel
is displaced in the 2D plane by dx and dy. The velocity vectors describing the displacement are the
optical flow components u and v, as shown in Equation 1.1 [5].

I(x+ dx, y + dy, t+ dt) = I(x, y) +
∂I

∂x
dx+

∂I

∂y
dy +

∂I

∂t
dt (1.1)

Because Equation 1.1 does not provide enough information to calculate the flow components at every
pixel, algorithms such as the Lucas-Kanade [7] assume that the local flow within a certain region is
approximately constant, thus the pixels have the same u and v and the change in intensity is approx-
imately zero (Equation 1.2). In this way, the problem can be solved using least-squared regression
(Equation 1.3).

∂I

∂x
u+

∂I

∂y
v +

∂I

∂t
= 0 (1.2)
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...
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 (1.3)

Similarly, the Horn-Shunck algorithm [8] assumes that neighboring points have similar velocities and
the velocity field varies smoothly everywhere in the image. To measure the smoothness of the optical
flow, the Laplacians of u and v are computed and the squared sum is minimized. Despite being old,
the differential methods for optical flow are still being used for navigation tasks such as velocity and
height estimation [9, 10, 11, 12, 13].

1.2.2. Frequency-Based Methods
Frequency-based methods use the frequency domain representation of images to estimate motion. By
examining the phase shifts and frequency components between corresponding points of consecutive
frames, the optical flow vectors can be reconstructed. These methods have proved to be better at
extracting optical flow features from random dot patterns, since the resulting energy may be more
readily extracted in the frequency domain [5]. Examples of these methods are explained Adelson and
Bergen [14], Hegeers [15] and Fleet and Jepson [16]. Despite the efficiency, frequency-based methods
are less commonly used in on board applications because of the high computational demand.

1.2.3. Correlation-Based Methods
Correlation-based techniques are based on the idea that corresponding points in consecutive frames
of an image sequence will exhibit a high degree of similarity. By comparing a small window in one
frame to a region in the following frame using cross-correlation, the optical flow vectors can be de-
rived. The correct displacement will be the one that maximizes the similarities between the two regions.
Correlation-based techniques have been used for real-time applications by Kendoul, Fantoni and Non-
ami [17].

1.3. Deep Learning Methods
In recent years, advancements in deep learning have made Convolutional Neural Networks (CNNs) a
popular choice for learning optical flow. Dosovitskiy et al. [18] proposed a CNN trained in supervised
manner on ground truth flow data. The networks was able to predict the flow from 2 images with suf-
ficient accuracy. Ranjan et al. [19] introduced a coarse-to-fine approach. At every level of resolution,
one image is warped by the current flow estimate to compute the updated flow. A different neural net-
work is trained for every level. Because of the difficulty of acquiring labeled data, unsupervised learning
methods have been developed [20, 21, 22]. These involve using prior knowledge and including a loss
function to capture the flow features from the data. For instance, the loss functions are brightness con-
stancy loss, gradient constancy loss and spatial smoothness loss. Additional deep learning methods
involving SNNs will be later exposed in Chapter 4.



2
Event-Based Cameras

This section will treat Event Based Cameras (EBC), a state-of-the-art biologically-inspired technology
in the field of computer vision. Section 2.1 will explain the working principle, Section 2.2 will outline
the advantages of these sensors and the different applications in the world of robotics will be treated
in Section 2.3.

2.1. Working Principle
Standard vision sensors are limited by their acquisition method. Normal cameras output a sequence
of shots at discrete points in time, therefore they are constrained by the frame rate. Additionally, if
the scene is not changing significantly, most of the acquired information is redundant and it causes
latency and high power consumption. EBCs are dynamic sensors that only respond to brightness
changes in the image. Every pixel works individually and outputs a stream of variables called ”events”,
representing a positive or negative change in brightness in the image. EBCs working principle is much
closer to biological vision systems, where the neurons’ detect the changes in the scene and react
individually and asynchronously [23]. This acquisition method has the potential to reduce the latency
and power consumption significantly.

Figure 2.1: EBC compared to standard cameras [24].

When combining EBCs with SNNs, the events enter the network asynchronously and they are rep-
resented by the x and y coordinates in the image, the time and the polarity pk (positive or negative
change in brightness). Every time a pixel records an event, it memorizes the log intensity of the bright-
ness change ∆L (xk, tk). The pixel will only output another event if the next change in brightness is
higher than a threshold C with respect to the saved value. Equation 2.2 shows the condition to be
satisfied for an event to occur.

23



2.2. Advantages 24

∆L (xk, tk)
.
= L (xk, tk)− L (xk, tk −∆tk) (2.1)

∆L (xk, tk) = pkC (2.2)

The number of events produced by EBC is proportional to how fast the image is changing. If the bright-
ness changes due to light variations are not significant, the events can be used to describe the motion
of the objects in the scene and therefore the relative motion of the camera itself. The pixel sensors have
a bandwidth limit on how many events can be generated, hence some of the high frequency variations
is filtered out.

2.2. Advantages
EBC show numerous advantages compared to standard cameras [25]:

• Power consumption. When a pixel detects no changes in brightness, it does not produce outputs.
As a consequence, the output is minimized and only the relevant information in the image is
detected. This leads to a reduction in power consumption.

• Lower latency. Figure 2.1 shows the differences between a standard camera and an EBC. For
standard cameras, an entire frame is processed at a certain limited frequency. Meanwhile, the
individual pixel sensors in the EBC constantly output events asynchronously and independently.
As a result, the events are processed as they occur with minimal latency.

• High temporal resolution. The event-monitoring system in EBCs is an analog circuit and it reacts
extremely fast, even to small changes. In this way, EBC are capable of capturing fast movements
accurately without motion blur issues and with high temporal resolution.

• High dynamic range. EBCs have extremely high dynamic range, meaning that they can capture
small changes in brightness in daylight and moonlight. However, this also means that they are
quite sensitive to flickering lights from fluorescent or LED lights. Flickering light produces more
unwanted events that need to be filtered out [26].

2.3. Applications
EBCs have been used in combination with SNNs for different applications such as image recognition
and classification, image segmentation, object detection and tracking and optical flow estimation (the
latter is better explained in Chapter 4).

Because EBCs only work for moving scenery, the main challenge for classification consists in capturing
the key features of a moving object. For this reason, EBCs are mainly used to recognize objects
from their movement or gestures [27, 28]. Another popular application is the event-based version of
the MNIST dataset or N-MNIST [29]. This is mainly used as a benchmark problem to validate SNNs
architectures and/or neuromorphic hardware [30, 31].

Image segmentation is especially challenging for EBCs, because events carry very little information
about the objects. To overcome this issue, additional information is provided, for instance a known ob-
ject shape or motion. The difference between the expected features and the obtained ones is estimated
and used as a loss function [32, 33].

Regarding object detection and tracking, the main challenge is to identify correspondences between
events at different times and in different areas of the image, belonging to the same object. Some
examples have a stationary camera, capturing moving objects [34, 35]. Moreover, including additional
information about the object can reduce the computations [36].



3
Spiking Neural Networks

This chapter elaborates on SNN and their characteristics. Section 3.1 explains the bio-inspired working
principle. Section 3.2 treats the different neuron models. In Section 3.3, the different hyperparameters
of SNNs and the training challenges are exposed. Finally, Section 3.4 discusses on using SNNs in
combinations with recurrent connections.

3.1. Working Principle
The neurons’ mechanism in SNNs is inspired to the working principle of biological neurons. Real neu-
rons consist of multiple parts: dendrites (where the neuron receives information), cell body (where the
information travels) and axon (where the neuron transmits information). The connections between the
axons and dendrites of different neurons are called synapses and they allow signals to be transmitted
all over the nervous system. When a neuron accumulates a certain amount of charge received from
other neurons, it generates an action potential that is transmitted through the synaptic connection and
influences the charge of its neighboring neurons. This phenomenon is called firing and its occurrence
depends on the membrane potential threshold of the neuron.

Figure 3.1: (a) Biological neuron. (b) Neuron schematic with input and output spikes. (c) Membrane potential over time. [37]

In SNNs, neurons are treated as dynamical systems that receive discrete electrical pulses called
”spikes”. The spikes alter the membrane potential of the neuron, therefore modifying its state in time.
Each neuron spikes to its neighbours when the membrane potential exceeds a certain threshold. The
information inside the network is processed asynchronously and sparsely, thus each neuron in the
every layer receives inputs independently [37].

The main advantage of SNNs over ANNs lies in the way the inputs are processed. In SNNs, the
incoming spikes are processed asynchronously, as each neuron works independently. Moreover, when
used in combination with an EBCs, the information is mostly sparse, since only changes in brightness
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in the image are fed in the network. This allows for faster computations and therefore lower power
consumption and latency [38].

3.2. Neuron Models
Spiking neurons can be modelled in different ways, depending on the application. The most relevant
models are here introduced.

3.2.1. Leak Integrate & Fire
The most commonly used neuron model is the Leak Integrate and Fire (LIF). Similarly to real neurons,
LIF neurons also have a membrane potential that increases as the neuron receives more spikes. The
membrane potential ”leaks”, meaning that it decreases at a certain rate after receiving an input. If
the rate of spikes is high enough and the potential increases enough to exceed a certain threshold,
the neuron ”fires” a spike to its neighboring neurons. Figure 3.1 shows how the membrane potential
increases, when more spikes are received. Equation 3.1 shows the how LIF neurons are modelled in
sinabs [39], a SNN simulator. The membrane potential at step [t+1] is given as the sum of the potential
Vmem(t) and the sum of all input currents

∑
z(t). τmem is the membrane potential time constant and

Vmin is the lower bound for membrane potential. The leaking behaviour of the neuron is given by the
τmem factor, which represents how fast the membrane potential decays. A larger time constant means
a slower response. When Vmem(t) exceeds the threshold, the potential goes back to the reset value.

Vmem(t+ 1) = max
(
αVmem(t) + (1− α)

∑
z(t), Vmin

)
α = exp (−1/τmem)

if Vmem(t) >= Vth, then Vmem → Vreset

(3.1)

3.2.2. Integrate & Fire
Another diffused neuron model is Integrate and Fire (IF). The difference with LIF is that the membrane
potential does not decay after spiking. The IF behaviour can be described by setting the time constant
equal to infinity, so that the α term is cancelled out and Equation 3.2 [39] is obtained. Even without
time constant, a leaking behaviour can still be implemented by using biases. A bias is a constant term
that is subtracted from the output of a layer at a certain frequency. Bias terms can serve as linear leaks
for a certain layer, as they help decreasing the membrane potential and allow for short term memory in
the network. An example of how the membrane potential behaves for IF neurons with leaks is shown
in Figure 5.5.

Vmem(t+ 1) = Vmem(t) +
∑

z(t)− bias

if Vmem(t) >= Vth, then Vmem → Vreset
(3.2)
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Figure 3.2: IF and LIF membrane potentials after input spikes. The neurons were simulated using sinabs [39]

Figure 3.2 shows the simulated response of a LIF and a IF neuron to the same set of input spikes. As
seen from the membrane potential graphs, LIF neurons are able to capture more complex temporal
features of the inputs. Other neuron models have been implemented for different applications. Some
of the more biologically plausible models, such as the Hodgkin-Huxley model [40], have been used
to simulate accurately biological neurons behaviour [41]. However, LIF is commonly the most popular
choice for neuromorphic chips, as it presents a complex enough behaviour to be utilized for SNNs tasks
[42].

3.3. Hyperparameters & Training
Training SNN represents one of the main challenges in the field of neuromorphic computing. Traditional
training methods, such as backpropagation for ANN or backpropagation through time for RNN, cannot
be applied to SNN, because of the discontinuous nature of spikes. For simple non-time-dependent
problems such as image classification, an ANN can be trained and then converted to SNN. This method
is known as shadow training and it allows for efficient learning without significant loss of accuracy [43,
44]. However, training a SNN directly allows the network to iterate spiking hyperparameters, such as
thresholds, leaks and time constants. In order to do so, other techniques need to be used.

3.3.1. Surrogate Gradients
One of the main challenges of training SNNs is the non-linearity of the spiking inputs, which means
that classic backpropagation through time cannot be used directly. For supervised and self-supervised
learning problems, gradient-based optimization is required because it allows to adjust the weights and
learn according to a loss function. To implement backpropagation, Surrogate Gradients (SG) are intro-
duced as a substitute to the non-linear activation functions. SG are smooth functions that are substi-
tuted to the derivatives of a spiking function [45]. In this way, the network can be trained with gradient-
based optimization algorithms. Zenke et al. [46, 45] studied the robustness of surrogate gradient
learning and showed that SG can achieve performances comparable to ANNs.

The first algorithm to perform backpropagation on SNN is Spikeprop by Bohte et al. [47], which was
applied to the classic XOR problem. The aim of Spikeprop is to associate certain target firing times to
certain input patterns and then compare the actual firing time. Following, the Slayer network proposed
by Shrestha et al. [48] included a loss function based on both spiking times and the number of output
spikes for a given interval.
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3.3.2. Learnable Hyperparameters
Besides the different neuron models and surrogate functions, other hyperparameters can be chosen
to shape the response of the input received by the neuron and the output produced by it. Changing
parameters such as the threshold, the bias, the time constant and the reset function has an impact on
the learning of the network that shall be discussed.

By increasing the time constant, the response is stretched out in the time direction. Having a larger time
constant implies having a slower charge of the potential and a slower decay, as shown in Figure 3.3. In
biological brains the membrane parameters vary across different regions [49]. Incorporating variable
and learnable time constants, canmake the SNN robust to a wider range of inputs and temporal features
can be better captured. Wei Fang et al. [50] showed that incorporating learnable time constants makes
the network less sensitive to initial conditions and accelerates the training. In a similar way, SNN can
also benefit from learnable thresholds. Having a lower threshold leads to a more frequently spiking
neuron. Siqi Wang et al. [51] showed that varying the threshold makes the network converge faster.

Another parameter to be specified is the reset function for the neurons. It can be either hard or soft.
The first one brings the function back to zero after spiking, while the second one subtracts the threshold
value from the potential. Implementing a hard reset function can be helpful for cancelling the error from
surrogate gradients, since the potential is reset to zero and the error does not build up [45].

Figure 3.3: Effect of time constant and reset function on membrane potential. This image was generated using sinabs [39].

3.4. Recurrency in Spiking Neural Networks
One of the main characteristics of SNN is that the membrane potential serves as a short term memory,
which allows it to perform time integration. The input spikes to the network can either be fed directly or
accumulated over a time interval and fed in the network together. In either case, the network needs to
extract temporal features from the inputs to compute the outputs. Another family of neural networks with
an internal memory mechanism is Recurrent Neural Networks (RNN). Recurrent connections between
layers allow the information to be also fed back inside the network, creating a loop-like structure. These
architectures are especially suitable to process sequences of data.

In the work of F. Paredes-Vallés, J. J. Hagenaars and G. de Croon [52], both ANN and SNN with recur-
rent connections were developed and compared to the non-recurrent architectures of Zhu et al. [53]
and [54]. The recurrent networks were able to produce high quality event-based optical flow estimates.
This shows the advantage of including recurrent connections in SNN.

It is important to point out that SNN already have a form of intrinsic recurrence. This is because the
state of each neuron depends on both the spike inputs and the previous states [45]. However, when
dealing with IF neurons with only bias, having additional recurrent connections could potentially lead
to better performance.



4
Event-Based Optical Flow

This chapter treats event-based optical flow determination. Both supervised learning (Section 4.1)
and self-supervised learning methods (Section 4.2) are treated. Section 4.3 will treat previously used
devices for estimating optical flow.

4.1. Supervised Learning
Supervised learning algorithms require labelled data or targets for training. The difference between the
output of the network and the target is calculated and used to optimize the weights with backpropagation
[37]. Supervised learning of SNN has been widely used for classification tasks.

Regarding the field of ego-motion estimation, Gehrig et al. [55] trained a SNN in supervised manner
to perform temporal regression on angular velocity data in all three axis. The loss function used is
the time-integral over the euclidean distance between the predicted angular velocity and ground truth
angular velocity (Equation 4.1). This work proved that it is possible to train SNN on continuous-time
regression tasks.

L =
1

T1 − T0

∫ T1

T0

√
e(t)⊤e(t)dt (4.1)

In a similar way, SNN can be trained with ground truth optical flow as a target. Javier Cuadrado et
al. [10.3389/fnins.2023.1160034] used a loss function to calculate the error between ground truth
optical flow components and the output of the network. The first term of the loss function calculates the
magnitude error (Equation 4.2), while the second one calculates the direction error (Equation 4.3).

Lmod =

∑Npixels

√
( pred x − gtx)

2
+

(
pred y − gty

)2
Npixels

(4.2)

Lang =

∑Npixels a cos(cθ)

Npixels
cθ =

−→
gt ·

−−−→
pred + ϵ

|−→gt| · |
−−−→
pred |+ ϵ

(4.3)

4.2. Self-Supervised Learning
Supervised learning methods for SNN have developed significantly in the latest years. However, one
persisting issue is the acquiring labelled data. Self-supervised methods were introduced to overcome
this issue and retrieve information from the input data directly.

Yu et al. [21] proposed a self-supervised method to learn optic flow that uses a weighted average of
two loss functions, the photometric and the smoothness function. The method consists in taking two
temporarily adjacent images and an initial estimate of the flow (u, v). By applying optic flow vector to the

29



4.2. Self-Supervised Learning 30

second image, the inverse warped image can be computed. This warped image is then compared to the
first image to calculate the error and correct the flow. The photometric loss (Equation 4.4) is calculating
the difference between the image at time t and the warped image. Note that with this self-supervised
method, no labeling of the data is required.

Additionally, the second loss function (Equation 4.5) encourages smoothness in the estimated optical
flow field. It is based on the assumption that neighboring pixels should have similar flow values. The
smoothness function is meant to regularize the output flow. The total cost function is a weighted sum
of the two functions (Equation 4.6). Note that the function ρ(x) is the Charbonnier function, commonly
used in optic flow estimation because of its robustness to outliers. An overview of the method is shown
in Figure 4.1.

ℓphotometric (u, v; It, It+1) =
∑
x,y

ρ (It(x, y)− It+1 (x+ u(x, y), y + v(x, y))) (4.4)

ℓsmoothness(u, v) =
∑
x,y

∑
i,j∈N (x,y)

ρ(u(x, y)− u(i, j)) + ρ(v(x, y)− v(i, j)) (4.5)

Ltotal = ℓphotometric + λℓsmoothness ρ(x) =
(
x2 + ϵ2

)α (4.6)

Figure 4.1: Overview of the self-supervised approach [21]

Zhu et al. [56] used the loss function in Equation 4.6 in a self-supervised deep learning pipeline for
optic flow estimation. To train the network, the input events from an event based camera and the
corresponding grayscale images from the same camera were used. During training, the events are fed
into the network. The grayscale images before and after the event time window are used to calculate
the loss function.

A different approach was proposed by Gallego et al. [57], which solely relied on the events stream
and did not require grayscale images. Consider a set of positive and negative events in a certain
spatio-temporal neighborhood as in Figure 4.2. The events triggered by the same moving edges are
expected to follow the same trajectories. The translational displacement of the pixels can be described
by Equation 4.7, where (u, v) are the flow components.

(
x′
i

y′i

)
=

(
xi

yi

)
+ (t− t′i)

(
u(xi, yi)
v(xi, yi)

)
(4.7)

Calculating the correct flow can be interpreted as finding the best fitting trajectory that passes through
the events generated by the same moving edge. Figure 4.2 (left) shows events on a x-y plane over
time. The horizontal lines connect events from the same edges at different times.
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Figure 4.2: Events trajectories (left), Image with warped events (right) [57].

By summing the polarities along a certain trajectory and computing the variances for each sum, the
distance of each point from the trajectory can be found. To sum the events, they first need to be warped,
meaning that they need to be transposed to a reference time using the flow components estimation.
The contrast maximization can also be seen as a function to minimize motion blur. The more correct
the flow is, the less blurry the image will be. Figure 6.3 (left) shows the contrast maximization function
plotted over the optic flow components θ.

Figure 4.3: Contrast as a function of optic flow components (left). Warped events (right) [57].

Zhu et al. [54], proposed a similar approach but based on the loss function of Mitrokhin et al. [58]. To
compute the contrast maximization loss function, first the events are separated by polarity. Following,
the average timestamp image is generated at each pixel for each polarity.

Tp′(x;u|tref) =
∑

j κ(x− x′
j)κ(y − y′j)tj∑

j κ(x− x′
j)κ(y − y′j) + ϵ

κ(a) = max(0, 1− |a|) (4.8)

The loss function proposed by Zhu et al. [54] has 2 components. The first one aims to minimize the
sum of squares of the average timestamp at each pixel for each polarity T+, T− (Equation 4.8). To
make the loss function convex, in Paredes-Vallés et al. [52] the contrast maximization function was
scaled with the number of pixels with at least one warped event (Equation 4.9). The second term of
the total loss function is a local smoothness regulator as in Equation 4.5.

ℓcontrast(tref) =

∑
x;u T+(x;u|tref)2 + T−(x;u|tref)2∑

x[n(x
′) > 0] + ϵ

(4.9)

4.3. Onboard Applications for MAV
SNN require specific hardware that can perform neuromorphic computing with artificial neurons and
synapses. Neuromorphic chips have been used for a variety of applications in the field of robotics [59,
60, 61].
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4.3.1. Intel Loihi
Regarding micro-air vehicles applications, the Loihi chip produced by Intel [62], has been used on board
of drone by Stagsted et al. [63]. This work proposed a SNN based PID controller for a drone constrained
to a single degree of freedom. Dupeyroux et al. [64] used the same chip for vertical motion control and
autonomous landing. The proposed SNN calculates the thrust command based on the divergence of
the ventral optic flow field. Following, in the other work by Paredes-Vallés et al. [65], the Loihi chip was
used in a fully neuromorphic pipeline to control the drone motion using optical flow. The pipeline takes
EBC data and outputs low-level control commands to perform hovering, landing and lateral maneuvers.
To reduce the computational effort, the network is used on the four corners, instead of the full image.



5
Neuromorphic Hardware & Software

This chapter will treat neuromorphic hardware (Section 6.4) and software (Section 6.3) used for the
master thesis project.

5.1. Hardware
Synsense is another cutting-edge company in neuromorphic computing field [1]. Synsense devel-
ops both software and hardware tools for implementation of SNN. For this project, a speck2e from
Synsense will be used [66]. This chip combines an EBC with an event-processing chip into one board.
Other Synsense chips with similar interfaces have already been used for classification problems. To
our knowledge Synsense chips have not been used yet for ego-motion estimation. The main applica-
tions of speck2e include gesture control, smart tracking, fall detection, lane detection, sign recognition,
driver attention tracking, obstacle detection and object tracking [66]. The Speck2e chip architecture is
described by four different components (Figure 5.1, [67]):

• Convolutional Cores
The chip has a maximum of 9 convolutional processing layers and each one has a leak operation.
The maximum neuron capacity is 0.32 million. The neurons have a read-add-check spike-write
operation (Figure 5.2), so that the incoming stream of events is read and summed to the already
present potential.

• Dynamic Visual Sensor (DVS)
The DVS consists of 128x128 individually operating event-based vision pixels. The pixels encode
the incoming photon flux temporally on a logarithmic intensity scale.

• Pre-Processing Block
The pre-processing core after the DVS can be used to filter the polarities, mirror/rotate the image
or cutting the image to define a region of interest out of the 128x128 pixels. This core can be
connected to the DVS or also process events from an external source.

• Readout Core The readout core transforms the incoming stream of events into readable data. It
can output 16 different classes or moving averages, which can be calculated on different average
lengths.

5.2. Software
Sinabs [39] and Samna [68] are the 2 main Python packages developed to interact with Synsense
chips. The first one is a PyTorch-based library for designing and testing SNN architectures, while the
latter is a C++ tool with Python extension to interact with the Synsense devices.

Sinabs provides functions to simulate IF, LIF, Exponential Leak and Adaptive Leak neurons. The net-
works can be built with torch.nn.Sequential and uploaded together with the configuration. They can
be either SNNs or ANNs converted to spiking layers.
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Figure 5.1: Speck Architecture [67]

Figure 5.2: Neuron compute unit [67].

The Samna library provides all the necessary tools to interact and edit the configuration of the devices.
In order to connect to a device, there is 3 parts to set up:

• Devkit Configuration. It is an object containing the configuration for the CNN layer, the DVS
layer and the Readout layer. The configuration encloses all the details not only about network
architecture, but also about the DVS and pre-processing layer.

• Samna Graph. It defines the event stream flow inside the chip with a system of filter nodes
(Figure 5.3). Nodes can be sources (only outputting event streams) or sinks (only receiving event
streams). The input node can be used to write custom made events into the chip, instead of using
the DVS output. The output node is used to read data from the chip.

• Visualizer (optional). It can be used show the input signal, the output of the network or the real-
time power consumption. The output of the DVS is 128x128 pixels (Figure 5.4).

Figure 5.3: Samna graph [68].

Figure 5.4: Speck2e visualizer. Red pixels are negative
changes in brightness and green are positive. The image

was generated using the visualizer provided by Samna [68].

5.2.1. Editing & Uploading Devkit Configuration
Uploading a configuration on a Synsense device can be done by converting the network to a dynapcnn
object and then calling the method .to(device_name). In this way, a simple samna graph with input-
writing and output-reading is built. If a more complex configuration is required, the samna_config object
needs to be modified.

Inside the configuration there is a list of CNNLayerConfig objects, where each element contains all
the properties for a convolutional core of the chip. For each convolutional layer, one can specify the
high and low thresholds, padding, stride, kernel size and dimensions. In terms of neuron properties, the
object contains the initial neuron values, weights and biases. Additionally the return_to_zero boolean
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characterizes the reset function of the neuron, thus if it is set to true, the potential returns to zero after
spiking.

The chip also contains a slow clock with a certain frequency to be specified. By setting the leak_enable
to True, the bias terms are subtracted from the potential every slow clock cycle. For instance if the slow
clock frequency is set to 1, every second the bias will be subtracted from the potential. This mechanism
is what allows for a leaky behaviour of the neuron. In the documentation it is specified that including
bias might significantly increase the power consumption

Finally, each layer has 2 possible destinations that can be enabled. By default, each layer forwards
to the next in order, however one can specify the second destination to be different. If the second
destination is set to the same index of the layer, a recurrent connection is built. Note that this step
needs to be done manually, as it is not possible to build a spiking recurrent neural network with sinabs
and automatically convert it to a speck-compatible configuration. The recurrent connections have to
be redefined one by one before uploading the configuration with .apply_configuration().

To show an example, a simple SNN was built and uploaded to the speck2e. A set of input spikes
was written and the resulting potential of one of the neurons was read. Figure 5.5 shows the neuron
membrane potential, the input and the output spikes. The bias effect can be observed for instance
at approximately 3.5 sec, when the potential decreases linearly. When the neuron receives spikes
but does not exceeds the threshold and no more spikes arrive, a clock cycle passes and the bias is
subtracted. With the help of bias, a short-term memory effect can be obtained. As seen in Figure 5.5,
the potential increases after every spike, but it exceeds the threshold only when the rate of spikes is
sufficiently high.

Figure 5.5: Input spikes, membrane potential and output spikes of a neuron over time.

5.2.2. Synaptic Operations
In the Sinabs [39] documentation, it says that Synsense devices have a bandwidth limit on synaptic oper-
ations (synops). The number of synops shall not exceed a few millions of neurons per layer or the layer
reaches saturation and it is not able to output spikes. Using the sinabs.synopcounter.SNNAnalyzer
tool, the number of synops can be estimated for a network operation. Because of the saturation limit of
the layers, it might be useful to include the maximum number of synops in the loss function when train-
ing for a certain task. Althogh the model might work in software, if the number of synops is excessive,
the same network will perform poorly on hardware.
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6
Methodology

This part of the report includes the design process of a speck2e-compatible network that is able to
determine optical flow from an event-based dataset. In this chapter, the methodology of the design
process is documented. section 6.1 will give an overview of the starting point for the network’s archi-
tecture. section 6.2 explains the two different datasets that will be used and their purpose. section 6.3
will explain the software framework used of the project, including the different training hyperparameters
and tools used to interact with Synsense devices. section 6.4 will outline the hardware implementation
part of the project and the network constraints provided by the speck2e.

6.1. Network Architecture
Designing a speck2e-compatible architecture for estimating optical flow requires an iterative process.
An initial network configuration will be used and then updated step by step, in order to be within the
hardware constraints. The initial network architecture is the one described in Paredes-Vallés et al.
[65] and it consists in three encoders, one pooling layer and one prediction layer. Each encoder has
a forward layer with kernel size (3,3), stride (2,2), padding (1,1) and an increasing number of output
channels (e.g. from 2 to 32 in the first encoder). Moreover, a recurrent layer with kernel size (3,3),
stride (1,1) and padding (0,0) is used to take into account the previous state. After the three encoders,
a convolutional pooling layer with kernel size (23,23) is used to reduce the output size from 23 to 1.
Finally, a non-spiking layer is used to predict the 8 components of optical flow, which represent the
vertical and horizontal components for each of the 4 sections of the image. A diagram of the network
can be seen in Figure 6.1.
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Figure 6.1: Network architecture with LIF neurons. The outputs are the u and v components of the flow in the bottom right
(BR), bottom left (BL), top right (TR) and top left (TL) sections.

The network configuration is described by high and low level hyperparameters. The first ones describe
the general structure, such as the number of layers, input and output channels and recurrency mech-
anisms, while the latter ones are related to individual neurons characteristics, for instance thresholds,
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leaks and/or biases. During the iterative process, the hyperparameters will be updated to design a new
architecture that is able to fulfill the task and can be hosted on the speck2e.

6.2. Training & Testing Datasets
The network will be trained on two main datasets. The first one will be addressed as SR dataset and it
includes 40 minutes of event data, which are split into 25 minutes for training and 15 for testing. This
dataset includes translational and rotational motion in multiple directions and at different speeds. The
SR dataset will be used to quantify the network’s accuracy with respect to ground truth data and assess
its performance. The second dataset is provided by the University of Zurich and it will be denoted as
Davis dataset [69]. This dataset includes two main video sequences of 55 seconds each. It contains
translational and rotational motion, however due to its limited size, it is not as complex and diversified
as the SR dataset. The Davis dataset will be used to train the network faster and check if it is learning
properly. This will allow to save computational time and make conclusions more promptly.

The data is stored in h5 files, where each event is saved with its timestamp, coordinates and polarity.
Before training the network, the data is split in sequences of 5 seconds. Each sequence is divided in
frames which contain events accumulated over time windows of 5 milliseconds. Asynchronous training
of SNN is commonly used to avoid running the network at too high frequencies and save computational
power and/or time. When uploaded on the neuromorphic device, the network on the chip will operate
at a much higher rate.

6.3. Software
The network will be trained in self-supervised manner using PyTorch built modules and neuron models.
These will be substituted later with sinabs modules, as they are more representative of the behaviour
of Synsense devices.

6.3.1. PyTorch Framework
For training the network a PyTorch framework is used. This includes neuron models, loss function
calculation and performance testing tools.

Neuron Models
Each layer in the SNN can be visualized as a convolutional layer plus a spiking activation function.
The layer contains weights and biases, which define how much the input influences the potential of the
neuron and therefore its output. The spiking function outputs a 1 or a 0 at every step, depending whether
the potential exceeded the threshold or not. A schematic of the neurons is provided in Figure 6.2a and
6.2b.
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(a) LIF neuron diagram.
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(b) IF neuron diagram

z(t) is the input spikes vector, i(t) and v(t) are the neurons’ current and potential values. θi and θv
stand for the current and potential leak respectively and they are multiplied by the previous state values.
The leak represent how much information of the previous state is preserved in the following step. A
higher leak value means that the current or potential decreases more slowly and more information is
maintained through time. Additionally, the potential is multiplied by a reset term (1 − z), so that if a
neuron spiked in the previous step (z = 1), the potential is reset to zero.

The spikes are fed in the convolutional layer, where they are multiplied by the weights and summed with
the biases. The output of the convolutional layer represents the change in current due to the spikes,
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which is added to the previous state current. The new current i(t + 1) is summed with the previous
potential to compute the new potential v(t+1). Finally, the spiking function z(v) checks if the potential
is higher than the threshold and transmits spikes to the following layer.

Training Settings
The network is trained in backpropagation through time (BPTT). The event data is fed in the network
in batches of 16 sequences for the SR dataset and 8 for the Davis dataset. A single batch contains a
sequence of 5 seconds, which is fed in the network frame by frame and each frame contains the events
accumulated over 5 milliseconds. The network is trained over 100 epochs, with Adam optimizer and
learning rate of 0.001. Moreover, a data augmentation technique is used on the dataset. The individual
frames of events are flipped horizontally, vertically and the polarities are switched.

Self-Supervised Loss Function
As explained in chapter 4, the loss function for self-supervised learning is composed by two terms:
contrast maximization and flow smoothing. The first term is extracting information from the event data
to find the best fitting flow vectors, while the second one regularizes the smoothness of the flow.

After 5 forward passes, the loss term is computed and the gradients are backpropagated to update
the weights. For each of the 5 frames, the events are transposed in time using the last flow vectors
estimation. Essentially, the 5 frames are used to reconstruct the events at a reference time. The 5
reconstructions are then summed together and, if the flow estimation is correct, the pixels should be
aligning without any blur. In reality, the first optical flow estimates will not be correct and will therefore
result in a blurred reconstructed image (Figure 6.3). In order to measure this blur and minimize it, the
density of events per pixels is calculated. If the flow estimation is accurate, the reconstructed events
will be aligning on the same pixel.
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Figure 6.3: Contrast maximization computation scheme.

6.3.2. Sinabs & Samna
Sinabs and Samna are python packages provided by Synsense to train and test chip-compatible archi-
tectures. Sinabs is used to simulate and train SNN, while Samna is a C++ based package to interact
and upload configurations on the Synsense devices.

Spiking Activation Function
The IF spiking functions will be simulated using the IAFSqueeze sinabs module, which works as an
activation function for a convolutional layer. The internal state of the module is described only by the
potential value, since there are no leak terms and the current is summed directly to the previous state.
The following parameters can be defined:

• spike_threshold (Tensor) - Maximum allowed potential value (set to 1.0 by default).
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• spike_fn (Callable) - Function defining the spiking output. If set to MultiSpike, a neuron will be
able to produce multiple spikes in given time step. If set to SingleSpike, a neuron will produce
at most one spike per time step.

• reset_fn (Callable) - Function defining the reset phase of the potential. If set to MembraneSubtract(),
the threshold value is subtracted from the potential after spiking. If set to MembraneReset(), the
potential returns to zero after spiking.

• surrogate_grad_fn (Callable) - Function used to define the gradients during training. For SingleSpike,
it should be set to SingleExponential, while for MultiSpike, it should be set to PeriodicExponential.

• min_v_mem (Tensor) - Lower bound for membrane potential, clipped at every time step.

For direct training of IF networks, a multi-spike behaviour is preferable, as it describes better what
happens on the chip. Within a given time step, a neuron will output multiple spikes sequentially if the
synaptic input is an integer times higher than the threshold. During training it is important to monitor the
spiking activity, since convolutional core on the chip has a limit on the number of synaptic operations
per second (synops/s). The synops are calculated using the sinabs function SNNAnalyzer. To make
sure the limit is not exceeded, the number of synops/s per layer can be included in the loss function
during training.

Network Configuration
Before uploading the trained network to the device, the weights, biases and thresholds need to be
discretized using the DynapcnnNetwork function. This is done because the chip has a limited resolution
to represent the its parameters (R-speck-6, R-speck-7). Note that when the parameters are quantized,
the quantization range is unique per layer, because the relation between weights and threshold is
meaningful for the synaptic output of a layer.

Before uploading a trained model on the chip, a configuration object CnnLayerConfig is created. This
contains all the relevant information of the network including weights, biases, thresholds, initial neurons
state, reset mechanism type, layers dimensions and destinations.

6.4. Hardware
The device used for the experiments is the speck2e from Synsense, an event-driven neuromorphic
chip with fully asynchronous digital circuit and integrated Dynamic Vision Sensor (DVS). Moreover, it is
a low-power (< 5 mW) and low-latency (<50 ms) system. The speck2e circuit is able to support large-
scale SNN for various computer vision tasks, such as sign recognition, smart tracking and obstacle
detection. The network requirements for the speck2e are listed in Table 6.1.

Table 6.1: Speck2e requirements.

Requirement ID Description

R-speck-1 Maximum of 9 convolutional layers (including pooling).
R-speck-2 Maximum number of neurons: 32k.
R-speck-3 Maximum input dimension: 128x128
R-speck-4 Maximum feature output size: 64x64
R-speck-5 Maximum feature number: 1024
R-speck-6 Weight resolution: 8 bit
R-speck-7 Neuron state resolution: 16 bit
R-speck-8 Maximum kernel size: 16x16
R-speck-9 Stride: {1, 2, 4, 8} independent in X/Y
R-speck-10 Padding: [0..7] independent in X/Y
R-speck-11 Pooling: 1:1, 1:2, 1:4
R-speck-12 Fanout: 2
R-speck-13 Frequency: 1 GHz
R-speck-14 Synaptic Operations limit per core: 10 millions synops/s
R-speck-15 Maximum number of channels in readout layer: 15.
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6.5. Recurrency Types
The initial architecture in Figure 6.1, has internal recurrency, which means that the membrane potential
is first summed with the synaptic input from the recurrent layer and then passed through the spiking
function. This is done so that the influence of the recurrent layer is included in the potential already and
the spikes are only used to communicate between the encoders. However, the recurrency available on
the speck2e is external, which means that every core consists in a convolutional layer and a spiking
layer. The cores are connected and send information to each other with spikes.

The network will be tested with different external recurrency mechanisms both in the PyTorch frame-
work and on the chip. Samna does not directly support recurrent architectures, which means that the
mapping of the layers’ destinations will be done manually. According to R-speck-1, each layer can be
connected to maximum 2 other layers. This allows for two main options for recurrency mechanisms.

6.5.1. Recurrency type S
The first recurrency type involves 2 layers. The first one increases the number of channels to double,
while the second one has equal number of input and output channels. The second layer output is fed
back and summed with the new incoming input. Note that the number of input and output channels is
the same in the recurrent layer.

Forward Gate Recurrent Gate

+
input channels =
output channels =

(n1, x, y) (n2, x, y) (n2, x, y)n1

n2

input channels =
output channels =

n2

n2

Figure 6.4: Recurrency type S scheme.

1 def forward(self, input_, prev_state):
2

3 # FIRST GATE
4 # rescale input if spiking
5 if self.spiking:
6 input_ = input_ * self.scale_ff
7

8 # forward pass
9 ff = self.ff(input_)
10 ff = self.activation_ff(ff)
11

12 # generate empty prev_state, if None is provided
13 if prev_state is None:
14 batch, _, height, width = ff.shape
15 state_shape = (batch, self.hidden_size, height, width)
16 prev_state = torch.zeros(*state_shape, dtype=ff.dtype, device=ff.device)
17

18 # SECOND GATE
19 input_rec = ff + prev_state
20 # rescale input if spiking
21 if self.spiking:
22 input_rec = input_rec * self.scale_rec
23

24 # forward pass
25 out = self.rec(input_rec)
26 out = self.activation_rec(out)
27

28 return out, out

Figure 6.5: Code implementation of recurrency type S.
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6.5.2. Recurrency type C
This other type of recurrency requires 3 layers. This system works with concatenation of outputs. The
output of the forward layer is concatenated with the output of the recurrent layer and then fed in the
second forward layer. Note that the second forward layer increases the number of channels to n3, while
the recurrent layer decreases it again to n2, in order to concatenate it with the new input. This means
that n3 shall always be twice as large as n2, so that half of the inputs to the second forward layer are
coming from the new input and the other half from the previous input.
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Figure 6.6: Recurrency type C scheme.

1 def forward(self, input_, prev_state):
2 # FIRST GATE
3 if self.spiking:
4 input_ = input_ * self.scale_ff1
5 ff1 = self.activation_ff1(self.ff1(input_))
6

7 # generate empty prev_state, if None is provided
8 if prev_state is None:
9 batch, _, height, width = ff1.shape
10 state_shape = (batch, self.hidden_size, height, width)
11 prev_state = torch.zeros(*state_shape, dtype=ff1.dtype, device=ff1.device)
12

13 concat = torch.cat([ff1, prev_state], dim=1)
14

15 # SECOND GATE
16 if self.spiking:
17 concat = concat * self.scale_ff2
18 out = self.activation_ff2(self.ff2(concat))
19

20 # RECURRENT GATE
21 rec_input = out.clone()
22 if self.spiking:
23 rec_input = out * self.scale_rec
24 state = self.activation_rec(self.rec(rec_input))
25

26 return out, state

Figure 6.7: Code implementation of recurrency type C.

6.6. Network Naming Convention
To address the different network types and state their main characteristics, the following naming con-
vention is used: network type - number of encoders - recurrency type. For instance a non-spiking
convolutional neural network with 2 encoders and recurrency type S will be addressed as RNN-2-A.
The networks will all be convolutional and the different tested types are the following:

• LIF = Leaky Integrate & Fire Spiking Convolutional Neural Network
• IF = Integrate and Fire Spiking Convolutional Neural Network
• RNN = Recurrent Convolutional Neural Network



7
Network Design & Training Strategies

In this chapter, different network configurations and training methods will be explored. This step serves
as a preliminary design of a speck2e-compatible network, that shall be able to determine optical flow
from both the SR and Davis datasets. This chapter explain LIF networks and why they are suitable for
learning flow in section 7.1. Following section 7.2 will introduce discuss the use of biases as a substitute
to leaks in the neuron model. section 7.3 and 7.4 will introduce the different network configurations
and the ANN-to-SNN conversion method. The performance of each configuration will be assessed in
section 7.5, 7.6 and 7.7.

7.1. Leak Integrate & Fire Recurrent Network
LIF neurons have two short term memory systems that allow for temporal feature extraction. The
first one is the leak inside the neurons, which actively reduces the membrane potential. The leak is a
measure of how much of the previous state is retained and how much is dispersed in absence of inputs.
The second system is the recurrent links in the network. When a neurons spikes, that information is also
sent backwards and taken into account in the following computations. These twomemory systems allow
LIF networks to be trainable on time-dependant tasks. The information transmitted between neurons
is not only in spikes that are sent in the recurrent connections, but it also resides in the membrane
potential. For instance, when a neuron’s potential increases but does not exceed the threshold, the
leak system filters out that useless accumulated information. Without a leak system in the neurons,
there is a need for a new short term memory mechanism.

7.2. Integrate & Fire Recurrent Network with Biases
The neurons available on the speck2e are only IF, however a bias term can be introduced. The bias is
a trainable parameter that is added to the output of a convolutional layer. On the chip itself, this term is
added periodically at a specified frequency, while for training, the term is added every time an image is
passed through the network. By clamping the biases to negative values during training, the potential
can be reduced in a similar way as with leaks. However, when a IF network with biases is trained, it is
not able to learn optical flow.

7.2.1. Analysis and Assessment of Biases
By comparing the neuron models, this phenomenon can be better understood (Figure 7.1a and 7.1b).
The new input coming from the synaptic connections is first passed through a convolutional layer
self.ff, where the weights and biases are applied. The current of the previous state decays with
the leak_i factor and together with the new current, it forms the new current i_out. Finally, the poten-
tial value is updated with the current and the previous potential state decreases with the leak_v factor.
The new potential value v_out is fed in the self.spike_fn, which outputs 0 or 1, depending whether
v_out is lower or higher than the threshold.
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1 def forward(self, input_, prev_state):
2 # input current
3 ff = self.ff(input_)
4 i, v, z, _ = prev_state
5

6 # get leaks
7 leak_i = torch.sigmoid(self.leak_i)
8 leak_v = torch.sigmoid(self.leak_v)
9

10 # current update
11 i_out = i * leak_i + ff
12

13 # voltage update
14 v_out = v * leak_v * (1 - z) + i_out
15

16 # spike output
17 z_out = self.spike_fn(v_out, thresh)
18

19 return z_out, [i_out, v_out, z_out, ff]
20

(a) LIF neuron model code.

1 def forward(self, input_, prev_state):
2 # input current
3 ff = self.ff(input_)
4 v, z, _ = prev_state
5

6 # potential update
7 v_out = v + ff
8 v_out = torch.clamp_max(v_out, self.thresh)
9 v_out = torch.clamp_min(v_out, -self.thresh)
10

11 # spike output
12 z_out = self.spike_fn(v_out, thresh)
13

14 # reset voltage with new spike
15 v_out = v_out * (1 - z_out)
16

17 return z_out, [v_out, z_out, ff]
18

19

20

(b) IF neuron model code.

The leak terms essentially represent how much of the previous state needs to be taken into account in
the future and how much is ”forgotten”. During training, this quantity is only multiplied by the previous
state, therefore it impacts only the resetting phase of the neuron. In IF neurons, the bias is not multiplied
but subtracted from the potential, thus its reducing effect is not only applied on the previous state but
also on the new incoming current. Although the biases can be trained, they are not able to actively
reduce the potential as promptly as a leak, especially because they are not paired to the previous
state directly. As a result, in some scenarios the neurons end up spiking uncontrollably and the bias is
not able to restore the potential, while in other scenarios the bias might be too large and prevent the
neurons from spiking at all.

The effect of biases on learning can be better understood by looking at the channels of the encoders
over time. Each encoder in the network has a certain number of input and output channels. The
number of channels is representative of the number of features that each layer is capturing in the image.
Figure 7.2 shows a channel of the first encoder at 4 different time steps. An input sequence is fed in the
network and the channel is observed over time, while the events propagate through the network. The
channel is expected to change as the input sequence moves in different directions. However, because
the bias is not able to recover the potential, most of the neurons start spiking continuously until the end.
Asmore inputs are fed in, the already spiking neurons continue spiking andmore neurons start following
the same trend. Towards the end of the sequence, almost all the neurons are spiking continuously and
no meaningful pattern is detected. This proves the inadequacy of IF neurons with biases for training.

Figure 7.2: Feature number 1 of 32 of the first encoder over time.

7.3. Recurrent Convolutional Neural Network
ANN-to-SNN conversion is commonly used technique used for training IF SNN without dealing with
surrogate gradients. Instead of a SNN, an ANN with ReLU activation functions is trained and then
converted. The ReLU functions are then substituted with IF spiking functions. This method works for
simple tasks such as the MNIST, however it results in an inevitable drop in accuracy. Note that with
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this training strategy, the only memory mechanism inside the network is provided by the recurrent con-
nections. Having ReLU activation in every layer, especially in the recurrent ones, can cause exploding
gradients. For instance if a layer returns a large output, that same output is fed back through the net-
work and causes an even larger output. This can be monitored by decreasing the learning rate, in order
to avoid excessive weight updates.

7.3.1. Recurrency Types and Architecture
Two different recurrency types were presented in section 6.5. type S requires two convolutional layers,
a forward and a recurrent one. The forward layer increases the number of channels and decreases
the shape of the images, therefore it encodes the relevant information of the new incoming inputs. The
recurrent layer maintains the same number of channels and image shape, however it feeds the output
back to itself, in order to save the relevant information of the previous inputs.

type C uses two forward layers and the output of the second one is first passed through the recurrent
layer and then concatenated with the output of the first forward layer. This entails that half of the inputs
to the second forward layer will be coming from the first forward layer and half from the recurrent one.
Because the output is fed into an additional layer before being fed back, this type of recurrency is
expected to be more stable and regularized in training and less prone to exploding gradients.

The previous information is then added to the new incoming one. The network will have two main
encoders. Table 7.1, 7.2 and 7.3 show the features of all layers for the three architectures that will be
presented in this chapter: RNN-3-S, RNN-2-S, RNN-2-C. The first two will be useful to observe the
impact on performance of reducing the number of encoders, which is expected to decrease redundant
connections and synaptic operations. The latter two are used to compare the recurrency types. type C
has more parameters than type S, thus it is expected to perform better. The performances of the net-
works will also be compared to their spiking equivalent. Note that when switching from 2 to 3 encoders,
the stride of the second encoder doubles. This is done to decrease the output size, so that the kernel
of the pooling layer does not exceed the limit of 16 (R-speck-8). Moreover, the number of channels in
every layer is decreased to the minimum, in order to limit the number of synaptic operations.

Table 7.1: Network Architecture for RNN-3-S on SR dataset.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding
Encoder 0 Fwd. 2 4 180 90 3 2 1

Rec. 4 4 90 90 3 1 0

Encoder 1 Fwd. 4 8 90 45 3 2 1
Rec. 8 8 45 45 3 1 0

Encoder 3 Fwd. 8 16 45 23 3 2 1
Rec. 16 16 23 23 3 1 0

Pooling 16 8 23 1 23 1 0
Prediction 8 8 1 1 1 1 0

Table 7.2: Network Architecture for RNN-2-S on SR dataset.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 2 4 180 90 3 2 1
Rec. 4 4 90 90 3 1 0

Encoder 1 Fwd. 4 8 90 23 3 4 1
Rec. 8 8 23 23 3 1 0

Pooling 8 8 23 1 23 1 0
Prediction 8 8 1 1 1 1 0
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Table 7.3: Network Architecture for RNN-2-C on SR dataset.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 1 2 4 180 90 3 2 1
Fwd. 2 8 8 90 90 3 1 1
Rec. 8 4 90 90 3 1 0

Encoder 1 Fwd. 1 8 16 90 23 3 4 1
Fwd. 2 32 32 23 23 3 1 1
Rec. 32 16 23 23 3 1 0

Pooling 32 8 23 1 23 1 0
Prediction 8 8 1 1 1 1 0

7.4. Integrate & Fire Recurrent Network
As explained in section 7.1, LIF neurons extract temporal information with the help of both the leaks
and the recurrent connections. Now with IF neurons the potential activity does not behave as a short
term memory system, which means that all the valuable information among layers is encoded in the
spikes and the recurrent connections are used to remember previous states. Commonly, ANN are
converted to spiking networks by substituting the ReLU activation functions with a spiking activation
function. The thresholds of such function are usually set to ± 1.0. These conversion settings work well
for non time-dependant tasks such as image classification and pattern recognition, where recurrent
connections are usually not required, however, when applied to RNNs, the information in every layer
tends to accumulate, without transmitting spikes to the following layers. If the information between
layers is not promptly transmitted, the recurrent connections are not going to be activated and therefore
the network will not be able to produce correct predictions.

7.4.1. Weights Re-scaling
Recurrent connections only activate if the neuron spikes, thus setting the threshold too high with respect
to the scale of the synaptic inputs results in losing relevant information. For this reason, it is important
to re-scale thresholds and weights to be in the right range. By observing the range of the output of the
ReLU functions in every layer, a common threshold can be defined for every encoder. The threshold
should be low enough to allow some spikes to pass through at approximately every frame of 5 ms.
Setting the threshold to high will result in loss of information over time, while setting it too low will
make the layer produce more spikes than needed. Note that finding the exact threshold value to allow
the minimum number of spikes to pass, while still encoding the relevant information, would be a quite
challenging and difficult to test optimization problem. For this reason the thresholds will be selected
with an educated guess.

For instance, in the first layer of the first encoder, the outputs are in the range 10−1, thus the upper and
lower thresholds are set to ± 0.1 for all layers of the first encoder. The weights of the following layer
are then re-scaled by 0.1. This pattern of re-scaling the weights by the threshold value of the previous
layer is repeated for all layers, as shown in Figure 7.3. In the second encoder the synaptic output range
is in the order of 10−2, thus the threshold is set to ± 0.01.

Fwd Layer IF
scaling=1.0

Rec Layer
scaling=0.1

Fwd Layer
scaling=0.1

Rec Layer
scaling=0.01

Encoder 1 Encoder 2

thr=0.1

IF
thr=0.1

IF
thr=0.01

IF
thr=0.01

Figure 7.3: Weight re-scaling diagram.

Note that the spiking functions IAFSqueeze need to be in MultiSpike mode, which means that more
than one spike can be produced at every time step, if the synaptic input is large enough. Note that on
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the speck, the neurons do not produce multiple spikes all at once but one after the other sequentially,
as all the computations occur asynchronously. Using MultiSpike allows to account for the fact that
within a given time window, a neuron can produce multiple spikes one after the other. The spiking
layer’s reset function is set to MembraneReset instead of MembranSubtract, in order to avoid potential
accumulation and unnecessary spikes.

Figure 7.4 shows the output of the ReLU function (continuous) compared to the output of the IAFSqueeze
function (discrete) and the resulting spike rate. The idea of ANN-to-SNN conversion is using only the
spikes to transmit information through layers and therefore reducing the resolution or sampling hte in-
formation. For instance, if the input of a neuron equal to 0.421 and the threshold of the neuron is set
to 0.1, 4 spikes will be transmitted to all the neighboring neurons.
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Figure 7.4: Activation functions and resulting spike rate output.

7.5. Results on SR Dataset
In order to compare the different networks, three metrics will be considered: Signal-to-Noise Ratio
(SNR), Average End-point Error (AEE) and Ratio of Squared Average Timestamps (RSAT). The predic-
tion of the network compared to the ground truth optical flow can be observed in Figure 7.5 for RNN-2-S
and IF-2-S and in Figure 7.6, for RNN-2-C and IF-2-C.
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Figure 7.5: Ground truth compared to network prediction for RNN-2-S and IF-2-S.

The converted network IF-2-S performs poorly compared to the ground truth and to its RNN counterpart.
This is probably due to the conversion and re-scaling system, which reduces the accuracy of the network
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and increases the noisiness of the predictions.
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Figure 7.6: Ground truth compared to network prediction for RNN-2-C and IF-2-C.

RNN-2-C and IF-2-C seem to have a more comparable performance, although the differences can still
be seen. In some instances, IF-2-C appears to be closer to the ground truth than RNN-2-C. All the
other network predictions compared to ground truth can be seen in Appendix A. In order to properly
assess the networks, some performance metrics need to be introduced.

7.5.1. Signal-to-Noise Ratio
To calculate the SNR, a sequence of 5.0 s from the testing dataset is considered. The network outputs
8 optical flow predictions, a horizontal and a vertical component for each of the 4 corners of the image.
To distinguish the power of the signal from the noise, the predictions are transposed to the frequency
domain using Fast Fourier Transform (FFT). In this way, the main signal frequency can be identified by
observing the peaks. The frequency range of the main signal is defined by observing the FFT of the
ground truth signal and it is approximately 2.5 · 10−3 Hz. Using Equation 7.1 the average SNR can be
calculated for each flow vector signal and compared to the ground truth.

SNR = 10 · log10
(
Psignal

Pnoise

)
(7.1)

Figure 7.7, 7.8 and 7.9 show the FFT of the ground truth signal compared to LIF-3, RNN-3-S, RNN-2-S,
IF-2-S, RNN-2-C and IF-2-C predictions. On average the ground truth has a SNR of 12.8 dB. The noise
of the prediction signals is expected to increase when the network is converted to spiking, since the
resolution of the information between layers decreases and the output prediction deteriorates.
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Figure 7.7: FFT of ground truth, RNN-3-S and LIF-3 output signals for top left horizontal component.
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Figure 7.8: FFT of ground truth, RNN-2-S and IF-2-S output signals for top left horizontal component.
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Figure 7.9: FFT of ground truth, RNN-2-C and IF-2-C output signals for top left horizontal component.

7.5.2. Average End-point Error
The Average Endpoint Error (AEE) is a metric used to evaluate the accuracy of optical flow algorithms.
Every pixel in the image is transposed in space using the ground truth vectors and the predicted vectors.
The euclidean distance between the two pixels’ locations is calculated and the average of all errors is
taken.

7.5.3. Ratio of the Squared Averaged Timestamps
The Ratio of Squared Average Timestamps (RSAT) is the is the ratio of the squared sum of the per-
pixel and per-polarity average timestamp of the image of warped events and that of the image of (non-
warped) events. The lower the value of this metric, the better the optical flow estimate. Note that this
metric is sensitive to the number of input events. Table 7.4 summarizes the results for all the trained
networks. The discussion of results will follow in section 7.7

Table 7.4: SNR, AEE and RSAT for the different network types on a SR dataset sequence.

Configuration SNR (dB) AEE RSAT

LIF-3 9.09 0.156 0.929
RNN-3-S 10.8 0.152 0.918
RNN-2-S 9.11 0.185 0.949
IF-2-S -0.877 0.165 0.971
RNN-2-C 12.2 0.166 0.925
IF-2-C 6.98 0.149 0.945
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7.6. Results on Davis Dataset
Results on the Davis dataset cannot be compared to ground truth, thus the performance of the network
is evaluated by visual inspection. The size of the dataset sequences is reduced from 128 pixels to 90,
in order to further reduce the number of synaptic operations for hardware implementation. Figure 7.10
shows the output of the network on a horizontal and a vertical motion sequence. The frames on top
show the color-coded optical flow representation, according to the color map in Figure A.13.
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Figure 7.10: RNN-2-C optical flow vectors for the Davis dataset sequence.

In order to quantify the increase in noise after conversion, the SNR can be calculated by defining the
main frequency of the signal from the RNN output and compare it to the IF network output.

SNR results

7.7. Results Discussion
The results obtained from the tested networks shall be discussed, in order to assess their performance
and decide which configuration will be used for the hardware implementation.

7.7.1. Neuron Model: LIF vs. RNN vs. IF
The new networks’ performance is comparable to the LIF network. As expected, RNN-3-S performs
better than LIF-3 in all metrics. This is due to the higher information resolution between layers. More-
over, LIF networks have a higher level of complexity with respect to RNNs, because of the the additional
hyperparameters, such as leaks and thresholds. When the RNN is reduced to 2 encoders only, the
performance inevitably drops and, similarly when the network is converted to IF-2-S.
With RNN-2-C, the network is able to produce less noisy signals, at the cost of a small drop in accuracy
compared to LIF. When converted, the IF-2-C becomes more noisy, but it shows a lower AEE value.

7.7.2. Number of Encoders: 3 vs. 2
Reducing the number of encoders from 3 to 2 undoubtedly influences performance, because less pa-
rameters are used. However the drop in performance in SNR, AEE and RSAT is not significant and
the network is still able to recognize fairly accurately the general direction of the flow. Having more en-
coders would also mean having more redundancy and more synaptic operations in the network, there-
fore choosing a less complex configuration is preferred. Additionally, 3 encoders with recurrency type
C means a total of 10 convolutional cores is needed, which is more than the speck2e has (R-speck-1).
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7.7.3. Recurrency Type: Sum vs. Concatenation
With the same number of encoders, recurrency type C is more accurate than type S in terms of AEE and
RSAT, because it has more parameters. Moreover, type C outputs less noisy predictions, which is most
likely due to the additional convolutional layer in the recurrent connection. This extra layer processes
the previous state and it serves as a filter for non-relevant information. With type S recurrency, the
previous state is directly summed with the new incoming state and then processed, therefore the con-
volutional layer does not distinguish between past and present information. type C behaves similarly
to GRU connections, where the reset and update gates distinguish decide how much of the previous
state information should be kept.

In terms of hardware compatibility, the both type S and B are suitable for the speck2e. However, one
aspect to consider is that the network on chip runs asynchronously at a much higher frequency, while
in simulation it is tested synchronously. With type S this represents a problem, because if the output
spikes of a layer are fed in the same layer immediately after and summed to the new incoming ones, the
layer will reach the limit of operations much faster and it might not be functional. The extra layer in the
type C configuration delays the output spikes before feeding them back and also it concatenates with
the new incoming input instead of being summed. This allows for better regularization of the network’s
activity and it prevents the risk of reaching the synaptic operations limit.

7.7.4. Network Conversion
Converting RNN to IF inevitably lowers the SNR and makes the prediction less defined. When the
network is converted, the resolution of the information between layers is reduced and therefore output
signal becomes less defined. In type S (SNR = -0.877 dB), the conversion has way more impact on the
SNR than in type C (SNR = 6.98 dB). This could be due to the extra layer in the recurrent connection,
as previously specified in subsection 7.7.3.

It is interesting to notice that when converting RNN-2-S to IF-2-S and RNN-2-C to IF-2-C, the AEE
becomes lower while the RSAT increases. The reason for the better AEE, could be that a more noisy
prediction is better at generalizing the motion. Even though a less noisy prediction could be more
defined, it might still be quite far from the ground truth. Figure 7.6 shows the RNN-2-C and IF-2-C
predictions compared to the ground truth. The gap between the RNN prediction and the ground truth
seems wider than for the IF network.

7.7.5. Conclusion
The network configuration that will be hosted on the speck2e will be IF-2-C. type C recurrency is consid-
ered more suitable for hardware applications because of the asynchronous nature of the neuromorphic
device and the higher level of complexity which results in better predictions.



8
Hardware Implementation

In this chapter the network implementation on the speck2 is treated. In section 8.1, the quantization of
the network’s parameters is explained. Section 8.2 treats different strategies to reduce the number of
synaptic operations in the layers.

8.1. Quantized Network
Quantization is the process of reducing the precision of a neural network model’s parameters for hosting
it on hardware. It involves converting floating-point representations to fixed-point or integers. This is
done to optimize memory usage and computational efficiency and it comes at the cost of a loss in
precision. In order to properly asses the on-chip network performance, the output of the speck2e is
compared to the model with quantized parameters.

8.1.1. Parameters Quantization
The quantization of weights in thresholds is done with the DynapcnnNetwork sinabs function. The synap-
tic weights can be represented by a maximum of 8 bits (R-speck-6), hence the range of weights in every
layer is [-127,127], while membrane potentials and thresholds have a 16 bits resolution, thus the range
is [-32767,32767]. The neurons are initiated at average potential value (1 in quantized parameters).
The effect of quantizing the parameters can be seen in Figure 8.1.
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Figure 8.1: Non-quantized network versus quantized network.

8.2. Synaptic Operations Analysis
The speck2e device has a limit on synaptic operations (synops) per second per convolutional core
(R-speck-14). Every core runs at a frequency of 1 MHz, therefore it can process at most one spike
every microsecond. If two events share the same timestamp, the core will process them sequentially.

52
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When the number of synops exceeds the limit, the events accumulate and information is lost in time.
When the RNN-2-C configuration is uploaded on the speck2e, the activity of the individual cores can
be observed. Figure 8.2 shows the total number of spikes over time produced by the first encoder’s
layers. Layer 0 is the first forward layer, layer 1 is the second and layer 2 is the recurrent one. It is
clear that each layer reaches a saturation point when an overflow of input spikes arrives. To avoid this,
the network’s architecture and training has to be revisited.

Figure 8.2: Number of synaptic operations for IF-2-C configuration.

When minimizing the synops, two layer characteristics shall be considered: the total number of op-
erations and the maximum number of operations. Section 7.4.1 explained how the conversion and
re-scaling method relies on spike rate encoded information. This means that individual neurons need
to output multiple spikes in a time step, to better represent the information sent to neighboring neurons.
With the sinabs activation function IAFSqueeze, a neuron sends multiple spikes if the synaptic weight
is larger than the threshold. When the weights are significantly larger than the threshold, the model
performance starts deviating from the on-chip behaviour. This occurs because the spikes are received
and processed asynchronously on the chip, unlike in simulation. Without regularization, some neurons
can end up spiking hundreds of times per step. For these reasons, it is fundamental to monitor and
regularize both the total number of operations and the maximum number of spikes per neuron. This
can be achieved by modifying the network’s architecture and/or introducing an regularization term in
the loss function.

8.2.1. Stride
As seen in Table 7.3, the first encoder has stride 2 and the second has stride 4. This was done to
reduce the pooling layer’s kernel size from (23,23) to (12,12), given the limit of 16 (R-speck-8). To
minimize the synops, the stride of the first encoder can be changed to 4 as well. By halving the size of
the images in the second encoder, the total and maximum synops are reduced to approximately a third
(Figure 8.4). Obviously this affects the prediction of the network, since the information between layers
is down-sampled. Figure 8.3 shows on the top the total number of spikes per layer and on the bottom
the maximum number of spikes produced by a single neuron.
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Figure 8.3: Spike activity in RNN-2-C with stride 2 in first encoder.
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Figure 8.4: Spike activity RNN-2-C with stride 4 in first encoder.

8.2.2. Number of Channels
Increasing the number of channels can make the network’s activity more sparse. Choosing a configu-
ration with more neurons means having more neurons doing less work, therefore less operations per
neuron overall. To prove this, two new network architectures are trained and tested. RNN-2-C has 4
output channels in the first layer of the first encoder. The new architectures will have 8 and 3 output
channels instead.
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Figure 8.5: RNN-2-C with increased number of channels.

From Figure 8.5 and 8.6 it is clear that increasing the number of channels results in more synops espe-
cially in the first layer of the second encoder. However the maximum number of spikes is decreased,
hence more neurons are doing less work. Although this change is not significant, if combined with
regularization term in the loss function, a more sparse activity could be achieved. Note that the number
of channels can be increased up to 1024 (R-speck-5), however the limit on the total number of neurons
is 32k (R-speck-2).
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Figure 8.6: RNN-2-C with decreased number of channels.
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8.2.3. Early Stopping
During training, the network establishes the synaptic weights to optimize for minimal loss. However,
in this case the minimum loss is often achieved in the first few epochs. By letting the network train
more, additional connections are formed, which make the predictions more accurate. These redun-
dant weights are useful for making the network more precise, however they increase the number of
operations significantly. If the training is stopped earlier and the model is still able to estimate the flow
accurately, a more operations efficient result can be obtained.
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Figure 8.7: RNN-2-C after 80 epochs.
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Figure 8.8: RNN-2-C after 10 epochs.
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Figure 8.7 and 8.8 show that the layers’ activity is way lower in the earlier epochs. The second forward
layer of the second encoder is almost doubling its number of output spikes.

8.2.4. Synops Loss Term
The exact limit value is not uniquely determined for all cores, as it depends on the its size, the weights
and the number of incoming spikes. However, Figure 8.2 gives a rough indication of how many spikes
can be handled without accumulation. To minimize the total number of spikes, an additional term in the
loss function is included. The synops loss term is given in Equation 8.1.

loss =

N∑
k=1

(total output)k
(threshold)k(# parameters)k

(8.1)

The total output of every layer at every step is the total number of spikes that a layer produces. During
training the network is using ReLU functions and the output of every neuron is a floating point. However
the range of weights values for every layer changes and, if it is not rescaled, the deeper layers with lower
weight values will have less importance in the cost function. Moreover, layers with more parameters
need to have a higher spike rate to send more information, thus the layer output is also scaled by the
number of parameters. The weight of the synops loss term on the total loss function has to be tuned,
in order to achieve a balance that allows to learn optical flow properly and with the minimum number
of operations.
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Figure 8.9: Flow and synops loss during training with different weighting.

Figure 8.9 shows the flow loss and synops loss over 10 epochs. By looking at the synops loss, it is
clear that 0.01 is an optimal value for the weight, as it allows the flow loss to converge to a slightly
higher value, while keeping the synops lower. If the weight is increased to 0.1 (pink line), the network
minimizes the synops to zero and it is prevented from learning flow. If it is decreased to 0.001 (blue
line), its influence is almost unnoticeable and the synops increase to more than necessary.
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Figure 8.10: RNN-2-C without synops loss term.
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Figure 8.11: RNN-2-C with synops loss weight of 0.01.

8.2.5. Final Network Configuration
In the previous sections, it was showed how different hyperparameters influence the number of synaptic
operations. Following these guidelines, a new architecture can be designed for the speck2e. The final
configuration is similar to RNN-2-C (Table 7.3), but with a few updates:

• The stride of first layer in Encoder 0 is increased from 2 to 4. As explained in subsection 8.2.1,
this forces the network to decrease the information sent between layers.
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• Kernel size of pooling layer is decreased from 12 to 6, as a result of the increase in stride.
• The number of output channels of first layer in Encoder 0 increased from 4 to 6. Having a more
sparse activity results in less spikes per neuron.

• Number of input channels of first layer in Encoder 1 increased from 8 to 12.
• Number of output channels of pooling layer is increased from 8 to 15. According to R-speck-15,
the maximum number of output channels in the readout layer is 15 and all of them shall be used
to maximize the number of features obtained from the chip.

An overview of all the configuration details is displayed in Table 8.1. This is the network configuration
to be used for the following experiments on the speck2e.

Table 8.1: Network Architecture for RNN-2-C-speck.

Layer In Channels Out Channels In Size Out Size Kernel Stride Padding

Encoder 0 Fwd. 1 2 6 90 23 3 4 1
Fwd. 2 12 12 23 23 3 1 1
Rec. 12 6 23 23 3 1 0

Encoder 1 Fwd. 1 12 16 23 6 3 4 1
Fwd. 2 32 32 6 6 3 1 1
Rec. 32 16 6 6 3 1 0

Pooling 32 15 6 1 6 1 0
Prediction 15 8 1 1 1 1 0
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A
Additional Results

A.1. Prediction vs. Ground Truth Optical Flow
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Figure A.1: LIF-3 optical flow prediction.
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A.1.2. RNN-3-S
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Figure A.2: RNN-3-S optical flow prediction.
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A.1.3. RNN-2-S
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Figure A.3: RNN-2-S optical flow prediction.
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A.1.4. IF-2-S
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Figure A.4: IF-2-S optical flow prediction.
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A.1.5. RNN-2-C
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Figure A.5: RNN-2-C optical flow prediction.
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A.1.6. IF-2-C
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Figure A.6: IF-2-C optical flow prediction.
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A.2. Spike Activity on Speck2e
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Figure A.7: Spike activity of second forward layer of encoder 0.
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Figure A.8: Spike activity of recurrent layer of encoder 0.
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Figure A.9: Spike activity of first forward layer of encoder 1.



A.2. Spike Activity on Speck2e 73

0 200 400 600 800 1000 1200 1400
Time [ms]

0
200
400
600
800

1000
1200
1400

Nu
m

be
r o

f E
ve

nt
s [

-]

simulation
speck2e

0 200 400 600 800 1000 1200 1400
Time [ms]

0

5

10

15

20

25

M
ax

 N
um

be
r o

f S
pi

ke
s [

-] simulation
speck2e

Figure A.10: Spike activity of second forward layer of encoder 1.
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Figure A.11: Spike activity of recurrent layer of encoder 1.
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Figure A.12: Spike activity of pooling layer.

A.3. Optical Flow Color Map

Figure A.13: Optical flow color map.
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