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Executive Summary

This report aims to evaluate the feasibility of a small pilot plant placed near Broome, Australia to
produce 3 tons of hydrogen per day using photovoltaic (PV) energy. Using PVsyst, a PV modelling
software, the maximum power operating points were determined for a test layout. This was then
transformed to other layouts which allowed the optimum layout to be found for a system connected to
electrolyzers using maximum power point tracking technology. A second scenario using a battery was
also modelled and optimized. Finally, the third scenario used direct coupling, meaning that the PV
panels were not operated at their maximum power point but rather at where the electrolyzer and PV
current and voltage lines crossed. This resulted in a lower power yield but also lower costs. To find
the current and voltage curve for the PV field, the data from PVsyst analyzed to find the short circuit
current and the open circuit voltage. This allowed the full current and voltage curve to be determined,
which allowed the intersection point with the (experimental) electrolyzer current and voltage curve to
be determined.

In all simulations piping storage was used to remove the intermittency of the hydrogen production
by having a capacity of 3 tons of gaseous Hy. This ensures a constant stream of hydrogen to the
liquefaction system.

Using preliminary results an electrolyzer degradation simulation was carried out, to find how the
electrolyzer would behave after 20 years of use. Although the influence of intermittency could not be
found in literature, it was shown that the electrolyzer produces, on average during its 20 year lifetime,
approximately 5.7% less hydrogen than it would without any degradation. This has been included in
all financial analyses carried out in this report, along with a 7% weighted average cost of capital.

The financial framework has been based off of a number of different sources and forecasts. Due to
the limitations of publicly available data some forecasts were replaced with constant prices which do
not evolve throughout the years.

Using the hydrogen production models and financial frameworks it is possible to compare the dif-
ferent scenarios. From this a price of 4.16% kg~! was found for a MPP coupled system, 4.39$ kg~! for
a MPP coupled system including a battery, and 4.02$ kg—' for a direct coupled system. The third sce-
nario was furthermore looked at in terms of physical layout; it was found that the decentralized layout
consisting of smaller subplots was slightly more expensive than the standard centralized layout (4.09%
kg~1). For this pilot plant it is advised to use a decentralized topology, combined with a decentralized
layout consisting of multiple smaller plots. Although the centralized layout is slightly cheaper, it con-
tains more system critical components which could cause a large portion of the system to be inactive if
they are broken.






Contents

Contents
List of Figures
List of Tables
1 Introduction
1.1 Electrolyzers . . . . . . . . . e
1.2 Photovoltaics . . . . . . . . . e e
1.3 System components. . . . . . . ... e e e
1.4 Scenarios . . . . . . ..o
2 Electrolyzers
2.1 Electrolyzer Model . . . . . . . . . . e e
2.2 Utility energy costs. . . . . . . . . oL e e e
2.3 Electrolyzer degradation and lifetime . . . . . . . . . . ... ... .. L.
3 PV Systems
3.1 The One Diode Model . . . . . . . . . . . . . e
3.2 Diode Ideality Factor. . . . . . . . . . . .
3.3 Calculating the open circuit voltage and short circuit current . . . . . . . . . . .. .. ..
3.4 Imtersection points for DC connection . . . . . . . . . . ... ... L L.
4 System components
4.1 Transformers and inverters. . . . . . . . . . . . ... e e e e e
4.2 Battery . . . . . .o e e
4.3 Hydrogen storage. . . . . . . . . . e
4.4 Cabling . . . . . ..
5 Model tools
5.1 Dependency. . . . . . . ... e e e e e
5.2 Ramping . . . . . . . e
6 Economic Evaluation
6.1 Layout. . . . . . . . o e
6.2 Electrolyzer . . . . . . . . .
6.3 Photovoltaics . . . . . . . . . . e e e
6.4 Battery costs . . . . . ..
6.5 Piping. . . . . . ..
6.6 Cable costs . . . . . . L e
6.7 Hydrogen storage. . . . . . . . . ..
6.8 Transformers and inverters. . . . . . . . . . . . L e e e e
7 Results and Discussion
7.1 Scenario topology optimization . . . . . . . . . . .. ..
7.1.1 Scenario 1: MPPT technology . . . . . . . . .. .. ... .. .. .. ... .....
7.1.2  Scenario 2: MPPT technology with battery. . . . . ... ... ... ... .....
7.1.3 Scenario 3: Direct coupling . . . . . . . . ...

7.1.4 Scenario comparison

vii



viii Contents

7.2 Layout. . . . . . . . L 48
7.2.1 Centralized layout . . . . . . . ... 48

7.2.2 Decentralized layout . . . . . . .. .o 52

7.3 Sensitivity Analysis. . . . . . . .. e 56
7.4 Ramping . . . . . . . . 58

8 Summary and recommendations 61
8.1 Outofscope . . . . . . . 62
8.2 Suggestions for further research . . . . . . .. .. . oL L 62
Bibliography 65
Appendix 73
A PV panel characteristics . . . . . . . . . ... 73

B SMA Central Inverter Datasheet. . . . . . . . . . . . . . . ... 74



List of Figures

1.1

2.1
2.2
2.3
2.4

2.5
2.6

3.1
3.2
3.3
3.4

3.5
3.6
3.7

3.8

3.9

3.10

3.11

3.12
3.13

3.14

5.1
5.2
5.3

6.1
6.2
6.3
6.4

A schematic of the different topologies possible. . . . . . . . . ... ... 0L, 3
A Hydrogenics alkaline electrolyzer [44]. . . . . . . . .. . ... o 5
The basis of alkaline electrolysis [91]. . . . . . . . . . ... L Lo 6
Characteristic I-V curves for electrolyzers at 25°C and 65°C and 20 bar [98]. . . . . .. 7
An example I-V curve for an alkaline electrolyzer, using data from [54] and operating

points from [44]. . . . . L 8
Hydrogen production from a singlecell. . . . . . ... ... ... ... 00, 9
Electrolyzer degradation after a lifetime of 20 years (intermittent usage). . . . . . . . . . 12
An example I-V curve for a typical PVocell. . . . . .. ... o000 13
An overview of terms frequently used to describe PV systems, taken from [89]. . . . . . 14
A schematic of the one diode model, adapted from [86]. . . . ... ... ... .. .... 15
Shift of the I-V curve due to the Newton-Raphson method. The blue line represents the

initial guess, and the red line indicates the final I-V curve. This system uses 769 strings

in parallel and 20 in series and is only meant as an illustration. . . . . . ... ... ... 17
A schematic of the two diode model, adapted from [86]. . . . . .. ... ... ... ... 18
Error in Pypp at varying temperatures [93]. . . . . . . ... Lo Lo 18
Variations in DIF as a result of varying operating conditions. The red dot indicates

NOCT conditions. . . . . . . . . . e e 20

All I-V and P-V curves have different V. and I, values and go through the MPP as
defined by PVsyst, shown in red. However, only one has the MPP shown in red at its

maximum. This line is indicated in green. . . . . . . . ... ... L L. 21
Finding the V. and I (corrected to 1000 W m_2) from PVsyst data for irradiances
more than 100 W m™2. . . . . . .. 22
Comparing the Vi,pp’s from PVsyst and the reconstructed I-V curves, for irradiances
higher than 100 W m™2. . . . . . . . . . . . 22
Comparing the MPP points from PVsyst to the reconstructed MPP points for irradiances
higher than 100 W m™2. . . . . . . . . . . . 23
I-V curve matching on 11:00 (AM) on January 12th. . . . . . ... ... ... ... ... 23

Operating points of a sample direct coupled system. A indicates the MPP as defined by
PVsyst, o indicates the MPP found by MATLAB using the average V. and I, and v/

indicates the intersection of the I-V curves. . . . . . .. ... ... ... ... 25
Power curve of a 6.6 MW, solar power system showing curtailment. On the left, the

inverter and maximum electrolyzer capacity are placed closely together. . . . . . . . .. 25
Temperature and Irradiance Dependency. . . . . . . . ... ... ... L. 31
Comparing V,. and I, data from PVsyst and equations 5.2 and 5.3. . . . . . ... ... 33
A simple cloud coverage simulation. . . . . .. .. ..o 0oL 34
Electrolyzer CAPEX historical data and forecast until 2030, taken from [10]. . . .. .. 36
Historical and forecast LCOE range for utility-scale PV plants [45]. . . . . ... ... .. 37
IEA forecasting trends [103]. . . . . . . .. .. L 37
Historical data of CAPEX of car Li-ion battery systems, assumed to be comparable to

batteries used in scenario 2 and 3 [75]. . . . . .. ..o Lo Lo 38

ix



X List of Figures
6.5 CAPEX of inverter stations, taken from [70]. In this report the bottom line will be used. 39
7.1 Hydrogen production using MPPT technology as in scenario 1 for one inverter, with a

red dot showing the optimum number of panels. . . . . . . . .. ... ... ... ..... 41
7.2 Costs for hydrogen production for scenario 1 over the entire system lifetime for one
inverter, with the optimum configuration given by thered dot. . . . . ... ... .. .. 42
7.3 Power production from the solar farm using MPPT technology as in scenario 1 for one
inverter, with a red dot showing the optimum number of panels. . . . .. ... ... .. 42
7.4 Hydrogen production using MPPT technology as in scenario 2 for one inverter, with a
red dot showing the optimum number of panels. . . . . . . . .. ... ... ... ..... 43
7.5 Costs for hydrogen production for scenario 2 over the entire system lifetime for one
inverter, with the optimum configuration given by thered dot. . . . . ... .. ... .. 44
7.6 Power production from the solar farm using MPPT technology as in scenario 2 for one
inverter, with a red dot showing the optimum number of panels. . . . .. ... ... .. 44
7.7 Price of hydrogen dependence on battery capacity. . . . . . ... ... ... ... .... 45
7.8 Hydrogen production using MPPT technology as in scenario 3 for one busbar, with a red
dot showing the optimum number of panels. . . . . . . ... .. .. ... ... 46
7.9 Costs for hydrogen production for scenario 3 over the entire system lifetime for one
busbar, with the optimum configuration given by thered dot. . . . . . . . ... ... .. 46
7.10 Power production from the solar farm using MPPT technology as in scenario 3 for one
busbar, with a red dot showing the optimum number of panels. . . . . . . ... ... .. 47
7.11 Hydrogen cost comparison. . . . . . . . . . . . . . e e e e 47
7.12 OPEX breakdown. . . . . . . . . . . e 48
7.13 MPP optimum layout, with maximum cable specifications given in the yellow text boxes. 49
7.14 DC optimum layout, with maximum cable specifications given in the yellow text boxes. 50
7.15 Decentralized DC optimum layout. . . . . . . . ... .. .. .. oo L. 53
7.16 Hydrogen cost comparison (including decentralized DC). . . . . . . ... ... ... ... 54
7.17 OPEX breakdown (including decentralized DC). . . . . ... ... ... ... ... ... 54
7.18 Specific energy demand comparison. . . . . . . ... Lo 55
7.19 Comparison of lifetime hydrogen production per W,, of solar power installed. . . . . . . 55
7.20 Comparison of usable solar energy generated per W,, installed. . . . . .. ... ... .. 56
7.21 Sensitivity analysis with the WACC at 0.5 and 0.9 (default 0.7), and the PV, electrolyzer,
inverter and battery prices varied from 90% to 110% of the current values. . . . . . . . . 57
7.22 Voltage changes due to changing environmental conditions on a minute time scale. . . . 58
7.23 Voltage changes due to changing environmental conditions on a minute time scale. . . . 59
A.1 Characteristic I-V and P-V curves of Tallmax modules, taken from [95]. . . . . ... .. 73

Cover image courtesy of Shell.



List of Tables

2.1
2.2
2.3
2.4

4.1

7.1
7.2
7.3
7.4
7.5
7.6

A1

Typical electrolyzer parameters to be used in the electrolyzer model, adapted from [54]. 8
Electrolyzer utility costs overview for DC scenario . . . . . . ... ... ... ...... 10
Electrolyzer degradation and lifetime data, partially taken from [79]. . . . . .. ... .. 11
Translated electrolyzer degradation values. . . . . . . . . ... ... ... .. ... .. 11
An overview of the battery characteristicsused. . . . . . . . . .. ... ... ... .. 28
Optimal plot layout and corresponding Hy cost. . . . . . . . .. .. .. ... ... .. 48
Overview of total in-field piping specifications. . . . . . . . . .. ... ... ... .... 51
Overview of header piping specifications. . . . . . . . . . .. ... .. ... ... ... . 51
Piping CAPEX overview. . . . . . . . . . .. 52
Decentralized DC piping CAPEX. . . . . . . . .. . . 52
Overview of the ramping results . . . . . . . . . . ... ... 59
Module parameters for the Tallmax modules, taken from [95]. . . . . . .. ... ... .. 73

xi






Chapter 1

Introduction

With the political and energy systems of the world turning to a more sustainable and carbon dioxide
(CO2) neutral future, it is important to find technology to decrease our dependence on fossil fuels.
There is an increasing need worldwide for (dense) energy carriers, and many look to hydrogen to fill the
void left by society’s turn from fossil fuels to intermittent renewable energy sources [109]. Shell hopes
to develop technology that can be used worldwide to develop and sustain energy supply chains and
believes that after 2040 hydrogen will emerge as a material energy carrier, steadily growing to account
of 10% of the global energy consumption by 2100. Looking closer to the present, Japan aims to develop
commercial-scale supply chains by 2030 to procure 300,000 tons of of hydrogen per year and in the
future this is expected to increase even further to 5-10 million tons per year [69]. In order to reach this
goal, Shell is currently looking to establish a value chain between Australia, a very (solar) energy rich
environment, and Japan, an energy short environment.

By combining a large PV system with a number of large electrolyzers it is possible to produce "green"
(sustainable) hydrogen without producing any greenhouse gases. To facilitate this, Shell aims to develop
a large solar and electrolysis based hydrogen production facility in Australia that will produce 80-100
tons Hs per day in Broome, Australia. This location has been chosen because it receives a high amount
of solar irradiance each year, and it is close to a number of other parties that would be interested in
using green hydrogen.

This report aims to scope out a small pilot plant to be placed in Broome, Australia to test the
possible technologies that will be used in the full-scale plant and to get a better grip on the technological
difficulties that these projects will face. Building a small pilot plant allows insight to be gained into
which technologies should be derisked and further developed before being implemented on a large scale.

1.1 Electrolyzers

In 2014 approximately 4% of global hydrogen production was supplied via electrolysis [11]. This number
has not increased much since then, and of all the commercial hydrogen production taking place only
2-6% is powered by renewable energy [12, 34]. The rest of the energy is derived from fossil fuels. In
order for hydrogen to be a truly sustainable energy carrier which can not only be used as a fuel but
also to store energy, it must be generated through sustainable means.

Electrolyzers can produce hydrogen through electrolysis, a process in which an incoming feed of
pure water is split into hydrogen (Hs) and oxygen (Oz). This is done by creating a potential difference
between two electrodes in an electrolyte to separate water into its anionic (OH™) and cationic (HT)
components. From this gaseous hydrogen and oxygen is produced.

There are currently two different types of electrolyzers readily available on the market; polymer
(or proton) exchange membrane (PEM) electrolyzers and alkaline electrolyzers. These will both be
elaborated on in chapter 2.
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1.2 Photovoltaics

Photovoltaic (PV) technologies are playing an increasingly large role in the energy transition of humanity
moving towards a greener future [96]. Currently, the total solar production worldwide only accounts
for approximately 1% of the total primary energy supply worldwide [15, 77]. The conversion of solar
irradiation into electricity by making use of the photovoltaic effect within semiconductor materials allows
PV modules to produce electricity without emitting greenhouse gasses. When sufficiently energetic
sunlight falls on a solar panel, a charge carrier pair, consisting of one electron and one "hole", is
generated. These are then separated by a potential difference caused by the different doping types
present in the silicon-rich wafer, and are then collected at the front and rear side. The electron then
travels through an electric circuit and recombines with the hole at the other side. This is the basis of
the photovoltaic effect [46].

The performance of a PV module depends on a number of factors such as the intensity of incident
irradiation from the sun and on the module temperature. The PV module temperature can affect
module characteristics and by extension the electrical properties observed in the module. PV modules
are always tested under standard testing conditions (STC), meaning that the module is illuminated by
1000 W m~2 according to the AM1.5 spectrum irradiance normal to the panel at a module temperature
of 25°C. This makes it possible to compare the performance and other parameters of different types of
modules.

1.3 System components

Most PV systems require electronic system components which perform various actions such as maximum
power point tracking, voltage regulation, limiting the battery’s depth of discharge, and power conversion.
Without these functionalities PV systems would not perform as well as they do. In most systems
maximum power point trackers ensure that PV arrays always operate near their maximum power point,
resulting in a higher solar panel efficiency. Inverters then convert the generated power from DC into
AC power to allow the power to either be fed into the grid or to power an AC load.

In the future PV technologies will most likely be heavily incorporated into the existing grid, meaning
storage will also play a crucial role in maintaining grid stability. The intermittency of PV systems
will cause large fluctuations throughout the grid, which could be resolved by using batteries. Charge
controllers are required to ensure that batteries are charged and discharged at optimal speeds and to
prevent overloading or too much discharge. Operating outside the battery’s operating conditions can
cause irreversible damage. If batteries are installed in a very humid or warm place this could cause the
lifetime of the battery cells to decrease further.

1.4 Scenarios

There are a number of ways to connect an electrolyzer and PV systems; this report will look at three
different connection methods. Scenarios one and two use maximum power point tracking (MPPT)
technology, meaning that if the PV system produces too much power it will be curtailed. Scenario two
adds a battery and charge controller to the MPPT setup from scenario one. Finally, the third scenario
will look at the direct coupling method, which removes a large part of the system components. The
three scenarios are shown below in figure 1.1. More information on MPPT can be found in chapter 3.
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Scenario 3

Scenario 2

Scenario 1

Electrolyzers

Figure 1.1: A schematic of the different topologies possible.

The direct coupling method operates the PV system at the point defined by the intersection of the
I-V curves of the PV system and the electrolyzer system. An absence of many of the system components
will cause a large decrease in investment (CAPEX) and operation/maintenance (OPEX) costs, although
it will cause the overall performance of the system to decrease by not using the maximum PV power.
In previous research it is estimated that the decrease in CAPEX will be approximately 700 USD kW1,
or 3.5-6%, showing that the DC scenario has a potentially large advantage over the MPP scenarios
[80, 81].

This report aims to assess the feasibility of building a solar and electrolysis plant in Broome, using the
three different topologies discussed above; one scenario with normal MPPT technology, one scenario with
MPPT technology and electricity storage, and finally one scenario with a direct coupling interlink. This
will be done by first designing the required electrolyzer and PV models in chapter 2 and 3 respectively.
Then, the tools to analyze the data generated from the models will be described in chapter 5. In chapter
6 an economic evaluation framework will be constructed to process the data from the previous chapters.
The results will be given and discussed in chapter 7, after which conclusions will be drawn in chapter 8.






Chapter 2

Electrolyzers

An electrolyzer stack is made up of multiple cells coupled in series. An electrolyzer system, commonly
referred to as an electrolyzer, is a system of multiple stacks incorporated into one large system. Each
cell has a voltage between 1.48 V and 2.15 V, while the maximum current and number of cells in series
depends on the size of the electrolyzer. In this report a Hydrogenics 48 kW unit will be used, shown
below in figure 2.1.

Ajr flow

General Purpose Room

Process Part

Air flow

Figure 2.1: A Hydrogenics alkaline electrolyzer [44].
This electrolyzer has been modelled because there was actual experimental data available. The
equations and procedures that follow can be altered to use different electrolyzers. Additionally, the

optimization model determines the optimum topology of the electrolyzer system by placing a number
of electrolyzers in series and in parallel, essentially simulating a larger electrolyzer.

At the cathode in an alkaline electrolyzer hydrogen is produced from pure water via the following
reduction reaction [31]:

4H,0 + 4e~ — 40H™ + 2H, (2.1)

At the anode, a highly oxidizing environment, the following oxidation reaction takes place:

5
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A0H™ — 2H,0 + Oy + 4e~ (2.2)

A schematic of an alkaline electrolyzer is shown below:

—
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Figure 2.2: The basis of alkaline electrolysis [91].

There are many factors that influence the performance of an alkaline electrolyzer, such as volt-
age, current, pressure, electrode spacing, electrolyte temperature, and electrolyte concentration [7, 25].
However, these will not be investigated in this report as we are not looking in to the fundamentals of
electrolyzers; instead, this report will look at how existing electrolyzers perform within the systems de-
scribed in chapter 1. The electrolyzer degradation will be taken into account in section 2.3, which will be
looked at in conjunction with electrolyzer lifetimes. This report focuses mostly on alkaline electrolyzers
as the capabilities of PEM electrolyzers are well documented compared to alkaline electrolyzers, and
because PEM electrolyzers have already been (experimentally) investigated in such a system [80]. The
equations that follow hereafter could easily be adjusted to model a PEM electrolyzer, just as the upper
and lower operational bounds could be adjusted. An integrated solar and electrolysis unit, in which
sunlight is directly used to split water into oxygen and hydrogen, is not considered due to the current
limitations in scale-up. This system uses direct photochemical conversion to absorb the incoming radi-
ation and split water [14, 23]. This technology is still in a very early phase and it is expected that it
will take a number of years before this is competitive with other technologies on such a scale.

The electrolyte usually consists of a 25-30 % aqueous KOH solution. Alkaline electrolyzers produce
hydrogen between 40-100% of their maximum capacity and, combined with after-treatment such as
driers or scrubbers, can result in a hydrogen purity of up to 99.99999% [18]. Hydrogen has a higher
heating value (HHV) of 142.80 MJ kg~*!, or 39.38 kWh kg~!, meaning that 39.38 kWh is needed to
produce 1 kg of hydrogen at 25 °C and 1 bar from pure liquid water [80]. This results in a minimum
thermoneutral cell voltage of 1.48 V, according to the following formula:

AH
‘/thermoneutral i (23)

zF
with AH the enthalpy change which is equal to 285.83 kJ mol~!, z the amount of electrons released (2
in this case) and F the Faraday constant. This equation is highly temperature dependent, as each of
the parameters above changes with temperature. Furthermore, we can rewrite AH as:

AH = AG + TAS (2.4)

with AG the Gibbs free energy which indicates the amount of energy required for the reaction to take
place assuming no energy is needed to heat the material up, AS the entropy change which is equal to
163.3 J mol~!, and T the electrolyzer temperature. To simplify this, AH is usually referred to as the
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total energy for electrolysis, AG the electrical energy required and T'AS the heat energy required. If
there is an external heat source available, only AG needs to be taken into account:

AG
erev - ZiF (25)

This results in a minimum reversible cell voltage of 1.23 V [59]. The thermoneutral and reversible
voltages are shown below in figure 2.3.

1. 8————

— Y,

5 9C

1.7H

—_
[=2]

Cell voltage (V)
o

1.4

0.28 0. 036 04
Current density (NcmE)

Figure 2.3: Characteristic I-V curves for electrolyzers at 25°C and 65°C and 20 bar [98].

The amount of gas produced by an electrolyzer is frequently expressed in Nm?, otherwise known
as a normal cubic meter. This represents the volume a gas would occupy at 0°C, 101.3 kPa, and 0%
humidity. One kilogram of hydrogen equates to 11.121 Nm?3.

The efficiency of an electrolyzer cell can furthermore be expressed as:

1.48 V
|4

Nez = (26)

with V the voltage applied across the cell. Typically around 1.6-2V are applied to a cell, meaning that
the efficiency varies from 70-90% depending on the voltage.

The Faradaic efficiency 7, sometimes also called the current efficiency, gives how much of the current
within the cell is used to produce hydrogen and is frequently reported as being close to unity in the
range we are operating the electrolyzer [97, 108]. Therefore, it is assumed that the alkaline electrolyzer
in question has a Faraday efficiency of 100%.

2.1 Electrolyzer Model

There are many different (complex) models for electrolyzers, such as [32, 33, 55| for PEM electrolyzers
and [2, 17, 55| for alkaline electrolyzers. A more simple yet effective empirical model, based on work by
Ulleberg, is given by Khalilnejad and Riahy as the following [54]:

t1 +to)/T +t3/T?
V:VreVJrTIJILZTQIJrslog(1+Q/AJr 3/ I+1) (2.7)
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with Viey the minimum reversible cell voltage, r; and ry the cathodic and anodic ohmic losses, t1,
to, t3 and s the overvoltage temperature coefficients, T the temperature of the electrolyzer and A the
area of the electrolyzer [97]. Typical values are given below in table 2.1.

Table 2.1: Typical electrolyzer parameters to be used in the electrolyzer model, adapted from

[54].
r1 | 7.3-10% Qm? ts | 247.3 A"t m2 C?
re | —=1.1-107"Qm2C~1! s | 1.6-107'V
t1 | —1.002 A= m? A | 0.16 m?

ty | 8424 A1 m2C

Using these parameters an approximation can be made for the I-V characteristic of the electrolyzer,
as shown below in figure 2.4.

2
1.8
1.6
14+ ——Ulleberg model at 70°C

——Ulleberg model at 20°C
Ulleberg model at 120°C
o Hydrogenics data

1.2

1 1 1 1 1 1 1 1 1 1 |

0 50 100 150 200 250 300 350 400 450

Current [A]

Figure 2.4: An example I-V curve for an alkaline electrolyzer, using data from [54] and
operating points from [44].

An alkaline electrolyzer operates between 40% to 100% of its maximum load. Using data from [44]
we can fit the model to their operating points, given that the electrolyzer they produce operates at
70°C. We see that between these points, the relationship is almost linear. Thus, the electrolyzer can
further be simplified within this region to:

I=A-V+C (2.8)

with A = 126 A V™! and C = —964.6 A at 70°C. Electrolyzers only marginally cool off overnight
[97], meaning that we could simplify this model even further by keeping A and C fixed. This fixed
method will be used when each of the scenario’s are calculated. For the ramping investigation, detailed
in section 5.2, A and C will vary depending on the temperature.

The electrolyzer from [44] comes in a 20 foot container, which has a footprint of 6.1 m by 2.4 m.
As the electrolyzer comes in the shipping container, it is protected from the environment, meaning no

500
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additional buildings are necessary to protect them. The outfeed of the electrolyzer is hydrogen at 27
bar [44], and it requires an infeed of approximately 1 liter of pure demineralised water to produce 1
Nm? of hydrogen. This will later be addressed in section 6.5.

2.2 Utility energy costs

To go from a single cell to a stack of 60 cells which are all connected in series for the Hydrogenics
electrolyzer, the voltage multiplies according to the number of cells present in a stack. Furthermore,
electricity is not only required for the production of hydrogen but also to run pumps and other system
processes. It is reasonable to assume that per normal cubic meter (Nm~2) hydrogen produced, 0.5 kWh
is required to account for these losses and discrepancies between cell voltage and system voltage [64].
This difference E, is attributed to utility costs and stack losses. Translated to kWh kg~', this means
that 5.61 kWh per kg hydrogen is required. In scenario’s 1 and 2 (1: MPP and 2: MPP combined with
a battery) this can be added to the total energy demand of hydrogen conversion. To convert water to
hydrogen 39.38 kWh kg~! is required when 1.48 V is applied to a cell. Adding the utility costs, this
is increased to 44.99 kWh kg~!. If the voltage changes this also changes the energy requirement to
produce hydrogen, according to a linear relationship [35]:

E(1.48) v
E(V)=——==F(148) - — 2.9
(V)= 52 = B g (29)
with V' the voltage per cell. Using this, it is possible to predict how much hydrogen will be produced
per hour (H) per stack:

P VI V(A-V+0)
7 = - . 2.10
EV)+ B, T BV v B, T Baas) 2 1 B, (2.10)

This is shown below in figure 2.5.
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Figure 2.5: Hydrogen production from a single cell.

In scenario 3 the PV and electrolyzer are directly coupled to each other. This means that there is no
control over the incoming energy to power the utilities. Therefore a separate, smaller, PV system must
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be designed to operate the stack utilities. We should also include a small battery to store 2 hours worth
of energy, to guarantee operation of start up and shutdown mechanisms within the electrolyzers. If the
goal is to produce 3 tons of hydrogen per day and assuming that there is at least 12 hours between
sunrise and sunset, then this means that on average 0.25 tons of hydrogen are produced each hour. In
reality, most of this is produced around noon while at the beginning and end of the day less hydrogen
is produced. We may therefore be overestimating the required battery capacity, although this would
allow for the system to shutdown at almost any time. The total storage should therefore be, using a
utility cost of 5.61 kWh per kg, 2805 kWh per day for all electrolyzers combined.

The average specific energy demand from early tests is found to be on approximately 52.5 kWh per
kg, excluding utility costs. The utility energy requirement is 5.61 kWh per kg, plus an additional 2805
kWh per day or 935 Wh per kg to charge the batteries every day. This totals to an average of 6.55 kWh
per kg hydrogen. The ratios of the panels should be equal to the ratios of the energy requirements,
meaning that for every 1000 panels for hydrogen production, 125 extra panels are required to run
utilities.

In the DC scenario this ratio will further increase, as the intersection point of the electrolyzer is
to the left of the MPP, resulting in a lower voltage and thus decreasing the specific energy required
to produce 1 kg of hydrogen. Taking into account an additional safety margin, we can safely assume
that for every 1000 panels, 150 extra panels should be included to just run the electrolyzer utilities and
charge the utility battery. We additionally know that the goal is to produce 3 tons of hydrogen a day
and using meteorological data from Broome an average equivalent sun hours (ESH) of 8.4 hours was
found. This means that approximately 3.5 MW, of solar power is needed in total for utilities, or 10,000
panels. An overview of all these parameters is given below in table 2.2.

Table 2.2: Electrolyzer utility costs overview for DC scenario

Property

Battery capacity 2805 kWh
Utility energy cost 5.61 kWh kg—!
Panel ratio 125:1000
Total number of panels ~ 10,000

2.3 Electrolyzer degradation and lifetime

Just like the PV modules, the electrolyzers will also degrade over time. How much it will degrade
is heavily dependent on the temperature and pressure at the catalyst, electrolyte and membrane [79].
Electrolyzer stacks do not often fail catastrophically, such that from one moment to the next their output
is greatly decreased. Instead, as the cell ages, various degradation processes take place in the catalyst,
membrane and electrolyte. These lead to a higher internal cell resistance resulting in an increase of
overpotential that must be applied to produce the same amount of hydrogen [10]. It is assumed that
the faradaic efficiency remains constant. In reality, this will also degrade slightly.

It is thus important to define when an electrolyzer has reached the end of its life. If the degradation
is approximately 5 £V h™! and a typical lifetime of 60,000 hours is used, then the efficiency has fallen
by approximately 10% by the end of its life. This is frequently taken as a typical "end of life" threshold,
which can further be assumed to be a linear decay [10]. Leading manufacturers of PEM and alkaline
cells state that the lifetime of these electrolyzer stacks is approximately 60,000 to 90,000 hours. It is
worth mentioning here that there is very limited data available on long-term electrolyzer degradation
powered by intermittent renewable energy, making it difficult to verify this statement. An operating
lifetime of 90,000 hours translates to approximately 10 years of continuous operation.

Barbir claims a higher initial degradation of 20 to 50 uV h™! for the first few hours of operation,
after which it levels off to degradation below 3 ;V h™!. For state of the art electrolyzer systems under
continuous operation, degradation values of as low as 0.4 to 5 £V per operating hour have been reported
[10]. Many papers however find the electrolyzer average degradation to be higher [8, 79].
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The following values given in table 2.3 will be used in the calculations to find the price of the
hydrogen produced by each of the different scenarios. These values are primarily based off of the paper
by Parra and Patel, although the alkaline degradation has been increased to 3 pV h™! as given by
Bertuccioli et al..

Table 2.3: Electrolyzer degradation and lifetime data, partially taken from [79].

PEM  Alkaline
Lifetime m 50,000 90,000
Degradation  [uV h™!] 5 3

The degradation in the aforementioned papers is for an electrolyzer with continuous usage. In
the case of an electrolyzer being powered by solar energy which is inherently intermittent, there will
be some intermittency in the power profile. It has been shown by Rakousky et al. that periods of
non-operation, or relaxation with lower current densities may help reduce the degradation of the unit
by allowing the processes that contribute to reversible losses to relax and not progress to permanent
losses [87]. It is however worth noting that the effect of variable generation or intermittent power
profiles is not well documented. Furthermore, allowing the electrolyzer to operate below its minimum
threshold for up to ten minutes would cause a decrease in stops by approximately 34.8% [99]. These
factors will not be included in this report as it is not possible to verify that this also holds for alkaline
electrolyzers. However, it is interesting to note that research has been done in these areas and these
could be incorporated in future modelling work. The number of actual operating hours per year for
an electrolyzer depends on the system topology, as there are moments when the PV system does not
produce enough power to make the electrolyzer produce hydrogen. A simulation for an electrolyzer in
Broome has been built, using the same solar data for 20 years. Assuming that the solar panels do not
degrade because they are replaced (costs included in PV OPEX), the electrolyzers are found to run
approximately 4000 hours per year. This is less than half of what it would operate if they were to run
continuously.

In order to relate the degradation in 'V h™! to degradation in % of output Hy per year, a number
of assumptions must be made. Assuming that the faradaic efficiency is unity, the relationship is indeed
linear between electrolyzer current and voltage, and assuming that the reversible voltage does not
change, it is possible to find the degradation in % of output Hy per year [35]. Namely, taking the
reversible voltage as fixed and shifting the operating point of the Hydrogenics electrolyzer (right most
point) up according to the degradation data from table 2.3 a new linear profile can be found. The
difference in current for the same voltage then gives the degradation in percentage of kWh per kg Hs,
as the current and power requirements are linearly related. The new degradation values can be found
in table 2.4 and the degradation itself is shown in figure 2.6.

Table 2.4: Translated electrolyzer degradation values.

Year Hy output loss [%)]

0 0
) 2.7
10 5.6
15 8.3

20 10.9
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Figure 2.6: Electrolyzer degradation after a lifetime of 20 years (intermittent usage).

After 20 years the electrolyzers have run for approximately 81,500 hours, meaning an availability of
46%. A maximum lifetime of 90,000 hours was initially referred to as being the lifetime of a continuously
operated alkaline electrolyzer. As the electrolyzers used in this simulation are run intermittently, it can
be assumed that these will have a shorter lifetime. The lifetime will therefore be taken as 20 years.

After 20 years the total amount of hydrogen produced over the entire lifetime of the electrolyzer is
found to be 5.73% less if degradation is taken into account.

Initially the degradation causes the specific energy demand to increase to produce hydrogen. How-
ever, the maximum production rate of hydrogen does not change because the current is not limited.
Any change in hydrogen production is due to the increased specific energy demand to produce one
kilogram of hydrogen. After the voltage reaches above 2.15 V per cell however, the current is limited
so that the voltage does not exceed 2.15 V. At this moment an electrolyzer has reached the end of its
life and the current is not allowed to increase beyond the point at which the voltage is equal to 2.15 V.



Chapter 3

PV Systems

A silicon PV cell typically generates around 0.6 V at open circuit conditions and 9.6 A at short circuit
conditions. Between these two values the I-V curve for a cell usually looks something like what is shown
in figure 3.1. The maximum power point (MPP) is defined by the point where the panel generates
its maximum power. At the MPP, the voltage and current are said to be equal to Vipp and Inpp
respectively. A panel is operated close to its MPP through maximum power point tracking (MPPT),
using methods such as perturb and observe, linear approximation methods (such as fractional V. or Iy
methods) or by using a small test cell [47]. Of these different techniques, the peturb and observe (P&O)
method is most frequently implemented due to its simplicity and low cost compared to the increase
in generation. However, this algorithm is not good at distinguishing local power maximums from the
global maximum, and can be slow when the incident irradiance changes rapidly [90].

10~

——1-V for 200 W m 2
——I-V for 400 W m~?
——1-V for 800 W m 2
——1-V for 1000 W m~2
Voe
o I
o MPP

Current [A]

1 1 1 1 |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Voltage [V]

Figure 3.1: An example I-V curve for a typical PV cell.

Full size panels are usually made of 60 or 72 cells in series. In this report the term "module" and
"panel" have no distinction, and multiple connected panels will be called an array. A string is an array
of modules which are only connected in series. A module of 60 cells is typically split into 3 strings of
20 cells each, with each string connected in series to the others while a bypass diode is connected in
parallel. This bypass diode allows current to pass when the module is partially shaded, preventing large
losses. All of the cells are connected in series to produce a higher voltage and a low current. This is
preferred as the resistance through wiring is quadratically dependent on the current running through
it. When a string of 20 cells is shaded, the power produced in that string is limited, depending on how
opaque the shading is. If the cells receive absolutely no light then the total module power will decrease

13
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by a third. Because a bypass diode is connected per 20 cells, the cell with the lowest performance
determines the power production for the other 19 cells within that string. Partial shading can cause
multiple maximum power points to form, making MPPT difficult and causing further losses.

The output of a panel can be increased in shaded conditions by implementing more bypass diodes.
Although bypass diodes are generally not expensive, implementing more bypass diodes would require
producers to change the layout of the panel and hence this tactic is usually averted. Hence, it is very
important to avoid shading if possible, and otherwise minimize shading as much as possible.

Cell

Module

Figure 3.2: An overview of terms frequently used to describe PV systems, taken from [89].

Information specific to the Tallmax PV modules that will be used in this model can be found in
table A.1 in appendix A.

There are multiple ways to model and simulate PV systems. Some allow the user to build the model
from the ground up and some provide tools to quickly produce detailed simulations. Programs like
MATLAB, QUCS and LTspice have predefined components allowing equivalent electrical circuits to be
built [62, 65, 85]. However, these programs do not lend themselves well to modelling the behaviour of
the power optimizers, micro-inverters and central inverters as these must be built from the ground up.
Additionally, more basic programs like Excel are not suited due to the difficulty in finding solutions
through iteration and will therefore not be used to model the complex system proposed.

PV*SOL, PVsyst and SAM are powerful tools which can combine meteorological data, 3D system
designs and solar positions throughout the year, to provide a detailed analysis of systems [74, 84, 100].
PV*SOL and SAM are both comparable to PVsyst, and it has been stated that PV*SOL is almost
just as accurate as PVsyst and calculates shading on a panel level, just like PVsyst [5, 30, 36, 63]. The
accuracy of PVsyst has also been demonstrated before [30, 41, 60, 63, 92, 102]. However, PVsyst provides
a more detailed breakdown of the different losses within a system, and is already being implemented
within Shell [107]. Furthermore, SAM is still a relatively new modelling program, and can only model
the PV side of the system while PVsyst can also model inverters. Therefore, PVsyst will be implemented
instead of PV*SOL or SAM. It is furthermore assumed that the amount of panels (and electrolyzers)
in series or parallel have a linear relationship with the total system voltage and current respectively.

PV panels degrade throughout their life. Many manufacturers give warranties up to 30 years,
although not much is currently known about the performance of solar panels after their warranty has
expired, as there have not been many large scale tests for such a long period of time. Typically,
degradation rates of 0.5% to 1.5% are seen per year [51]. In this report the operational expenditure
(OPEX) also includes the replacing of panels, such that degradation can be ignored.

If MPPT is used then the maximum output power of the PV system is transformed to lie on the
electrolyzer’s I-V curve. In the case that a battery is also added, then the battery will absorb excess
power from the PV system when the electrolyzer cannot handle it, and supplement the PV system’s
output when it is operating below the minimum electrolyzer threshold to produce hydrogen. In order
to be able to operate the electrolyzer during the night a lot of energy must be stored and hence the
PV system should ideally be oversized. In the case of direct coupling the operating point can be found
through the process described in section 3.4. Due to mismatching the DC system will also likely be
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larger than the MPP system from scenario 1. It is thus reasonable to assume that the PV system
size will decrease as we move from scenario 2 (MPPT with battery) to scenario 3 (direct coupling) to
scenario 1 (MPPT).

The data used to simulate scenario 1 and 2 is produced using a test PVsyst installation located in
Broome, Australia. This data is then transformed to the current system being tested, and in the case
of scenario 2 a battery system is added. This is done by storing energy when the PV system produces
more energy than the inverter or electrolyzer system can handle, and by withdrawing energy when there
is energy available and when the electrolyzers need it. In order to use the data for scenario 3, a more
comprehensive analysis must be implemented as the I-V curves need to be utilized. This will be shown
later in section 3.4.

3.1 The One Diode Model

PVsyst (version 6.67) is a powerful tool which not only model PV modules but also use inverter charac-
teristics, meteorological data, 3D sketches and solar positions throughout the year, to provide a detailed
analysis of any system [84]. Shading is done on a panel level as opposed to a cell or bypass diode string
level, as there is only a small difference in accuracy [63]. PVsyst uses the one diode model to simulate
a solar cell, shown below in figure 3.3 [66].

I

PV

ANN—
R, *+
<+> ! RSh I
[ph I D

Figure 3.3: A schematic of the one diode model, adapted from [86].

In this model the current produced by the solar cell is the superposition of the dark current through
the diode and the current generated in the solar cell due to the illumination (represented by a current
source) [93]. Using Kirchoft’s current law, the following can be stated:

Ipy =Ipn —Ip — Lsn (3.1)

Here I, represents the current produced by the cell as a response to the light shining on it, Ip the
current through the diode, I, the current through the shunt resistance R, (called Ry, in figure 3.3),
and Ipy the cell output current in the external circuit. Furthermore, the thermic voltage V;(T'), open
circuit voltage Voo (T'), photocurrent I, (G,T) and loss current Iy, (G,T) are given by the following
relationships [106]:

 AkpT

V(T) = . (3.2)
VOC(T) == %c,STC(l + K’L}AT) (33)
G
Ipn(G,T) = Ise,src (1 + K;AT) e (3.4)
STC

Ry
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Here AT is the difference in operating temperature from the STC temperature, R, the shunt (par-
allel) resistance, K; and K, the temperature coeflicient of the short circuit current and open circuit
voltage respectively, G and Ggsrc indicate the global irradiance at operating and STC conditions re-
spectively, ¢ the elementary charge (1.602 x 1071 C), kp the Boltzman constant (1.38 x 10723 J K~1),
and A the diode ideality factor (DIF) which is usually between 1 and 2, depending on the type of the
PV panel. The current through the diode can be described by the Shockley equation for an ideal diode
[19]:

Ip(G,T) = L i(G, T) [eviernes —1} (3.6)

Here, I, is the diode saturation current, V' the operating voltage of the cell, R, the series resistance,
N.s the number of cells in series, and V;(T) the thermal junction constant which depends on the
temperature. The saturation current can be expressed as [105]:

7 o\3
TIstc

At open circuit conditions we can find the value of I,. Namely, at open circuit conditions equation
3.1 reduces to:

3
0=1I— 1, ( T ) eVe(T)=Vi(Tsro) eﬁ _ 1} _ Voc (3.9)
Tsrc R,
Rewriting this, we see that:
Ly — Vo
1, = — P Rp ; (3.9)
{eﬁ -1 e%(T)—m(TSTC)( T )
Tstc

These equations can be substituted into equation 3.7 to find the reverse saturation current Igq;:

Ly — Yee 3
Isat = ph Rp . ( T ) th(T)—Vt(TSTc) (310)
[eﬁ 1] eV (D~ Va(Tsre) ( T ) Tsrc
Tsrc
I B — Voe
Isat = % (311)
eVe(T)Nes — ]
This can be then be substituted in equation 3.1 to find the output panel current:
V+I Rs V I o
Ipv = Ipn(G, T) — Lat(G, T) [e e Nes — 1} - +R7PVR (3.12)
D
V V+Ipy Rs 1 V R
e Ve Nes — )
Ipy = Iph(G,T) — Iph(G,T) _ o —_—— = — / 14+ == (3.13)
Ry| vt 1 Ry R,

We see that this is an implicit equation and hence cannot be solved analytically. In order to find
the current Ipy we must apply the Newton-Raphson iteration method iterate multiple times over this
equation. Newton-Raphson finds the current Ipy as follows:

Ipyn
Ipvpy1 = Ipyn — % (3.14)

alpv
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with

VA+ipy,nBs V RS
f(IPV,n) = Ipv,n — (Iph(G,T) — Isat(G, T) (6 Vi (T)Nes  — 1) - ) / (]. + ) (315)

Of(Ipyn) Ry, Ytipv.aRs R,
s Vi(T)Necs + _ .
lpy ! Lsat(G,T) ViNos A% R, (3.16)

The initial guess will neglect the current term in the exponent. This can then be expressed as:

\%
Voe | eVr@Nes — 1 \% R
Ipvo = | In(G,T) — [I n(G,T) — OC} — = = /(1 + ) (3.17)
( P P Rp eVe(T)Nes — ] Rp Rp

The shape of the I-V curve of the solar cell changes slightly with respect to the initial guess Ipy,
as can be seen below in figure 3.4.
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Figure 3.4: Shift of the I-V curve due to the Newton-Raphson method. The blue line represents
the initial guess, and the red line indicates the final I-V curve. This system uses 769
strings in parallel and 20 in series and is only meant as an illustration.

Using the Newton-Raphson method takes very few iterations to reach an acceptable error margin.
Using just one module and three iterations, the difference between |Ipy,, — Ipyn41| is less than 0.01

%.

The one diode model is somewhat inaccurate in the performance of a cell at low irradiance as the
recombination losses in the depletion region of the cell are approximated through the diode ideality
factor, which does not reflect a real cell [93]. A more comprehensive and complicated model which
incorporates these losses, the two diode model, is shown in figure 3.5.
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Figure 3.5: A schematic of the two diode model, adapted from [86].

In a recent paper by Shannan et al. it was shown that at STC the two diode model can take up
to 30% longer to produce results than the one diode model would [93]. However, when temperature
variations are included the error of the one-diode model is larger as shown below in figure 3.6.
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Figure 3.6: Error in Pmpp at varying temperatures [93].

Figure 3.6 shows the error in maximum power estimation for c-Si solar cells. It is not stated whether
these are mono-, poly-, or multi-crystalline, let alone if this applies for MWT or regular cells. However,
the exact value of the error is perhaps not entirely relevant; because the model that will be constructed
will be placed in Broome where the module temperature is usually between 30°C and 65°C, it is
reasonable to assume that the error of the one diode model will be small. Therefore, the one diode
model as used by PVsyst is acceptable to model this system and will therefore be implemented. The
accuracy of PVsyst itself has been shown to be quite high [41, 60, 92]. It is worth mentioning that this
model can also be applied to other locations, as the module temperature is most likely lower than the
module temperatures in Broome due to its high irradiance and temperatures.

3.2 Diode Ideality Factor

In order to use this model the parallel (shunt) and series resistances must be found and substituted into
equation 3.1. A good approximation for the shunt (parallel) resistance R, is the inverse of the slope of



3.2. Diode Ideality Factor

19

the IV curve at short circuit (V = 0) [19]:

oI 1

Wiy R

(3.18)

As this is given by the producer of the solar panels however, the value from the datasheet will be
taken as constant. The DIF is however not provided. PVsyst assumes this to be constant at 1.35, a
measurement taken at nominal operating cell temperature (NOCT). In reality this changes, depending
on the irradiance, temperature, and even voltage [38]. We will assume it to be uniform throughout a

single I-V profile.

The DIF can be found by minimizing the absolute value of the following equation at the maximum

power point [106]:

dl - R PR 1 N dI R, 1

—_ — = —Igqt€ t cs - -

av R, ! Vi(T)Nes  dV Vi(T)N..| R,
AL (4 B\ | eviitis 4L R s 1
—_— —_— saet cs 7:—Saet c§ —— —98M8 — — ——
av R, ' dV Vi(T)Ne ' V.(T)N., R,

V+IRg
R i) e

av LatRs iR g
L+ N e Ve + R

Hence, the diode ideality factor can be found by minimizing the following equation:

Vmpp+Impp Rs
__Isat T VIT)Nes . I
Vi(T)Nes Ry + mpp
Vmpp+Impp Rs
Isar Rs N R Vinpp
Tt giv.e O T+ g

Using this equation, the following DIF values are found.

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)
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Figure 3.7: Variations in DIF as a result of varying operating conditions. The red dot indicates
NOCT conditions.

At NOCT the DIF is 1.38, which varies 1.9% from the value PVsyst uses. However, it is visible from
figure 3.7 that the DIF varies with changing temperatures and irradiance, from a minimum of around

1.3 to a maximum of 1.5.

If the DIF is fixed at its minimum or maximum the variation in output Hs is approximately 1%.
Due to this small variation it is assumed that the assumption PVsyst makes is adequate and no further
attempts to rectify this will be made.

There are many different papers detailing how to best calculate the DIF. For more methods, see
[1, 9, 20, 27, 43, 48, 53, 71, 88, 94].

3.3 Calculating the open circuit voltage and short circuit cur-
rent

The data for the maximum power point connection is computed by PVsyst, which is then given as an
output for hourly intervals. From this it is beneficial to recompute the V. and I, as these, together
with the incident irradiation and module temperature, fix the I-V curve.

Voc and I can be determined by using equation 3.13 at the maximum power point:

Vimpp+Impp Rs m Im s
Ly = Ion (G, T) — Lot (G, T) [65£’<T>N’;‘; _ 1} _ w (3.24)
P
Vimpp+Impp Rs
G G Vi |e Ve — 1| Vipp + ImppRs
Impp = ISCG— - SCG— - R Voo - R (325)
STC STC P eVi(T)Nes — 1 P

Rewriting gives us:
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I _ Voo 4 Vinpp+Tmpp Rs

mpp R, R,
I (3.26)
s¢ Vimpp+Impp Rs

¢ a
Gstc Gstc

e~ VW(DNes  _1
VOC
e Vi(T)Nes _1

By varying the V,, and thus the Iy, the I-V curve given by equation 3.13 will change. The correct
Voc and Iy is found when the P-V curve has its maximum power point at (Vinpp, Pmpp). This is shown
in figure 3.8.
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Figure 3.8: All I-V and P-V curves have different V,. and Is. values and go through the MPP

as defined by PVsyst, shown in red. However, only one has the MPP shown in red
at its maximum. This line is indicated in green.

The following data is found when the V,,. and I, are calculated for all data points from PVsyst.
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Figure 3.9: Finding the V,. and Isc (corrected to 1000 W m72) from PVsyst data for irradiances
more than 100 W m~2.

Using the now calculated V,. and I it is possible to reconstruct the I-V curves for each moment
in time. Comparing the voltages from PVsyst to the reconstructed MPP voltages from our model can
show that the calculations done have not augmented the data and that hence our reconstructed values
are as trustworthy as those generated by PVsyst.
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Figure 3.10: Comparing the Vipp’s from PVsyst and the reconstructed I-V curves, for
irradiances higher than 100 W m™2.

From this we see that the points lie mostly along a straight line (Vreconstmcted:vaSyst), although
there are some deviations where the reconstructed voltage is much higher than the reconstructed voltage
which happens under low irradiance. The overall shape of the line supports our decision to use the
reconstructed V,. and Iy, approach and shows that there is a strong correlation.
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Figure 3.11: Comparing the MPP points from PVsyst to the reconstructed MPP points for

irradiances higher than 100 W m™2.

The total power generated in the reconstructed case has a systematic error of +0.8% compared to

the values PVsyst gives. The consequence of the slightly higher reconstructed voltages is that the power
production is also slightly higher than what is predicted by PVsyst, increasing the time the electrolyzers
can operate slightly. However, as the average difference is quite small this effect will not further be
compensated for. The difference in cutoff points along the y-axis is due to the direct relation between
current and irradiance, while the power also depends on other elements such as temperature. Looking
at a single time frame with a high irradiance (more than 1000 W m~2) the following match is found:
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Figure 3.12: I-V curve matching on 11:00 (AM) on January 12th.
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In figure 3.12 the power at MPP deviates by 0.48% further supporting the validity of the model.

3.4 Intersection points for DC connection

Using the V, and I, found in the previous section and equation 3.13 it is possible to find the I-V curve
for each data value provided by PVsyst. The electrolyzer I-V curve is given in section 2.1.

To find the intercept of the I-V curve of the electrolyzer and the PV array, the Newton-Raphson
iteration method is used. This is applied as follows:

f(vn) = IPV(Vn) - IEZ(Vn) (327)

At the intersection point Ipy (V;) = Igz(V;), meaning f(V;) = 0. Newton-Raphson finds this point
by iterating as follows:

) Ipy (Vi) = Ipz (V)
Vier = Vo = 550y = V0 = By (Va) — 07m2(Va) (3.28)
ov ov ov

Here, m%‘ﬁv") is given by equation 3.22 and Ipy (V,,) by equation 3.13. Igz(V,,) is given by equation

2.8, and % is given by:

0Igz(Vy,)
ov

Il
h

(3.29)

with A given in section 2.1.

A (simple) MPPT algorithm can be implemented here as an initial guess, as the system being
modelled ideally has the intersection point near the MPP. The open circuit voltage MPPT method
proposes that a good estimation of the maximum power point voltage Vi,pp can be expressed as:

Vo = Vinpp = kVoc (3.30)

with k = 0.75 [82]. Using this as a first guess and iterating according to the Newton-Raphson method,
this gives the following result for a randomly selected time interval:
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Figure 3.13: Operating points of a sample direct coupled system. A indicates the MPP as
defined by PVsyst, o indicates the MPP found by MATLAB using the average V,c
and Isc, and vy indicates the intersection of the I-V curves.

The system used in figure 3.13 represents a feasible layout for scenario 1. The reason that the I-V
curve of the electrolyzer is positioned to the left of the MPP points is because the PV system rarely
operates at or above Psrc. This is shown below in figure 3.14.
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Figure 3.14: Power curve of a 6.6 MW, solar power system showing curtailment. On the left,
the inverter and maximum electrolyzer capacity are placed closely together.
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Sizing the electrolyzer for the maximum electricity generation would cause a large portion of the
bottom of figure 3.14 to fall away. Therefore, we see that it is better to indeed size the inverter and
electrolyzer for a slightly smaller system as increasing the electrolyzer system size will cut off a larger
portion of the incoming energy than what is gained by decreasing the amount curtailed.



Chapter 4

System components

In this chapter the different system components that will be used to connect the PV and electrolyzer
systems will be addressed. Some of these, such as the inverter and battery, will not be present in all of
the different scenarios.

4.1 Transformers and inverters

There are different kinds of inverters that can be used in a PV system. String inverters (SI) or central
inverters (CI) can operate multiple modules at their average maximum power point and are most
commonly implemented due to their low price to capacity ratio. It is also possible to implement MPPT
on a module level, through either power optimizers (PO) or micro-inverters (MI). String and central
inverters combine the inputs of multiple panels and find the average MPP of their combined outputs.
Micro-inverters convert the DC power of each individual panel to AC power, while power optimizers
instead act as transformers, stepping up or down the voltage of each panel to ensure a constant DC
current for multiple cells in series. The power then gets fed to a companion central inverter, which
transforms the DC power to AC power. A power optimizer is comparable to an inverter split in two;
one part optimizes the solar panel output on a modular level, while the other acts as an inverter for
multiple panels [24]. MPPT on a module level is usually only implemented on rooftops and for small
PV systems. For large systems central inverters are preferred, due to the lower cost per W,,.

Transformers are similar to inverters, except for that they convert the DC current from the solar
panels to DC current at a different voltage level. These can also include MPPT technology. They can be
found for different sizing options, analogous to the different inverter types. Transformers are required
for DC microgrids as most DC loads, such as batteries or electrolyzers in this case, require a constant
voltage to operate at.

Assuming standby and load-dependent losses small, DC/DC transformers have efficiencies between
94-99.9% [29, 76, 104]. In this report the DC/DC transformer efficiency will be chosen in the higher
part of this range to accurately reflect literature and future developments: all DC/DC transformer
actions will have an efficiency of 99%. Inverter efficiency will be taken as 98%, using SMA inverters as
an indication of typical efficiencies. The inverters are assumed to have a lifetime equal to that of the
PV system.

4.2 Battery

Lithium ion batteries are used in a lot of different devices currently, and they are constantly improving
in terms of energy density, power density, and cost. These batteries are preferred by many, due to their
fast response time and abundance. Additionally, the efficiency is slowly increasing as well.

Efficiencies are frequently reported between the 93% and 95% [3, 39]. In this report an average

27
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efficiency of 95% will be adopted, accounting for future increases in efficiency. In reality the efficiency
depends on a number of factors such as the speed of charge and charging voltage [101]. In this report
a constant efficiency will be assumed.

The lifetime of batteries is defined in terms of cycles, in which the battery charges and discharges.
In literature a lifetime of between 4,000 to 8,000 cycles is found [3]. Assuming one cycle per day for
twenty years, a cycle life of 7,300 would correspond to the lifetime of the PV modules. This lies within
the range found in literature, and will therefore be adopted in this report. In literature it is found that
the lifetime and degradation of batteries depends heavily on factors such as the ambient temperature
[61]. This will not be taken into account in this report.

These batteries can furthermore hold their charge over a long time, with a 1%-5% monthly self-
discharge [39]. The batteries implemented in this system will need to store energy during the day, and
discharge these at night to operate the electrolyzer. Due to the small storage time, self-discharge will
not be taken into effect. It has been deemed not feasible to store extra energy in the summer and spend
this in the winter, as that would require a much larger capacity.

An overview of the different battery characteristics is given below in table 4.1.

Table 4.1: An overview of the battery characteristics used.

Property

Efficiency 95%
Lifetime 7300 cycles
Self discharge 0%

4.3 Hydrogen storage

Regardless of how the hydrogen will be transported (could be in ammonia, as a liquid, or in another
form), a constant stream of hydrogen will be needed. It is therefore necessary to either implement very
large battery technology as discussed in section 4.2 or hydrogen storage. There are many different ways
to store hydrogen, ranging from salt layer geography to piping solutions to new solid state hydrogen
storage. In this report salt caverns and salt layer geographies will be excluded as this can only be
applied when the geography is suitable, and new solid state hydrogen storage will be excluded because
many of the technologies that fall under this label have not been proven yet at this scale.

The piping required for this project should last for about one day, meaning that it is acceptable that
there is a day in which there is almost no sun and hence the system should hold 3 tons of Hy. A large
advantage of piping over battery technology is that piping is needed anyway to transport the hydrogen
to the liquefaction plant, reducing costs for the storage system.

4.4 Cabling

Typically, an electrical cable can have up to 5% voltage drop across it. To size the cable the following
equation is used:

-1

Vipop = IR = 12-° (4.1)

A
where [ is current through cable, R is resistance of the cable, A is cross-sectional area, [ is length of
cable and p the resistivity of the cable. The resistivity of copper at 25°C is p = 1.72 - 1078 Q m.
Rewriting the equation above, we find the cross-sectional area for the cable as:

e I-p-1

005V (4.2)

This equation gives the minimum cross-sectional area required. Instead of using the price of copper
to calculate the cost of materials required for the cabling, it was deemed more accurate to use an average
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cost of cabling per km, determined from [16]. This will be used in section 6.6 to determine the cable
costs.






Chapter 5

Model tools

In the following sections different tools will be used to gain more insight into how the PV array will

function, and how well the electrolyzer will respond.

5.1 Dependency

It is well known that the performance of the PV system depends on the module temperature and
irradiance. Varying these and applying equation 3.13, the following relationships are seen.

—10°C
6l A2 20°C
30 °C
E 40 °C
50 °C
—_ 4
< —60 °C
) / —70°C
B 9 4 ——Electrolyzer
o
oy
0 . .
0 500 1000 1500
Voltage [V]
8 F|—200 W m—2
400 W m~2
g ——600 W m™2
= Or|——800 Wm
— —1250 W m—2
o, 4t ——Electrolyzer
=
O 2¢
0 . . "
0 500 1000 1500

Voltage [V]

—10°C
20 °C
+ 30 °C
40 °C
50 °C
—60 °C
[ |—70°C
——Electrolyzer
0 500 1000 1500
Voltage [V]
J ——200 W m 2
400 W m—2
+ ——600 W m~2
800 W m 2
! —1250 W m~?
r _/ ——Electrolyzer

.\

500

Voltage [V]

Figure 5.1: Temperature and Irradiance Dependency.
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This is largely in line with literature, as the V. and I;. change as the temperature and irradiance
is changed. Figure A.1 in appendix A gives the I-V curves for the Tallmax modules, manufactured by
Trina Solar. These show the same behavior as seen in figure 5.1. The specifications of the Tallmax
modules, as well as their I-V and P-V curves, can be found in appendix A. From this it is feasible to
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conclude that the one diode model works well.

5.2 Ramping

It has been speculated that the ramping up or down of the PV array can cause the electrolyzer to
deteriorate quickly or cause other large problems. A sudden increase in voltage is especially dangerous,
as the alkaline electrolyzer will not be able to respond as quickly. Ramping can also be seen as the
speed at which an electrolyzer can change its DC power intake. Exceeding this can cause power to be
wasted or electrolyzers to degrade, as speculated by Eichman et al. [26].

Depending on what paper is used, ramping can be instantaneous or can take around 20 minutes to
reach the minimum threshold to produce hydrogen [10]. In this ramping investigation we will assume
the electrolyzer to have a standby mode, meaning that it will be able to reach the minimum threshold
to make hydrogen quickly. Furthermore, to go from the minimum threshold to produce hydrogen to
the maximum load a maximum ramping rate of around 10% of max load per second is allowed. Some
electrolyzers also come with a power conservation mode, which can reduce the start up time to minimum
load to produce hydrogen to less than 1 minute. Ramp down can be at around 20-25% of maximum
load per second [56]. Other sources such as NREL claim that alkaline electrolyzers can respond much
quicker, up to 600% of the maximum current ramping down and up to 800% when ramping up [26].

Using the equations from the previous sections 2.1 and 3.1 it is possible to use meteorological data
on a minute basis to find what the operating point is of the electrolyzer every minute. Here we assume
the operating point to change linearly between each minute and the next. Wind data is also available
from Broome, although this is given only on a monthly basis for each morning and afternoon. This has
been extrapolated such that each day in the same month has the same wind speed every morning, as
well as every afternoon. The module temperature has been found using the Duffie-Beckman model [46]:

Tnvoct — 20 9.5 npy
Ty =T, G 1- 5.1
M T %00 (5.7+3.8-w>< T-a) (5.1)

with w the wind speed at module height, T the transmittance of the module, a the absorptivity of the
module, T;, the ambient temperature and npy the solar panel efficiency. Furthermore, the V,. and I,
values are calculated from the STC values as follows [46]:

N G
oc — Voc k Ty — T I 2
Ve stc +ky (T — Tste) + Vi) og (GSTC) (5.2)

Isc = 1sc,STC + k[ (TM - TSTC) (53)

This method is less accurate than the method described in section 3.3, as shown below in figure 5.2.
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Figure 5.2: Comparing V,. and Isc data from PVsyst and equations 5.2 and 5.3.

We see here that the center of the new cloud is on average 0.5 A higher than the cloud generated via
the previous method, and has a different shape. This will cause the I-V curve to shift upwards, resulting
in a higher operating voltage. The ramping simulation will therefore be run twice; once with the V. and
I, cloud seen above in figure 5.2 and one with the cloud moved down by 0.5 A. The increase in short
circuit current is attributed to the simplicity of equation 5.3; here there is simple linear dependence
on irradiance, which could incorrectly alter the current if the irradiance is not at the standard testing
conditions of 1000 W m~2.

We cannot use the process described in section 3.3 and the PVsyst data because PVsyst cannot
handle data per minute. The data can however still be used; it is possible to reverse engineer the V.
and Iy corresponding to the PVsyst data using equations 5.2 and 5.3. In figure 5.2 we see that there is
indeed a discrepancy with what the manufacturer claims their V,,. and I, are, and what the average is
of the cloud generated via PVsyst and the aforementioned equations.

The second ramping simulation will use the average from figure 5.2. Further results of the ramping
simulation are given in section 7.4.

It is worth noting that in these simulations weather data has been extrapolated from a small detector
surface in the weather station to a whole PV field. In reality, clouds would not blanket the entire system
in minutes meaning that the change in irradiance would be less pronounced, reducing the ramping rate
even further. The speed of clouds has been shown to vary greatly, although the average is around 13
m s~ ! and the maximum speed above 50 m s~! [58]. Using a rough estimate of 55 kWh required to
produce 1 kg of hydrogen, a daily production of 3 tons of hydrogen, a total solar and BoS efficiency
of 15% and an average of 8.4 ESH per day, we find that 1.31 - 10° m? is needed for the solar part of
this system, or approximately 20 MW,,. Using a reasonably fast wind speed of 30 m s™!, an average
shading strength of 60%, taken from [58], and a square field, it would take approximately 17 seconds for
the cloud to completely cover the PV array. A plausible power decrease as a result of clouds is shown
below in figure 5.3.
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Figure 5.3: A simple cloud coverage simulation.

This shows that any results from the ramping simulation are most likely overestimated, as there is
a maximum finite wind speed causing the operating point of the system to shift more slowly.



Chapter 6

Economic Evaluation

A comprehensive economic evaluation framework will need to be implemented in order to not only
compare the different topologies but also to investigate the economic implications of building any kind
of plant in Australia. In this report the financial figures and predictions from a number of different
articles will be used.

The costs of land are not included as they are assumed to be marginal compared to the entire
system cost, as this project will be built on land which has no other economic value than to host PV
installations.

6.1 Layout

As a safety margin in PV design, electrical connections and components are sized to be 25% under the
maximum current rating from the I, of all the strings connected. We furthermore assume that each
panel is mounted length wise up, and the max V. and I of the panels is approximately 48 volts and
10 A respectively. In the direct coupling topology, the maximum infeed to the DC busbar disconnector
is limited to 5000 A, meaning that the PV panels can inject at most 4000 A using a safety factor of
1.25. This means that a maximum of 400 panels are possible in parallel per busbar disconnector. It is
found that having 5 smaller plots produces the most optimum system configuration, and hence 5 plots
will be used from now on.

In the other two topologies the central inverter is the constraint. The central inverter given in
appendix B produced by SMA can be coupled together to accept up to 5.5 MW at 25°C. It is important
to know approximately how many of these will be needed. Per inverter, up to 32 panels in series and 620
strings in parallel can be used. The topology of the electrolyzers is less important, as the transformer
on the electrolyzer side will ensure that the correct operating point is fed to the electrolyzer system.
Using an approximate specific energy demand of 55 kWh/kg and an average ESH of 8.4, it is found
that we need approximately 20-25 MW, to produce the required hydrogen. The inverter has a nominal
power of 5.2 MW at 40°C, meaning that we need 4 inverters.

There must be some clearance to ground when mounting the panel. Hence, the center of the panel
should be mounted 130 cm above the ground, resulting in the top of panel being 2.3 m above ground
level when fully vertical. A separation of 3 times vertical height is assumed, leading to inter-string
separation of approximately 7 m. Each panel is 1 m wide, meaning that for 32 panels in series the
string would be approximately 32 m wide.

Using these measurements, we find that a land area of approximately 350 m by 350 m is needed for
the PV installation in the MPP and DC scenarios.

In section 7.2 possible layouts will be discussed in more detail, and a comparison will be made
between the centralized and decentralized layouts. Here we will also see that the number of panels
needed to run the utilities for scenario 3 will also increase.
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6.2 Electrolyzer

It is possible to make a prediction of the price of electrolyzers using the 2014 report "Development of
Water Electrolysis in the European Union" [10]. The trend shown in figure 6.1 gives a good indication
for the price evolution until 2030, after which we assume the same trend to take place.

Capital cost for Alkaline systems
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Figure 6.1: Electrolyzer CAPEX historical data and forecast until 2030, taken from [10].

We will take the line indicated by "central price" as our cost. This price encompasses the entirety of
the electrolyzer installation. In scenario 3 (DC) the cost of the integrated transformer can be removed.
For this, the price of a transformer from section 6.8 will be used.

The OPEX per year for electrolyzers is frequently quoted as being between 2-5% of the CAPEX
[10, 13, 28, 79]. For this report an OPEX of 4% will be used in order to account for uncertainty in long
term OPEX of electrolyzers but also to take the decrease in OPEX for large systems into account.

6.3 Photovoltaics

To estimate the cost of of utility scale PV systems a forecast made by the International Energy Agency
(IEA) will be used [45]; this is shown below in figure 6.2. In this report bifacial modules are not
mentioned, although it is widely believed that these will decrease the price (in $/kW) within a short
time frame and will have a significant market share within a few years [37, 42]. It is furthermore
predicted that bifacial modules could be combined with perovskite c-Si tandems cells in the future to
create cheap and high efficiency solar panels [21].



6.3. Photovoltaics 37

500

00 B ]

300 P ]

USD 2015/MWh

4

0 1 1 1 1 1 1 1 1 1

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

=—Global reference ~ PPA prices: © UAE A Brazil & South Africa m Germany e Chile 4 India Mexico & Chile

Figure 6.2: Historical and forecast LCOE range for utility-scale PV plants [45].

It is assumed that after 2021 the trend will continue, as although the absolute price to make a PV
panel may decrease more rapidly and the efficiency may increase, other component costs like mounting
may become more expensive. In this report the bottom of the green area reference will be used, as the
IEA has a history of overestimating PV prices as shown below in figure 6.3.
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Figure 6.3: IEA forecasting trends [103].

In many papers a degradation of 0.5%/year is assumed [51, 52|. In this report it is furthermore
assumed that the OPEX cost includes replacement of panels, meaning that the degradation is set to
0%. The lifetime of the entire PV system is set to 20 years, as this is frequently seen when looking for
solar panels. Although there are panels available with longer lifetimes, it is assumed that 20 years is
the lifetime that most panels will achieve.

To find the CAPEX and OPEX components a low interest rate of 4% is assumed, together with a
lifetime of 20 years, and an average production of 2300 kWh kW - L. Given is that the OPEX is 1% of
the CAPEX [45]. From a 2017 LCoE of 95.2 USD MWh™!, a CAPEX of 2273 § kW, ! is found and an
OPEX of 22.73 $ kVV];1 for 2017.
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Downtime for cleaning or reparations is not included in the PV simulation, as it is assumed that the
effect of a single panel being cleaned or replaced will not have a large effect.

6.4 Battery costs

The reported cost of batteries varies greatly in literature. Values have been reported between 200-300
$ kWh—! [22], while others report this to be 600 or 800 $ kWh~! [3, 39]. In this paper an indicative
value of 500 $ kWh~! will be assumed, based also on conversations with Shell employees. This is in line
with the predictions made by [75] shown in figure 6.4.
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Figure 6.4: Historical data of CAPEX of car Li-ion battery systems, assumed to be comparable
to batteries used in scenario 2 and 3 [75].

An OPEX of 2.5% will be used in order to account for the increase in monitoring and maintenance
costs for these batteries [16].

6.5 Piping

The electrolyzers require an infeed of approximately 1 liter of pure process water to produce 1 Nm? of
hydrogen, as stated before. Each day 3000 kg of hydrogen should be produced, meaning 33,360 liter of
water will be needed per day in total. The exact measurements of the different pipes required depend
on the lengths and diameters of pipe needed. These are given later in section 7.2.

The CAPEX of the piping is estimated using raw material costs taken from [67, 68]. From this a
number of extra costs (in percent of material costs) are applied: 200% for labor costs for installation,
6% for transport costs, 1000% for production from raw materials to pipe, and 15% for design and
engineering [64].

The OPEX is furthermore taken as 2% of the respective CAPEX required [16].
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6.6 Cable costs

The cost of cables will be determined using data from [16]. Here, Breyer et al. states that the average
CAPEX of cables for a system like this is around 1.044 EUR kW~! km~!. The OPEX will furthermore
be taken as 0.29% of the CAPEX [16].

6.7 Hydrogen storage

Hydrogen storage is cheapest when this is done underground [4, 78]. To estimate the price of under-
ground hydrogen storage a report from Kruck et al. will be used. This price is assumed to be constant
because there is not enough information available to make an accurate prediction as to how this price
evolves. Empty underground geological features are sometimes a cheaper but these are not present
everywhere and thus it is assumed that the gaseous hydrogen should be stored in pipes underground
[57, 78].

The CAPEX is taken as 390 $/kg [57]. The efficiency is furthermore assumed to be 100% and the
OPEX is taken to be 2% of the CAPEX [16]. These costs have been added to the economic evaluation
framework.

6.8 Transformers and inverters

The price of the transformers and inverters are taken from [70]. It is assumed that the prices after 2020
will keep following the same trend as seen between 2016-2020.

—@— Three-Phase String —4—Central (over 500 kW)

Figure 6.5: CAPEX of inverter stations, taken from [70]. In this report the bottom line will be
used.

Furthermore, it is assumed that the price of an inverter is the same as that of a transformer, as
no data or predictions could be found regarding transformers. The OPEX will be taken as 1% of the
CAPEX [16].






Chapter 7

Results and Discussion

In this chapter the three different scenarios will first be independently assessed, after which they will
be compared. An overview of the three different topologies can be found in figure 1.1. After this the
results of the tools from chapter 5 will be provided and discussed.

The breakdown of the CAPEX and OPEX per scenario, as well as the comparison of the scenarios,
is given in section 7.1.4. All of the prices below are including the extra costs of bank financing (7%).

7.1 Scenario topology optimization

7.1.1 Scenario 1: MPPT technology

In this scenario the standard MPP tracking approach is used, in which the panels are connected to
a central inverter, and the power production is optimized using MPPT technology. The AC current
is then fed to an alkaline electrolyzer, which is then converted back to DC power and fed into the
electrolyzer, while also driving the utilities required. Using the PV and electrolyzer models described
earlier, the following hydrogen production profile is found for one inverter:

Tons Hy per day
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3 1 30 590 3
Panels in series Panels in Parallel

Figure 7.1: Hydrogen production using MPPT technology as in scenario 1 for one inverter,
with a red dot showing the optimum number of panels.

Combining this with the economic evaluation framework found in chapter 6 and varying the number
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of strings in parallel and panels in series as well as the number of electrolyzers in series and parallel, we
see the following cost profile form:

—— 30 strings in series
——31 strings in series
32 strings in series

Cost per kg H
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5.25 | | |
590 595 600 605 610 615 620

Panels in Parallel

Figure 7.2: Costs for hydrogen production for scenario 1 over the entire system lifetime for one
inverter, with the optimum configuration given by the red dot.

We see that despite increasing inverter curtailment the optimum configuration is to use the maximum
number of panels. From this we can deduce that the electrolyzer limits are high enough that these are
rarely met. This can also be seen in the power production graph, shown in figures 7.3. We see here
that although the number of panels increases, the power utilized increases less, due to curtailment by
the inverter.

5000 |

Power used per year [MWHh]
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605

600

. . 30 .
Panels in series 590 Panels in Parallel

Figure 7.3: Power production from the solar farm using MPPT technology as in scenario 1 for
one inverter, with a red dot showing the optimum number of panels.
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The lowest price for hydrogen is $4.16, found at 32 panels in series and 620 strings in parallel, with
6 electrolyzers in series and 19 electrolyzer strings in parallel per plot. From this we can deduce that
the restrictions imposed by the inverter are limiting the optimum panel arrangement and number of
panels that can be placed. However, moving to more plots only further increases the price.

7.1.2 Scenario 2: MPPT technology with battery

In this scenario the standard MPP tracking approach is used and supported by the implementation of
a battery. The panels are first connected to a central inverter, and the power production is optimized
using MPPT technology. The AC current is then fed to a charge controller, which can store or draw
energy from the battery. The rest of the energy that is not put in to the battery is fed to an alkaline
electrolyzer, which is then converted back to DC power and fed into the electrolyzer, while also driving
the utilities required. Using the PV and electrolyzer models described earlier, the following hydrogen
production profile is found:
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Figure 7.4: Hydrogen production using MPPT technology as in scenario 2 for one inverter,
with a red dot showing the optimum number of panels.

Combining this with the economic evaluation framework found in chapter 6 and varying the number
of strings in parallel and panels in series as well as the number of electrolyzers in series and parallel, we
see the following cost profile form:
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Figure 7.5: Costs for hydrogen production for scenario 2 over the entire system lifetime for one
inverter, with the optimum configuration given by the red dot.

Here again we see that the optimum topology uses the maximum number of panels. Ideally this
configuration would increase the number of panels used in order to also charge the battery when too
much power is produced for the electrolyzers. However, due to the relatively high number of electrolyzers
still present it is found that this rarely happens and because the previous scenario already utilizes the
maximum number of panels it is not beneficial to add batteries. The power utilized, shown in figure
7.6, again demonstrates the same behaviour as previously seen in figure 7.3.
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Figure 7.6: Power production from the solar farm using MPPT technology as in scenario 2 for
one inverter, with a red dot showing the optimum number of panels.

The lowest price for hydrogen is $4.39, found at 32 panels in series and 611 strings in parallel, with 6
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electrolyzers in series and 19 electrolyzer strings in parallel per plot. This is using a battery of 1 MWh
per plot. The number of strings in parallel has decreased due to the increase in CAPEX due to the
battery, which shifts the preference to a therefore cheaper PV system. Additionally, adding a battery
means that the PV power that is normally wasted can now be used to produce hydrogen. Hence, less
panels are needed to reach the same amount of hydrogen. It is possible to vary this along side the
system configuration which shows the price dependence on the battery capacity, as shown in figure 7.7.
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Figure 7.7: Price of hydrogen dependence on battery capacity.

We see here that adding batteries increases the price dramatically and as such, this topology should
not be considered a viable or interesting option. It is worth noting that the added value of batteries is
mostly present in a more stable Hy production, but the same can be accomplished by using pipelines as
a storage and transfer method between the electrolyzers and the liquefaction plant. In this scenario it
is not advisable to omit the hydrogen storage as in order for the battery to replace the gaseous storage
the battery must be extremely large, and therefore costly.

7.1.3 Scenario 3: Direct coupling

In this scenario the panels are connected as directly as possible to the electrolyzer, using a method
called direct coupling. Here, the panel output power is not optimized but instead the operating point is
determined by where the electrolyzer I-V curve meets the solar array I-V curve. In order to power the
electrolyzer stack’s utility energy demands, a separate and much smaller array must be implemented,
together with a small battery system. Using the PV and electrolyzer models described earlier, the
following hydrogen production profile is found:
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Figure 7.8: Hydrogen production using MPPT technology as in scenario 3 for one busbar, with
a red dot showing the optimum number of panels.

Combining this with the economic evaluation framework found in chapter 6 and varying the number
of strings in parallel and panels in series as well as the number of electrolyzers in series and parallel, we
see the following cost profile form:
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Figure 7.9: Costs for hydrogen production for scenario 3 over the entire system lifetime for one
busbar, with the optimum configuration given by the red dot.

We see that fewer panels can be better, as they do not exceed the electrolyzer limits. This can be
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seen in the power production graph, shown in figure 7.10. We see here that above a certain point it
hardly increases further as otherwise the PV system overloads the inverter.
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Figure 7.10: Power production from the solar farm using MPPT technology as in scenario 3 for
one busbar, with a red dot showing the optimum number of panels.

The lowest price for hydrogen is $4.02, found at 46 panels in series and 327 strings in parallel, with
15 electrolyzers in series and 5 electrolyzer strings in parallel per busbar.

7.1.4 Scenario comparison

Comparing the results from the three scenarios above we see the following:
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Figure 7.11: Hydrogen cost comparison.
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Figure 7.12: OPEX breakdown.

We see here that the third scenario is indeed cheaper, mostly due to the significantly decreased
inverter (and battery) costs.

Table 7.1: Optimal plot layout and corresponding H: cost.

1 32 620 6 19 4 4.16
2 32 611 6 19 4 4.39
3 46 327 15 ) ) 4.02

A more detailed analysis of the piping costs will be carried out in section 7.2. These costs have been
included in the calculations for table 7.1.

7.2 Layout

Minimizing land usage, the optimal physical layout can now be determined for the MPP and DC
scenarios. The battery scenario is not included here due to the effects seen in figure 7.7.

7.2.1 Centralized layout

The following layouts are deemed to be the most interesting for the two scenarios listed above.
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50

Figure 7.14: DC optimum layout, with maximum cable specifications given in the yellow text boxes.
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The layouts above are determined by varying the orientation of the parallel and series strings in
order to make the field as square as possible.

There are a number of different pipes required for electrolyzer infeed and outfeed. We assume that
cooling water is not needed, and is instead replaced with local air cooling. The different pipes are given
along with their specifications below in table 7.2. Each of these pipes also needs a ’header’ pipe, or a
pipe that connects the pipes between each plot. The specifications of this are given in table 7.3.

Table 7.2: Overview of total in-field piping specifications.

Scenario  Pipe Length [m| Pressure [barg] Min. Diameter [in]
MPP
Nitrogen purge 1200 6 0.63
Instrument air 1200 6 1.38
Feed water 1200 3 0.53
Water drain 1200 50 0.38
Hydrogen 1200 27 0.94
DC
Nitrogen purge 1250 6 0.55
Instrument air 1250 6 1.21
Feed water 1250 3 0.39
Water drain 1250 50 0.28
Hydrogen 1250 27 0.83

The lengths are determined by assuming that all electrolyzer plots are centrally located as shown in
figures 7.13 and 7.14, and these plots are located as closely together as possible. The difference in piping
lengths is due to the changes in the electrolyzer configuration. Changing the number of electrolyzers in
series and parallel results in a different electrolyzer system length and width, meaning that the pipes
have a different length. The numbers given above are estimates, in reality the pipe lengths may differ
slightly.

Table 7.3: Overview of header piping specifications.

Scenario  Pipe Material Length [m| Pressure [barg] Min. diameter [in]
MPP
Nitrogen purge Carbon steel 714 6 1.16
Instrument air Carbon steel 714 6 2.56
Feed water Stainless steel 714 3 0.98
Water drain Low alloy (x2021) 714 50 0.69
Hydrogen Low alloy (x2021) 714 27 1.73
DC
Nitrogen purge Carbon steel 945 6 1.14
Instrument air Carbon steel 945 6 2.52
Feed water Stainless steel 945 3 0.81
Water drain Low alloy (x2021) 945 50 0.57
Hydrogen Low alloy (x2021) 945 27 1.70

Using the pricing estimates calculated using the equations in section 6.5, these specifications are
translated to prices as shown in table 7.4.
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Table 7.4: Piping CAPEX overview.

Type Usage Total price! [kUSD]
MPP DC
In-field piping per plot
Nitrogen purge 26.6 23.2
Instrument air 106.6 93.3
Feed water 34.3 26.3
Water drain 66.2 51.4
Hydrogen 126.5 110.4
Header piping
Nitrogen purge 110.5 170.3
Instrument air 595.1 923.8
Feed water 144.2 194.4
Water drain 274.1 368.9
Hydrogen 591.7 915.3
Total 3165 4096

It is also worth noting that due to a decrease in system matching between PV and electrolyzer
systems, we see that the number of panels needed for DC scenario utilities increases. We now need
approximately 10,600 panels to run utilities.

7.2.2 Decentralized layout

A separate analysis for a decentralized MPP scenario is not included here, as this would yield mostly the
same results. Because each plot size is defined by the maximum size of the inverter and all the power
must go through that point, it is illogical to then spread the electrolyzers out throughout the plots.
The larger electrolyzer could be replaced with smaller ones, but that would only split the plots up into
smaller plots while still making each of these centralized. With smaller inverters the price increases,
while the quality of matching between the PV and electrolyzer plots decreases.

For the DC case, this could be interesting as this would essentially split each plot into subplots,
each with one string on 15 electrolyzers. Running the optimization tool again, we find that 46 panels
in series and 66 strings in parallel are needed. This would also change some of the cable and piping
characteristics and lengths, as shown below in table 7.5. The layout is shown in figure 7.15.

Table 7.5: Decentralized DC piping CAPEX.

Type Usage Total system length [m] Total price [kKUSD]
In-field piping per plot
Nitrogen purge 4200 13.1
Instrument air 4200 474
Feed water 4200 7.4
Water drain 4200 4.4
Hydrogen 4200 54.7
Header piping
Nitrogen purge 4350 51.2
Instrument air 4350 259.8
Feed water 4350 28.5
Water drain 4350 75.7
Hydrogen 4350 266.5

Total 4492
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When running the optimization the base price for hydrogen, including all these components, is 4.09
USD per kg hydrogen. This is higher than the centralized DC scenario due to the decrease in matching
between the PV and electrolyzer systems, as shown below.
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Figure 7.16: Hydrogen cost comparison (including decentralized DC).
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Figure 7.17: OPEX breakdown (including decentralized DC).

It is also interesting to look at some other metrics for the different scenarios. Namely, looking at the
average specific energy demand we see that the DC scenario does need more power per kg of hydrogen
produced, due to the extra solar field being underutilized at times. This causes power to be wasted,
meaning a higher energy demand.
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Figure 7.18: Specific energy demand comparison.

This is again reflected in the production of hydrogen per W, of solar power installed, as shown
below in figure 7.19. We see here that the DC scenarios produce less hydrogen per panel due to the
inefficient usage of the utility PV field.
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Figure 7.19: Comparison of lifetime hydrogen production per W, of solar power installed.
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Figure 7.20: Comparison of usable solar energy generated per W, installed.

Finally, looking at the solar utilization we see that the MPP scenario is indeed the most efficient at
producing usable energy and therefore has the optimal power usage between the PV and electrolyzer
systems. The increase when adding a battery is due to the ability to do peak-shaving which allows more
energy to be used. Furthermore, the difference between the decentralized and centralized DC topologies
is caused by a slight decrease between the PV and the electrolyzer system matching.

7.3 Sensitivity Analysis

In order to see how the price changes for the two most attractive scenarios (MPP and centralized DC)
a sensitivity analysis may be carried out. Varying the WACC, PV module price, electrolyzer price,
inverter price, or battery price we see the following;:




7.3. Sensitivity Analysis 57

T

Battery cost

Inverter -

Electrolyzer cost

T

Module cost

T

WACC -15.0% +16.1%
| | | | | |
-0.15 -0.1 -0.05 0 0.05 0.1 0.15
Difference in Hydrogen Price [%]
(a) MPP sensitivity analysis
Battery cost -
Inverter -
Electrolyzer cost —
Module cost -
WACCR  -15.0% +16.1%
| | | | | |

-0.15 -0.1 -0.05 0 0.05 0.1 0.15
Difference in Hydrogen Price [%]
(b) DC sensitivity analysis

Figure 7.21: Sensitivity analysis with the WACC at 0.5 and 0.9 (default 0.7), and the PV,
electrolyzer, inverter and battery prices varied from 90% to 110% of the current
values.

We see that the prices of hydrogen are most sensitive to the cost of capital. Furthermore, it is found
that if the inverter price would decrease by 65% then the DC and MPP scenarios have the same price.
Furthermore, if the battery price were to increase by 110% then the DC and MPP scenarios would
again have the same hydrogen price.
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7.4 Ramping

As discussed earlier, alkaline electrolyzers cannot respond immediately to changes in voltage and a quick
increase or decrease in load could damage the electrolyzer. A more complex model such as in [50] could
include the ramping limits. These ramping calculations have been done for the optimal system found
in section 7.1.1 for scenario 1. All voltages given in this section are per electrolyzer.

The maximum ramping seen in this system for the MPP scenario and the DC scenario was seen on
the 27th of February at 12:11 and the 29th of January at 5:33 respectively, using equations 5.2 and 5.3.
The changes in operating point are visualized below in figure 7.22.
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Figure 7.22: Voltage changes due to changing environmental conditions on a minute time scale.

The figure above illustrates the quickest voltage change, from 63.1 to 64.6 V per electrolyzer for the
MPP scenario, which equates to a change of 1.5 V/min upwards. Looking at downwards ramping in
the MPP scenario the steepest ramp is -1.5 V/min, from 57.6 to 56.1 V. For the DC scenario the largest
increase in voltage was from 50.5 V to 53.8 V per electrolyzer, which equates to a change of 3.3 V/min.
Looking at downwards ramping this was -3.3 V/min, from 53.8 V to 50.5 V. These are all within the
allowed ramping margins of electrolyzers. It is also interesting to see that the DC scenario voltage
changes more than the MPP scenario, as one would expect due to the sensitivity of the operating point
with respect to the shape of the photovoltaic I-V curve. An overview of these results is given in table
7.6.

In section 5.2 it was also decided to simulate the operating points with all V,.’s and I;.’s shifted
downwards to offset the variation seen in figure 5.2. The maximum ramping seen in this system for the
MPP scenario was seen at 11:56 on January 16th. For the DC scenario this was found to be on April
19th at 17:35. The changes in operating point are visualized below in figure 7.23.
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Figure 7.23: Voltage changes due to changing environmental conditions on a minute time scale.

In the MPP scenario the maximum upward ramping speed is 1.4 V/s from 62.4 to 63.8 V. Down-
wards the maximum ramping speed is -1.4 V/s. For the DC scenario the maximum and downward
ramping speeds are 3.3 V/s and -3.3 V/s, respectively. This is well within the limits set by electrolyzer
manufacturers. An overview of these results is given in table 7.6.

Table 7.6: Overview of the ramping results

I & DC MPP

Voc Upwards [AV] Downwards [AV] Upwards [AV] Downwards [AV]
Original 3.3 -3.3 1.5 -1.5
Shifted 3.3 -3.3 1.4 -1.4

In section 5.2 it was explained how an electrolyzer should ideally not ramp up faster than 10% of its
maximum power per second, and down no faster than 20% per second. If we assume that the operating
point of the electrolyzers does not rapidly change per second but instead that they operate linearly
between each minute, we find that the electrolyzers do not ramp above their safety limits.






Chapter 8

Summary and recommendations

Hydrogen is and will continue to be a key molecule of interest for the future energy transition as a
dense energy carrier and fuel, capable of moving energy efficiently over long distances. In order to allow
renewable hydrogen to compete on a cost basis with fossil based hydrogen, significant cost reductions
are required, primarily in the systems components implemented. Power electronics have been identified
as significant significant contributors, with rectifiers, transformers and inverters accounting for up to
25% of PV system costs and 30% of electrolyzer costs.

Photovoltaic technologies are playing an increasingly large role in the energy transition of humanity
moving towards a greener future. By combining this with electrolysis it is possible to create truly green
hydrogen, where no carbon dioxide or other greenhouse gasses are emitted.

In this report it has been shown that it the centralized direct coupling scenario is the most cost
effective way of producing hydrogen. This method reduces costs by decreasing cable lengths, while still
matching the PV and electrolyzer I-V curves. A total cost of $4.02 USD per kg hydrogen is found. This
price excludes the costs of liquefaction, land costs, and purification of hydrogen and water. Based on
this, it is advised to use a decentralized topology, combined with a decentralized layout
consisting of multiple smaller plots. Although the centralized layout is slightly cheaper, it contains
more system critical components which could cause a large portion of the system to be inactive if they
are broken.

It was also shown that the ramping speeds found here, based on minute-by-minute data, are within
the maximum ramping speeds allowed for this type of alkaline electrolyzer. If higher ramping speeds
would have been found then it would have been advisable to switch to electrolyzers that can respond
quicker, like PEM electrolyzers.

It was furthermore found that electrolyzer degradation caused a 5.8% decrease on average of hy-
drogen production. This was then applied as a constant factor to ensure that the hydrogen production
reflected the average production. In reality electrolyzer degradation would cause the electrolyzer system
to be slightly smaller, so that during its lifetime the I-V curve would shift to the right and would match
better. The addition of PV degradation would also cause the matching between the PV and electrolyzer
systems to increase during their lifetime although this was not included here due to PV replacement
being included in the OPEX corresponding to the photovoltaic system.

There are a number of additional aspects in which this research could be extended. By not relying on
hourly data but instead data collected minute-by-minute, the accuracy of this model could significantly
increase. However, this increases the computation time by almost a factor of 60 and requires more
memory.

Currently the solar profile uses a monofacial panel, as PVsyst cannot correctly model a bifacial solar
profile. As bifacial and tracking technologies become more and more accessible, their market penetration
is expected to increase significantly. It is therefore advisable to exchange the PVsyst monofacial profile
with a single axis tracking bifacial profile. However, at the time of publishing there were very few
proven bifacial profiles available, let alone ones with single axis tracking.

61



62 8. Summary and recommendations

Furthermore, it is still unclear whether PVsyst includes factors such as mist and weather uncer-
tainties. It is very reasonable to say that the largest uncertainty in this report lies not within the
calculations or models themselves but in the meteorological data on which everything builds.

The total power generated in the reconstructed case has a systematic error of +0.8% compared to
the values PVsyst gives. The consequence of the slightly higher reconstructed voltages is that the power
production is also slightly higher than what is predicted by PVsyst, increasing the time the electrolyzers
can operate slightly.

8.1 Out of scope

A number of elements were deemed out of the scope of this investigation. These are given below, with
relevant papers listed afterwards.

e PV
— The performance of solar panels and temperature dependencies for power are frequently
material dependent [40]. It may be interesting to see what the heat in Australia does to
characteristics like lifetime of the PV system.
— The heat in Australia is a serious concern, so it is also interesting to investigate the feasibility
of using the infeed water to the electrolyzers to cool off the PV panels, while heating up the
infeed water [6, 49, 72, 73, 83].
e System

— Replacing the battery with a grid connection could allow for a more resilient system, at the
cost of a higher system cost.

— No scenario was modelled which combines direct coupling and batteries, as then system
components should be reintroduced to facilitate the battery connection.

— No modelling was done around a water and hydrogen purification step. The model could be
expanded such that these elements are included.

— Model the liquefaction plant and look at momentary hydrogen production instead of average.
This could verify the need for a large hydrogen storage system.

— Batteries were included in this investigation for the DC scenario as the electrolyzer utilities
should still be able to run when the weather is poor. In reality it may be interesting to replace
these batteries with diesel generators. This was deemed out of the scope of this report as
the goal was to make 100% green hydrogen. In reality however this would decrease the costs
of the DC scenario further.

— No extra precautions were taken in maintaining a backup of materials and components.
Normally a reserve of system critical components are kept close by so that components like
large central inverters or pumps can be replaced quickly, in order to reduce overall system
downtime. This was not included in this investigation as it was not clear which components
need to be quickly replaced, and which components are more readily available.

— The downtime for cleaning is not included in the PV simulation, as it is assumed that the
effect of a single panel being cleaned will not have a large effect.

8.2 Suggestions for further research

From this research a number of topics come forward as possible follow up areas for investigation. In
the list below these topics are given, along with some relevant papers.

e Experimental validation of the model.
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Verify electrolyzer lower and upper hydrogen production threshold, as well as degradation and
lifetime [10, 79].

Replace the experimental electrolyzer model with experimental data such as given by [2, 33].
Investigate what intermittency does to an electrolyzer [87, 99].

Investigate the effects of ramping with real module temperature and wind data instead of using
the models used here.

Vary electrolyzer types and models (different suppliers or use different technology all together)
and see how that effects hydrogen production.

Investigate how much electrolyzers cool down overnight to verify the linear constant temperature
electrolyzer model given in section 2.1.
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Appendix

A PV panel characteristics

In PVsyst the module that has been simulated is the Trina Solar Tallmax 335 W, module. For the full
datasheet see [95]. Below are some excerpts of the datasheet.
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Figure A.1l: Characteristic I-V and P-V curves of Tallmax modules, taken from [95].

Table A.1: Module parameters for the Tallmax modules, taken from [95].

At STC At NOCT

Peak Output Py, 335 249 (W]
Vinpp 37.6 34.8 V]
Ly 8.91 7.14 [A]
Voo 46.0 12.6 V]
I 9.35 7.55 [A]
Module efficiency 17.2 [%]
Number of cells 72

Module area 1.94 [m?]
Py, pp temperature coefficient -0.41 (% C71
Voe temperature coefficient -0.32 [% C71]
I, temperature coefficient 0.05 [% C71]
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Appendix

B SMA Central Inverter Datasheet

SUNNY CENTRAL 1500 V

Technical Data

Input (DC)
MPP voltage range V. (at 25°C / at 50°C)
Min. input voltage V. ./ Start voltage V,

Max. input voltage V,

DC, Start

DC, max

e, ma (01 25°C / 0t 50°C)

Max. short-circuit current rating

Number of DC inputs

Max. number of DC cables per DC input (for each polarity)

Max. input current |

Integrated zone monitoring

Available DC fuse sizes (per input)

Output (AC)

Nominal AC power at cos ¢ =1 (at 25°C / at 40°C / at 50°C)
Nominal AC power at cos ¢ =0.8 (at 25°C / at 40°C / at 50°C)

Nominal AC current | = Max. output current |

AC, nom
Max. total harmonic distortion

AC, max

Nominal AC voltage / nominal AC voltage range' ®

AC power frequency

Min. short-circuit ratio at the AC terminals

Power factor at rated power / displacement power factor adjustable®

Efficiency

Max. efficiency? / European efficiency? / CEC efficiency®!
Protective Devices

Input-side disconnection point

Outputside disconnection point

DC overvoltage protection

AC overvoltage protection (optional)

Lightning protection (according to IEC 62305-1)

Ground-fault monitoring / remote ground-fault monitoring

Insulation monitoring

Degree of protection: electronics / air duct / connection area (as per IEC 60529)
General Data

Dimensions (W / H / D)

Weight

Self-consumption (max.* / partial load® / average®!)
Self-consumption (standby)

Internal auxiliary power supply

Operating temperature ronge"]

Noise emission”!

Temperature range (standby)

Temperature range (storage)

Max. permissible value for relative humidity (condensing / non-condensing)
Maximum operating altitude above MSL®¥ 1000 m / 2000 m / 3000 m
Fresh air consumption

Features

DC connection

AC connection

Communication

Communication with SMA string monitor (transmission medium)
Enclosure / roof color

Display

Supply transformer for external loads

Standards and directives complied with

EMC standards

Quality standards and directives complied with
® Standard features  © Optional
Type designation

1) At nominal AC voltage, nominal AC power decreases in the same proportion
2) Efficiency measured without internal power supply

3) Efficiency measured with internal power supply

4) Selfconsumption at rated operation

5) Self-consumption at < 75% Pn at 25°C

6) Self-consumption averaged out from 5% to 100% Pn at 25°C

Sunny Central 2500-EV Sunny Central 2750-EV

800Vto 1425V /778 V1o 1275V 877 V1o 1425V / 849 V1o 1275V

778V / 928V 849V / 999V
1500 V 1500 V
3200 A/ 2956 A 3200 A /2956 A
6400 A 6400 A
32 32
2 x 800 kemil, 2 x 400 mm? 2 x 800 kemil, 2 x 400 mm?
O O

200 A, 250 A, 315 A, 350 A, 400 A, 450 A, 500 A

2500 kVA / 2350 kVA / 2250 kVA 2750 kVA / 2600 kVA / 2500 kVA

2000 kW / 1880 kW / 1800 kW 2200 kW / 2080 kW / 2000 kW
2646 A 2674 A
< 3% at nominal power < 3% at nominal power
550V / 440V to 660 V 600V / 480V to 690V

50 Hz / 47 Hz to 53 Hz 50 Hz / 47 Hz to 53 Hz
60 Hz / 57 Hz to 63 Hz 60 Hz / 57 Hz to 63 Hz
>2 > 29
® 1 /0.8 overexcited to 0.8 underexcited'®
0 1/ 0.0 overexcited to 0.0 underexcited'®
98.6% / 98.3% / 98.0% 98.7% / 98.5% / 98.5%

DC load-break switch
AC circuit breaker
Surge arrester, type |
Surge arrester, class |
Lightning Protection Level Il
o/o
o
IP65 / 1P34 / IP34

2780 /2318 /1588 mm (109.4 / 91.3 / 62.5 inch)
<3400 kg / <7496 b
<8100 W /<1800 W /<2000 W
<370 W
Integrated 8.4 kVA transformer
—251t0 60°C / —13 to 140°F
64,3 dB(A)
=40 1o 60°C / =40 to 140°F
—4010 70°C / =40 to 158°F
95% to 100% (2 month / year) / 0 % to 95%
® / O / O (earlier temperature-dependent derating)
6500 m3/h

Terminal lug on each input (without fuse)
With busbar system (three busbars, one per line conductor)
Ethernet, Modbus Master, Modbus Slave
Modbus TCP / Ethernet (FO MM, Cat-5)
RAL 9016 / RAL 7004
® |denticator lights / © HMI touchscreen (10.1")
0 (2.5 kVA)
CE, IEC / EN 62109-1, IEC / EN 62109-2, BDEW-MSRL, IEEE1547,
Arrété du 23/04/08
EN 55011:2011-4, IEC / EN 61000-6-2, EN 55022, CISPR 22:2008
modified class A, FCC Part 15 Class A
VDI/VDE 2862 page 2, DIN EN ISO 9001

SC-2500-EV-10 SC-2750-EV-10

7) Sound pressure level at a distance of 10 m
8) Values apply only to inverters. Permissible values for SMA MV solutions from SMA
can be found in the corresponding data sheets.
9) A short-circuit ratio of < 2 requires a special approval from SMA
10) Depending on the DC voltage
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