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The methods investigated for the room volume estimation are based on geometrical acoustics,
eigenmode, and diffuse field models and no data other than the room impulse response are available.
The measurements include several receiver positions in a total of 12 rooms of vastly different sizes
and acoustic characteristics. The limitations in identifying the pivotal specular reflections of the
geometrical acoustics model in measured room impulse responses are examined both theoretically
and experimentally. The eigenmode method uses the theoretical expression for the Schroeder
frequency and the difficulty of accurately estimating this frequency from the varying statistics of the
room transfer function is highlighted. Reliable results are only obtained with the diffuse field model
and a part of the observed variance in the experimental results is explained by theoretical
expressions for the standard deviation of the reverberant sound pressure and the reverberation time.
The limitations due to source and receiver directivity are discussed and a simple volume estimation

method based on an approximate relationship with the reverberation time is also presented.
© 2008 Acoustical Society of America. [DOI: 10.1121/1.2940585]

PACS number(s): 43.55.Gx, 43.55.Br, 43.55.Mc [NX]

I. INTRODUCTION

The general course in room acoustics research is to com-
pare measurements of the room impulse response (RIR) or
total sound pressure level with predictions obtained from
room acoustic models using geometrical and acoustical room
parametelrs.l’2 An interesting problem is to reverse the pro-
cess and observe to what extent and accuracy these param-
eters can be retrieved from measured data. Depending on the
approach followed, this fits into the subjects of inverse meth-
ods or parameter extraction. In a room acoustics context, the
most important geometry parameters are the room volume
and the source-to-receiver distance. In the present paper the
focus is on the estimation of the former, but the estimation of
the latter is also investigated.

The ease and accuracy with which the room volume can
be estimated from a single RIR is relevant to the understand-
ing of room acoustics for the following reasons. The (com-
bination of) parameters extracted from the RIR for the vol-
ume estimation are those that do change with a change in
room volume. In this context it is interesting to note that a
number of perceptual experiments performed by Cabrera and
colleagues indicated that auditory room size perception is
related to clarity index.** Further, if it proves to be very
difficult to obtain accurate volume estimates, it can be con-
cluded that the exact value of this parameter does not greatly
affect the RIR. Apart from the relevance to basic room
acoustics research, the estimation of the room volume by
acoustic means can have practical applications in cases
where, for a number of possible reasons, the room volume
cannot be determined by other means.
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At least three possible approaches can be identified for
the estimation of the room parameters. The first approach
requires geometric arrays of receiver positions and was
shown previously to provide detailed room information but
cannot be used with a single RIR.’ The second approach is
based on the extraction of acoustic parameters from a RIR
that are then used inversely with one of the standard room
acoustic models. A number of authors have used this ap-
proach to find a, not necessarily unique, optimum room pa-
rameter set that, when fed into the room acoustic model,
results in the desired target values for the acoustic
parameters.f”7 The third approach is based on the extraction
of more general signal parameters, of which the acoustic
parameters may be a subset, that are then used in conjunction
with “blind” methods such as maximum-likelihood or neural
networks. The extraction of suitable signal parameters for the
parametrization of RIRs has been performed by Hulsebos®
and van der Vorm,” but the found parameters are not appli-
cable to the estimation of geometrical room parameters.
Blind methods in room acoustics have been investigated for
example by Li and Cox'" and Ratnam ez al."" In the present
paper, the second approach is followed because it can be
used with a single RIR and has the potential of using the
limited available data more effectively than the third ap-
proach. The three room acoustic models employed are based
on geometrical acoustics, eigenmode or diffuse field assump-
tions. The suitability of each model and consequent success
of the estimation method is considered separately.

The framework, within which the estimation methods
are to be applied, is as follows. No knowledge is to be as-
sumed about either the source or receiver characteristics,
their position within the room, or the distance between them.
Further, no assumptions are employed about the acoustic
characteristics of the room. Several limitations that are
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TABLE L. List of measured rooms together with the number of receiver positions N, the geometric room volume V., the broadband reverberation time T,

the absorption area A, and the Schroeder frequency fscproeder

Name (location)” Ng Veeo! (M%) Teo (s) A (m?) Fsehroeder (HZ) Shape, Remarks
Lavatory (SARC, QUB) 18 5 0.3 2.6 490 Rectangular, few absorption
Office (LG023, SARC, QUB) 15 60 0.6 16 200 Rectangular, corner protrusion
Listening room (LGO013, SARC, QUB) 10 131 0.3 70 96 Rectangular, special treatment
Multimedia room (SARC, QUB) 14 150 04 60 103 Rectangular, corner protrusion
Lecture hall A (Zaal G, TU Delft) 143 180 0.9 32.2 141 Rectangular, tiered seating
Lecture hall B (School of Music, QUB) 4 550%* 1.0 89 85 Rectangular with bay window
McMordie Hall (School of Music, QUB) 9 850 1.4 98 85 Rectangular plan, roofed ceiling
Harty Room (School of Music, QUB) 18 1 150* 1.4 132 70 Stage, side choirs, roofed ceiling
Sonic Laboratory (SARC, QUB) 30 3200 0.7 736 30 Rectangular, grid floor at 4 m
Whittla Hall (QUB) 8 8 400* 1.8 751 30 Rectangular plus stage house
Concert hall A (Concertgebouw Amsterdam) 420 19 000 2.6 1180 23 Horseshoe, columns, balconies
Concert hall B (De Doelen, Rotterdam) 512 24 000 2.3 1760 19 Irregular, inner shell

“TU=Delt University of Technology, QUB=Queen’s University Belfast, and SARC=Sonic Arts Research Centre.
"An asterisk indicates that it has been determined from imcomplete dimension data and may be inaccurate.

caused by these conditions or the possibilities that arise from
a relaxation thereof are discussed at various stages in the
present paper.

Il. DESCRIPTION OF ROOMS INVESTIGATED

A summary of all rooms included in the investigation is
given in Table L. In Table I, V,, is the value of the room
volume obtained from architectural drawings and/or geo-
metrical measurements. In the rooms with a suspended ceil-
ing, the first figure is the measurement up to the acoustic
ceiling and the figure in parentheses is the approximate vol-
ume up to the fixed ceiling.

In lecture hall A, the room impulse responses have been
measured using the maximum-length sequence method with
a polyhedral loudspeaker (designed to produce omnidirec-
tional radiation over a wide frequency bandwidth) and a
sampling frequency of 14 980 Hz. The measurements in con-
cert halls A and B have been performed with the same poly-
hedral loudspeaker but using a logarithmic sweep and a sam-
pling frequency of 16 kHz. In the remaining rooms, the
measurements were performed using a logarithmic sweep
with a Mackie HR 824 loudspeaker (a commercial studio
monitor) as a sound source and a sampling frequency of
48 kHz. The measurement microphone for all rooms was the
omnidirectional channel of a SoundField MKV microphone
system.

In lecture hall A and concert halls A and B, the measure-
ment positions described a line across the entire width of the
hall and the offset parameter used in some of the figures is
the distance from the central receiver position. In the remain-
ing rooms a varying number of representative receiver posi-
tions have been selected. Only one source position was used
in all rooms.

lll. GEOMETRICAL ACOUSTICS METHOD

Within geometrical acoustics, sound waves are replaced
by sound rays and reflected waves are replaced by (specular)
reflections. The temporal density of reflections is given by12
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32
A (1)
dt 14
and therefore depends on time 7, the room volume V, and the
wave speed ¢ in air. The wave speed does not vary consid-
erably within a practical temperature range and can be con-
sidered to be known. Equation (1) can thus be rearranged to
yield the volume from the temporal reflection density.

In a modeled RIR X(7) the reflections can be identified
because it is assumed here that they are represented by scaled
Kronecker delta functions. The binary signal /.q(7) is then
constructed from A(z) in the following manner:

0, V|h(®)|=0
1, V|h(z)| #0.
As illustrated in Fig. 1(b) for the example RIR in Fig. 1(a),

heen(t) is essentially a pulse width modulated signal with the
modulation density equal to the reflection density. An esti-

hreﬂ(t) = (2)
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FIG. 1. (a) Modeled RIR A(t), (b) identified reflections in A,.q(7), and (c)

estimated (dotted curve) and theoretical (solid curve) reflection density

dN,/dt. The almost coincident dashed curve is the least-squares fit to the
dotted curve.

Martin Kuster: Room volume estimation 983



mate of the latter can be obtained after convolving /,.q(?)
with a low pass moving average filter f(7),

dNt/dt = hreﬂ(t) *f(t), (3)

with the (*) the convolution operator and the filter f(r) of
length T given by

Ur, v-1R2<t<T2 4

S = 0, V-T2>t>T/2. “)
The dotted curve in Fig. 1(c) shows the estimated reflection
density, which clearly exhibits deviations from the theoreti-
cal behavior indicated by the solid curve. Because it is
known that the density increases with the square of time, a
least-squares fit can be applied to the estimated density and
the result is the dashed curve in Fig. 1. For this particular
example, there is virtually no difference between this curve
and the theoretical reflection density given by the solid
curve.

In order to assess the performance of this proposed vol-
ume estimation method, RIRs have been modeled with a
mirror image source model (discrete time, frequency-
independent reflection coefficient') in rectangular rooms
ranging in volume V from 10 to 10 000 m?. The room di-
mensions (L,,L,,L,) are given by

\% 1/3 \% 1/3
Lx=¢x<_) s Ly=§0y<_> > (Sa)
PPy PxPy
\% 1/3
L= (J) S (5b)
xFy

with ¢, a random variable with uniform distribution between
1.2 and 2 and ¢, a random variable with uniform distribution
between 0.5 and 0.83. This procedure ensures that the aspect
ratio of the room dimensions varies between 1.2:1:0.83 and
2:1:0.5. A similar procedure has been used for the position-
ing of the source and receiver within the room. The sampling
frequency was 192 kHz and the reflections coefficient of all
six walls was set to 0.6.

Due to the large range in room volumes, estimating the
reflection density within a fixed time interval is prone to
errors because small rooms have a very large density at the
upper time limit and large rooms have a very small density at
the lower time limit. The reflection density was thus esti-
mated over a varying time interval defined by the arrival
times of the first 500 reflections. The length 7 of the moving
average filter was set to 20 ms. Informal experiments have
shown that a variation by a factor of 2 on either side is
acceptable.

Using these parameters, the room volume determined
from the reflection density has been estimated for a total of
2000 modeled rooms. The mean error between true and es-
timated room volume was found to be 3.8% with a standard
deviation of 5.7%. This numerical result shows that the room
volume can be estimated fairly accurately under idealized
conditions. The success of the method depends crucially on
the reliable estimation of all individual reflections; this issue
is now investigated further both theoretically and experimen-
tally in the following two sections.
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A. Resolution limit in the time domain

One necessary but not sufficient condition for the reflec-
tions to be represented by Kronnecker deltas is that the
source impulse has infinite frequency bandwidth. In practice,
this condition can never be met. Instead, a source impulse is
now considered whose frequency response is of uniform
magnitude and zero phase up to a maximum frequency wy,y.
Its transfer function Hg.(w) can thus be written as

1 for|lo| < wpay

HSc(w) = (6)

0 for|w| > wpux-
From standard Fourier theory, its impulse response g (f) fol-
lows as

1 sin @yaut

hSc(t) = . (7)

™
The bandlimited RIR is then obtained by convolving h(z),
containing the scaled Kronnecker deltas, with hg.(z).

A condition is now required that specifies when two re-
flections arriving successively in time are separable and thus
identifiable in the room impulse response. For this purpose,
the Rayleigh resolution criterion is adopted.]4 It states that
two impulses are barely resolved if the maximum of the first
is located at the first zero of the second impulse. With hg.(7),

this occurs when w,,, At=1 or

At=1/2f nax (8)

where f.c=®ma/ 2. An additional requirement is that the
two impulses are 77/2 out of phase. In the context of room
acoustics, the phase differences are mainly caused by the
imaginary part of the reflection coefficient of the walls and
the directionally varying impulse response of source and re-
ceiver. Depending on these factors, the resolution criterion is
either an over- or underestimate.

The inverse of the reflection density in Eq. (1) is the
(average) time interval Ar between the arrival of successive
reflections. Equating it with As from Eq. (8) results in a
maximum time f,, up to which individual reflections are dis-
tinguishable,

meax
0=\ e ®)

This result shows that the larger the volume V and maximum
frequency fix the larger the value 7, can assume.

Unfortunately, Eq. (1) and therefore also Eq. (9) are not
directly applicable to RIRs measured in real rooms because
the expressions have been derived for specular reflections
and neglect the effects of scattering from rough surfaces and
diffraction from finite-size surfaces. In order to circumvent
this, f.x must be decreased to a, room dependent, value
whose corresponding acoustic wavelength is much larger
than the surface roughness and the size of the reflecting sur-
faces.

As practical examples, lecture hall A and concert hall A
are considered and f,,,, is determined from a visual inspec-
tion of the room itself or photographs thereof. For lecture
hall A, it is assumed that the smallest acoustic wavelength
should be 30 cm and thus f,,,, = 1100 Hz, which implies fur-
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FIG. 2. Magnitude of modeled RIR #(7) at the central receiver position in
lecture hall A. The vertical dotted lines represent the signal Aey(t).

ther that 7,,=28 ms and approximately 20 reflections should
be distinguishable. For concert hall A, it is assumed that the
smallest acoustic wavelength should be 2.0 m and thus
Smax= 175 Hz, which then implies that #,,=110 ms and ap-
proximately nine reflections should be distinguishable.

Note that the expression for #,, has been derived under
the assumption that the real part of the reflection coefficient
of all reflecting surfaces is approximately equal and that both
source and receiver have omnidirectional directivity.

B. Identification of reflections in measured RIRs

In Eq. (2), the signal h,.q(f) was formed by identifying
the reflections as the only nonzero samples in the RIR A(z).
With measured RIRs this approach cannot be followed be-
cause the RIR magnitude is almost always nonzero. Instead,
the extraction of the peaks in measured RIRs is now per-
formed and it will then be considered whether the peaks
correspond to the desired specular reflections. One way of
extracting the peaks in a RIR is through adaptive threshold-
ing known from image processing, see, e.g., Gonzales." The
rationale is that the magnitude of a peak is a factor € above
the magnitude average of a number of neighboring samples.

Using the mean as the method of averaging, the local
magnitude mean at time ¢ is given by

z+TM]ocm/2
Iu’local(t) = |h(T)|dT’ (10)
Hlocal = Tl'Llocal/2

where Ty, is the averaging time. The binary signal contain-
ing the extracted peaks then follows as

hpeaks(f) _ O’ Vh(t) < Elu“loca](t) (1 1)
1’ Vh(t) = El‘LlOCa](t),
with e the thresholding parameter. In applying this method to
modeled and measured RIRs, the average was taken over
MIOCHI:Z ms and the threshold was set to e=2. Both values
were determined experimentally and, as will be shown in the
following, may not be optimal for all RIRs.

As a first step, the adaptive thresholding is applied to the
RIR at the central receiver position in lecture hall A that was
modeled with the mirror image source model. Together with
the magnitude of the RIR, the result after thresholding is
shown by the vertical dotted lines in Fig. 2 and it can be seen
that all the present peaks corresponding to specular reflec-
tions are correctly identified. In this case, /peas(£) =l (?).

In Fig. 3, the result is shown if the same procedure is
applied to the magnitude of the RIR measured at the same
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FIG. 3. Magnitude of measured RIR /() at the central receiver position in
lecture hall A. The vertical dotted lines represent the signal /,ey.(?).

position in lecture hall A. Compared to Fig. 2, the number of
extracted peaks is less. This is a consequence of the higher
complexity of a measured RIR caused by the detailed im-
pulse response of source and receiver, complex-valued,
frequency-dependent reflection coefficients, the presence of
nonspecular reflections, and other factors. On the other hand,
the two identified peaks between 18 and 20 ms are not
present in the modeled RIR. They are most likely caused by
reflections from objects not modeled with the mirror image
source model.

For a more comprehensive performance assessment, the
peak extraction procedure has been performed on the RIRs
measured across the width of lecture hall A and compared to
the modeled RIRs at the same receiver positions. The two
sets of RIRs are shown in Figs. 4(a) and 4(b), respectively.
The result after applying adaptive thresholding to the mag-
nitude of the measured RIRs is shown in Fig. 4(c). Com-
pared to Fig. 4(a), it can be observed that the main features
are reproduced. The deviations are again caused by differ-
ences between measured and modeled RIRs and in particular
because some of the reflections in the measured RIR are
weaker and more diffuse (mainly from the right sidewall)

Offset (m)
o b

()

|
()

Offset (m)
o

(%)

Offset (m)
=)

Time (ms)

FIG. 4. RIR across the width of lecture hall A, (a) from model, (b) magni-
tude from measurements, and (c) result after applying adaptive thresholding
to (b).
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FIG. 5. Measured RIR in (a) concert hall A and (b) concert hall B with
vertical dotted lines representing the signal /e, (7).

and the measured RIR contains reflections from objects that
are not present in the modeled RIR (mainly seen between 17
and 22 ms). Depending on the time interval in question, it
seems fair to conclude that approximately 50% of the ex-
tracted peaks correlate with the specular reflections in Fig.
4(a). Tt has been contemplated in Sec. III A that for this room
20 reflections should be identifiable for a time interval up to
28 ms and the agreement is indeed best in this time interval.
But the number of extracted peaks is less than 10.

Another issue is whether the adaptive thresholding pa-
rameters T, and € found suitable for the RIRs in lecture
hall A will y1eld usable results for other rooms as well. For
this purpose, the same procedure has been applied to a mea-
sured RIR in both concert halls A and B and the results can
be seen in Fig. 5. In both graphs the number of identified
peaks is very large and most of them do not seem to corre-
spond to specular reflections. From geometrical consider-
ations, for concert hall A two sidewall reflections should ar-
rive at 95 and 100 ms and for concert hall B one strong
reflection should arrive at 85 ms and approximately another
five reflections between 100 and 120 ms. The number of ex-
tracted peaks is therefore far too high. This observation is
also supported by the theoretical result from Sec. IIT A that
predicted for concert hall A nine identifiable reflections in the
time interval up to 110 ms.

From these experimental results it is now concluded that
systematically identifying specular reflections from mea-
sured RIRs is not a feasible approach in most rooms encoun-
tered in practice. Apart from the direct sound and depending
on the acoustic characteristics of the room, at most one to
five reflections can be extracted with confidence. As the
room volume estimation through the reflection density ex-
plicitly relies on identifying the reflections, it is further con-
cluded that this method is not a viable approach. It must also
be noted that the theoretical expression for the reflection den-
sity is inaccurate for values of the time variable where the
first few reflections arrive.'?

IV. EIGENMODE METHOD

Whereas the approach for the room volume estimation
presented in the previous section was based on the RIR in the
time domain, the current section focuses on the room transfer
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FIG. 6. (a) RTF magnitude in lecture hall A, (b) standard deviation of the
logarithmic magnitude, and (c) kurtosis of the magnitude. The vertical
dashed line indicates the theoretical Schroeder frequency.

function (RTF) in the frequency domain. Analogous to the
reflection density, a possible approach for the room volume
estimation is through the modal density. This requires the
identification of individual eigenmodes and, since only the
density of oblique modes is proportional to the room
volume,'® will need to be performed in a frequency region
where rooms with at least a moderate amount of absorption
do normally feature significant frequency overlap between
neighboring eigenmodes (i.e., above the Schroeder fre-
quency). For this reason, this approach will not be followed
further in the current paper. Instead, it is noted that the
Schroeder frequency is defined as'"®

T
Fsetvocdes = 2000\ 2 (12)

and depends only on the room volume and the reverberation
time Ty, The reverberation time can be estimated reliably
and if it proves possible to estimate the Schroeder frequency
experimentally from a RTF, the theoretical expression for the
Schroeder frequency can be rearranged to yield an estimate
of the room volume.

A. RTF statistics around the Schroeder frequency

Above the Schroeder frequency, the RTF magnitude sta-
tistics has a kurtosis of three (theoretical value for a Gaussian
distribution) and a standard deviation of 5.57 dB."17 1t s
anticipated that these two statistical parameters assume dif-
ferent values in the region below the Schroeder frequency
and in order to verify this, they have been estimated on the
RTFs in a sliding rectangular frequency window of 24 Hz
width for a frequency range from 0 to 500 Hz. The measured
RIRs were either zero-padded or truncated before transfor-
mation to the frequency domain such that the frequency res-
olution was always 0.3 Hz and therefore the statistics are
estimated over 80 samples. The direct sound component was
always included.

In Fig. 6, the results for lecture hall A show that both the
standard deviation and the kurtosis fluctuate around the
known statistical values above the Schroeder frequency,
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FIG. 7. (a) RTF magnitude in the office, (b) standard deviation of the loga-
rithmic magnitude, and (c) kurtosis of the magnitude. The vertical dashed
line indicates the theoretical Schroeder frequency.

whereas below it their values are significantly different. It
can also be seen in Fig. 6(a) that the overall RTF magnitude
is reduced below the Schroeder frequency, but this phenom-
enon was found to be caused by a reduced sound power
output from the measurement loudspeaker. In Fig. 7, the re-
sults for the office (LG023 in Table I) show that the kurtosis
fluctuates around the theoretical statistical value for the
whole frequency bandwidth except at the very low end
where the results are biased because less than the 80 fre-
quency samples are available for the estimation of the statis-
tics. The standard deviation exhibits a similar behavior ex-
cept that it fluctuates around the theoretical value starting
from 100 Hz. It is worth mentioning that analogous graphs
from RTFs measured in other rooms showed that the esti-
mated statistics often changes at a lower frequency than the
theoretical Schroeder frequency.

B. Room volume from Schroeder frequency

The success of the room volume estimation method
based on the Schroeder frequency is dependent on the accu-
racy with which the Schroeder frequency can be estimated
from the RTF magnitude statistics and this poses the follow-
ing challenges. The unbiased estimation of the magnitude
statistics requires a width of the frequency window that in-
corporates more than a single magnitude peak or dip and
consequently the width must be at least 20 Hz. As can be
seen from Table I, the value of the Schroeder frequency in
the larger rooms is of the same order and leaves no margin to
estimate the magnitude statistics below it and many loud-
speakers do also not produce sufficient sound power at these
low frequencies. Further problems are that the magnitude
statistics below the Schroeder frequency are not independent
of source and receiver position and that a strong direct sound
component has a bias effect on the magnitude statistics and
may thus need to be excluded.

To ascertain whether the method can provide any affir-
mative results for the estimated room volume, its perfor-
mance has been tested on all of the RTFs in nearly all of the
available rooms. The experimentally observed Schroeder fre-
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TABLE II. Mean w and relative standard deviation o/ u of estimated vol-
ume Vs, together with room volume V., from geometrical measurements.
The numbers in parentheses following the name of the room indicate the
fraction of receiver positions where a valid estimate was obtained.

Name Vigeo () g, (M%) o/ pyg,,
Office (5/15) 60(80) 570 0.92
Listening room (0/10) 131
Lecture room A (61/143) 180(220) 533 0.96
Lecture room B (3/4) 550 15 000 0.11
McMordie Hall (5/9) 850 12 000 1.20
Harty Room (6/18) 1150 7 000 1.78
Sonic Laboratory (12/30) 3200 7 400 0.70
Whittla Hall (4/8) 8 400 38 000 0.96
Concert hall A (200/420) 19 000 20 000 0.94
Concert hall B (279/512) 24000 906 0.92

quency was taken as the highest frequency sample where
either the kurtosis was above 7 or the standard deviation was
above 7 dB. These two values are slightly higher than their
respective asymptotic values and were determined empiri-
cally by looking at graphs analogous to those shown in Figs.
6 and 7 from various RIRs. The numerical results in terms of
mean and standard deviation between the receiver positions
in each room are given in Table II and Fig. 8 shows a plot of
the estimated versus the geometrical room volume.

From Table II, the method yields valid results at usually
less than half of the receiver positions (valid means that the
estimated Schroeder frequency is neither zero nor the maxi-
mum of the frequency range considered). Moreover, some of
the estimates are either too large or too small, by almost two
orders of magnitudes. Figure 8 shows that the correlation
between estimated and true room volume is poor. Taking into
account that it can already be guessed that the volume of the
rooms encountered in practice is in the range between 5 and
40 000 m?, it is concluded that this method yields neither
consistent nor useful results.
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FIG. 8. The logarithm of the mean of Vg, vs Vg, with the error bars
corresponding to the standard deviation between the receiver positions in
each room. The dashed line indicates V= Vgeo-
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FIG. 9. Diagrammatic representation of the logarithmic magnitude in a RIR
in terms of the arrival time of the direct sound ry/ ¢, the direct-to-reverberant
ratio pg/ pf, and the reverberation time T.

V. DIFFUSE FIELD METHOD

From an energetic perspective, the logarithmic magni-
tude of a RIR can be described by the arrival time of the
direct sound ry/c, the reverberation time T, and the direct-
to-reverberant ratio p3/p? as illustrated in Fig. 9. If the
source-to-receiver distance r, and the acoustic properties of
the walls are kept constant when moving from a small room
to a larger room, it seems logical to expect that the ratio
p%/ pr2 would increase due to the decrease in reverberant en-
ergy density per unit volume. This observation is now for-
malized mathematically and forms the essence of the room
volume estimation method based on diffuse field acoustics.

A. Theoretical basis

In a diffuse field, the mean square pressure of the rever-
berant sound field is given by20

- TeoC
2 60
= poeW| —22— |, 13
Pr = Poc <6ln(10)V> (13)

where pyc is the specific acoustic impedance of air and W the
sound power. The mean square reverberant pressure can be
calculated from a RIR by summing all squared amplitudes
therein but leaving out the direct sound component. The
room volume can therefore be obtained from Eq. (13) but
requires knowledge of W. This quantity is usually unknown.
To circumvent this problem, Eq. (13) is accompanied by the
eqlzlgtion for the mean square direct sound pressure given
by

— 1
P(Z)(Vo)=P0CW<_2>, (14)
4y,

where r is the source-to-receiver distance. Again, the mean
square pressure of the direct sound can be obtained from the
squared amplitudes in the RIR.

When combining Eq. (14) with Eq. (13), the following
expression for the room volume results:

V.o _pﬁ(_ro)477r(2)0T60 (15)
classic [73 61[1(10) .

Alternatively, the reverberant pressure according to revised
diffuse field theory is given byl’2
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Offset (m)

FIG. 10. Source-to-receiver distance r, across the width of concert hall B
measured geometrically (---) and estimated acoustically (—).

TeoC

p) 60
2= peeW| —2—
r = Poc <6ln(

10)V>[e—r0/(76 ln(IO)]’ (16)

which leads to a slightly different alternative equation for the
room volume given by

v pi(ry) dmreTy,
revised [72 6 ln(IO)

[e—rO/L'é ln(lO)]. (17)

Moreover, in order to take the directivity of source and
receiver into account, Eq. (14) has to be modified as follows:

P(%(”o) = erc(rO)Qrec(_ rO)pOCW<L2> b (18)
4,
with Qg rec( 1) the directivity factor of the source/receiver
in the direction of the receiver/source, respectively. For the
reverberant sound pressure, the directivity factors do not
need to be included because they are by definition unity.
Equation (18) does of course also alter Egs. (15) and (17).

B. Calculation of the required parameters

The calculation of the room volume according to Eq.
(15) or Eq. (17) requires parameter values for ry, pg, p?, Teo
and also in principle Q.(ry) and Q,..(-r). The robust auto-
matic estimation of each parameter from a RIR is now
briefly discussed. Numerical results for each parameter are
illustrated for RIRs measured across the width of concert hall
B.

In a correctly measured RIR, the source-to-receiver dis-
tance ry can be estimated from the initial delay 7y=ry/c of
the direct sound arrival time. In the estimation procedure, 7
was assigned the value of the first time sample whose mag-
nitude was less than 22 dB below the maximum magnitude
in the entire RIR. This measure is necessary because the
direct sound does not always correspond to the largest mag-
nitude in the RIR. The very good agreement between geo-
metrically measured and estimated r, is shown in Fig. 10. A
general offset between the two curves is evident but this may
also have been caused by incorrect geometrical measure-
ments of ry. More important, the estimated r, is consistent
and shows no outliers.

For the estimation of the direct sound pressure p(z), the
squared amplitudes in a time window, extending from
—1 to 1.5 ms relative to the identified direct sound arrival
time, are summed. For a better temporal resolution, the data
have been resampled to 64 kHz. The estimated magnitude
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Offset (m)

FIG. 11. Magnitude of the squared direct sound pressure pg across the width
of concert hall B from the theoretical inverse square law (---) and estimated
acoustically (—). The outlier slightly to the left of the zero offset is due to
a measurement anomaly.

and the theoretical behavior according to the inverse square
law are shown in Fig. 11. Because of an arbitrary scaling
value, the two curves have been rescaled for equal mean. The
agreement between the two curves is quite good even though
there is a systematic deviation at the central half of the re-
ceiver positions.

For the calculation of the reverberant pressure and the
reverberation time, the method by Lundeby et al.*! has been
used to find the crossover point between the sound decay and
the stationary noise floor and Ty, is then obtained from a
straight line fit to the logarithm of the energy decay curve
obtained from Schroeder backwards integration.22 Figure 12
shows the estimated value of T, across the width of concert
hall B, which demonstrates that the reverberation time does
fluctuate with receiver position. The reverberant pressure has
been obtained by summing the squared amplitudes in the
RIRstarting from the end of the time window used for the
direct sound pressure and stopping at the crossover point
found by Lundeby’s method. Figure 13 shows the estimated
value of p? across the width of concert hall B and illustrates
that this parameter does also fluctuate with receiver position.

Finally, no procedure has been found to estimate the
directivity factor of the source and receiver from the given
input data and it has thus been assumed that Q.(ry)
=Q,ec(-Tg)=1. It needs to be mentioned that it is possible to
obtain the directivity data by other means such as from the
manufacturer’s datasheet or from measurements in an
anechoic chamber. Because the directivity data are required
for a arbitrary three-dimensional direction and for a wide
frequency range, the present author has decided to not pursue
this avenue further because it would severely limit the meth-
od’s applicability to laboratory experiments.

Offset (m)

FIG. 12. Estimated reverberation time 7§, across the width of concert hall
B. The relative standard deviation between receiver positions is 0.02.
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Relative squared pressure

Offset (m)

FIG. 13. Estimated magnitude of the squared reverberant sound pressure pr2
across the width of concert hall B. The relative standard deviation between
receiver positions is 0.12.

C. Results

The performance of the room volume estimation method
has been evaluated with all RIRs measured in the twelve
rooms listed in Table I. Initial results obtained in the different
rooms showed that with the polyhedral loudspeaker the vol-
ume estimates were of the correct order, whereas with the
studio monitor all estimates were by an approximate factor
ten too large. This fact was attributed to the difference in
directivity between the two sound sources. For the studio
monitor, the directivity factor in the direction of the receiver
significantly exceeds unity at higher frequencies. This results
in an increased direct sound pressure and, when inserting
into Eq. (15) or Eq. (17), also in an overestimated room
volume. The problem has been circumvented by restricting
the frequency bandwidth to frequencies where the source ra-
diation is approximately omnidirectional. Experiments with
several loudspeakers have shown that an upper frequency
limit of 700 Hz is appropriate. At the same time, a lower
frequency limit of 200 Hz, higher than the Schroeder fre-
quency in most rooms, was also introduced. It will become
evident in Sec. V E that the bandwidth is detrimental to the
accuracy of the room volume estimate.

After incorporating these measures, Table III shows the
numerical results for volume estimates Vi ;. and Viised
from classical and revised diffuse field theory in terms of
mean and standard deviation between all Ny receiver posi-
tions in a room. Quoting the values for mean and standard
deviation is based on the assumption that the data follow a
normal distribution. Performing the Kolmogorov—Smirnov
test”> on the data from lecture hall A and concert hall B
proved that this assumption is justified. Naturally, the result
obtained with a low number of receiver positions are statis-
tically less representative. For concert hall B, Fig. 14 illus-
trates the variation of Vi qiceq and Ve across the width of
the room.

Excluding the results for concert hall A, the office, the
Sonic Laboratory and the lavatory, MV, is generally
within £50% of V. This good correlation is perhaps better
visualized by plotting Vi.isq against Vi, as shown in Fig.
15, which is also to be compared with Fig. 8 for the room
volume estimation method based on the Schroeder fre-
quency. Even though A is generally closer to V,, than
MV e is, in most rooms revised theory produces only mar-
ginally more consistent results than classical theory as evi-
dent by the comparable standard deviation. Without the four
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TABLE III. Mean w and relative standard deviation o/ u of estimated volumes V. and Vi iceq together with

room volume V,, from geometrical measurements.

Name Veeo (m?) MV gagsic (m?) OTIY e HVievisea (m?) T, iea
Lavatory 5(7) 14 0.28 11 0.27
Office 60(80) 231 0.28 161 0.27
Listening room 131 206 0.44 130 0.39
MMedia room 150 303 0.33 213 0.36
Lecture hall A 180(220) 297 0.20 248 0.21
Lecture hall B 550 714 0.22 539 0.19
McMordie Hall 850 1190 0.29 1020 0.31
Harty Room 1150 1480 0.31 1130 0.33
Sonic Laboratory 3200 3340 0.52 2020 0.44
Whittla Hall 8 400 14 500 0.24 9450 0.19
Concert hall A 19 000 5460 0.25 4540 0.23
Concert hall B 24 000 26 900 0.14 20 400 0.16

exceptions already mentioned, it can be concluded that the
room volume estimation method based on diffuse field
acoustics delivers consistent results for rooms ranging in size
from 100 m? to 20 000 m?, i.e., over nearly three orders of
magnitude, and having substantially different acoustic char-
acteristics.

D. Exception to the general result trend

The results presented in Table III have shown that con-
cert hall A, the office, the Sonic Laboratory, and the lavatory
are exceptions. In all of these rooms MY differs by more
than 50% from V.. In the office and the lavatory, the
Schroeder frequency is equal to or larger than the lower fre-
quency limit. Experiments revealed that in these two rooms
My . moves closer to V., when the frequency limit is
increased. But it is shown further below that decreasing the
frequency bandwidth has the detrimental effect of increasing
the variance in the volume estimates.

In the Sonic Laboratory, My is slightly below —50%
from V., and o/ My is the highest value of all rooms
investigated. A particular design feature of this room is that
the performers and the audience are located on a metal grid
floor below which there is an undercroft of substantial vol-
ume. This raises the question whether the room should be
treated as a single volume or two coupled volumes. Due to
this issue, the homogeneity of the sound field is questionable.
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In concert hall A, MV is a factor of 4 too small and
this result is consistent as shown by the low value for
olpy - The estimates for r, and the Ty, have been
checked and found to yield plausible values, which leaves
the squared pressure of the direct and reverberant sound.
Cross referencing the ratio between the two with the same
quantity in concert hall B of similar volume and complexity,
it was found that the ratio is far too small for the same
source-to-receiver distance. The most likely cause seems to
be an uncharacteristically low magnitude of the direct sound
but a further investigation into this anomaly was not possible
because the data were not measured by the author and no
further knowledge of the measurement setup was available.
By comparing with the floor reflection, it was estimated that
the squared direct sound pressure should theoretically be
larger by an approximate factor three. This would increase
the room volume estimate by the same factor and conse-
quently bring it close to the value for V.
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FIG. 15. The logarithm of the mean of Viqyieq VS Ve, With the error bars

corresponding to the standard deviation between the receiver locations in
each room. The dashed line indicates Viqyisea= Veo-

Martin Kuster: Room volume estimation



E. Variance in the estimated parameters

It is now attempted to explain the variance of the room
volume estimates in Table III in terms of both the theoretical
and experimentally observed variance of the parameters in-
volved in the calculation.

1. Variance in reverberant sound pressure and
reverberation time

As mentioned in Sec. IV A, the standard deviation of the
sound pressure for a single frequency is 5.57 dB. This value
is decreased if the standard deviation is measured in a fre-
quency band. Both Schroeder” and Lubman® considered
this case and arrived at the same approximate equation for
the standard deviation o)z of the reverberant sound pressure
level

5.57

o~ —F—— (dB),
Pr 3.3BTy,
71+ —2
13.8

where B is the equivalent bandwidth.”* Equation (19) exhib-
its the correct asymptotic behavior in as much that for B
— 0 the single frequency value of 5.57 dB is obtained and
for B— oo the standard deviation tends to zero. Chiles and
Barron® found the scatter of the sound pressure level in a
scale and computer model to be larger than theoretically pre-
dicted by Eq. (19) but the agreement improves if only the
late reverberant sound is considered.

An approximate expression for the relative standard de-
viation of the reverberation time can be obtained from for-
mulas derived in Refs. 26 and 27 and is given by28

(19)

% . 0.59

/_ .
T3 VBT5

(20)

Here, 75 instead of Ty is used because the decay was mea-
sured over 30 dB and B is now the statistical bandwidth of
the RIR or the bandpass filter. [29]

With the bandpass filter used in the current paper to
attenuate the spectrum at frequencies below the Schroeder
frequency and above the frequency where the source radia-
tion is no longer omnidirectional, the equivalent or statistical
bandwidth B~540 Hz. Converting the dB value from Eq.
(19) into linear units, the predicted relative standard devia-
tion of the reverberant sound pressure for the rooms listed in
Table III is in the range crp_f/ pr0.0é—O.Zl (depending on
the reverberation time of the room in question). Similarly,
Eq. (20) predicts that o7, / T~ 0.02 to 0.05. For concert hall
B, the relevant experimental values, quoted in the captions of
Fig. 13 and Fig. 12, are 0.12 and 0.02, respectively. Both of
these values are in the respective range predicted by theory.

The values for the standard deviation of the reverbera-
tion time and reverberant sound pressure do account for part
of the experimentally observed standard deviation in the es-
timated room volume and they do explain why the rooms
with larger reverberation time mostly exhibit a smaller de-
viation in the room volume estimates. The combined theo-
retical standard deviation due to the T, and pf is given by30
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2

2 —

[0} o g,2
O-Vtheorx _ Py T60 _ pr’TGO (21)

V 2\2 = 2 = ’
)" (Tg) P Teo

_ . . -
where 0,2 is the covariance between the parameters p
160 r

and Ty that will be nonzero because the variation in both
parameters stems from the same physical wave phenomena.
It has been found that the experimentally observed M,
for any room listed in Table III is always underpredicted by
the value given by Eq. (21). On the bandwidth issue, the
volume estimation for the RIRs from concert hall B has been
repeated with an upper frequency limit of 10 kHz and the

result was a reduction of o/ My tO 0.10.

2. Variance in source-to-receiver distance and direct
sound pressure

It was already concluded from Fig. 10 that the error in
estimating the source-to-receiver distance from the initial
time delay rq/c is fairly small. The variation in the estimated
squared direct sound pressure can be obtained by measuring
the relative standard error between the two curves in Fig. 11;
its is 0.06 for concert hall B. This error would need to be
incorporated into Eq. (21) by an extra term under the square
root. It seems reasonable to assume that this term is indepen-
dent of the other terms due to the reverberation time and the
reverberant sound pressure.

VI. CORRELATION BETWEEN ROOM VOLUME AND
Teo

Apart from the directivity issue, the main drawback of
the room volume estimation method presented in Sec. V is
that it relies on correctly measured RIRs where the initial
time delay can be used to calculate the source-to-receiver
distance. In this section, it is investigated whether an ap-
proximate relationship between the room volume and the
reverberation time can be used for a simplified estimation of
the room volume.

Suppose it can be assumed that the surface area S of a
room is related to the volume by S=BV?3. The minimum
value of B=6 results for a cube and for a room with an
aspect ratio of 2:1:1, =6.3. In the following it is assumed
that 8=6.4 is an average representative value for the rooms
encountered in practice. The Sabine equation for the rever-
beration time then reads

_ 0161V 0.161V'""?
c4av?®  Gda

60 (22)
In Fig. 16, the average Ty, per room in the 500 Hz octave
band is plotted as a function of the natural logarithm of the
room volume for all the rooms measured. The solid curve is
the linear least-square fit of Eq. (22) for all the rooms indi-
cated by the filled circles. It results in an average absorption
value of @=0.26. The rooms excluded thus either have an
uncharacteristically low or high value for a.

Alternatively, the dashed line in Fig. 16 is the linear
least-square fit of a straight line through the plotted data. Its
approximate equation is
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FIG. 16. T, in the 500 Hz octave band vs the logarithm of the room volume
V. The solid curve is the least-squares fit of Eq. (??) through all the closed
circles. The open circles indicate the volume in rooms with particular acous-
tics. These are in order of increasing volume: Lavatory, office, the listening
room, and the Sonic Laboratory. The dashed line is the linear least-squares
fit Tgp*xIn V.

Teo =~ 0.341n(V) - 1. (23)

Table IV shows the results after rearranging Eq. (23) to yield
the volume from the reverberation time in the 500 Hz octave
band (the 1 kHz octave band can similarly be used) for all
rooms investigated. As expected, the room volume results
show fairly large errors for those rooms which have not been
included in the least-squares fit. Except for the Sonic Labo-
ratory and the lavatory, the results are, however, mostly of
the correct order of magnitude. A brief comparison between
using Eq. (22) or Eq. (23) with @=0.26 for the room volume
revealed that Eq. (23) yielded more accurate results in the
Harty Room, McMordie Hall, and lecture room A whereas
the results were slightly more inaccurate in concert hall A,
the Sonic Laboratory and the Whittla Hall.

A. Source-to-receiver distance estimation

Due to the promising room volume results in Table IV, it
seems logical to reconsider Eq. (15) and investigate to what
extent it can be used to estimate the source-to-receiver dis-
tance. Inserting Eq. (23) into Eq. (15) and rearranging for r,
yields

=
o~ \/_ZLMH_(IO)e(T(,O—l)/o.M_ (24)
Polre) 41Ty

The last two columns of Table IV show the mean and stan-
dard deviation of the relative difference between r(, and the
true source-to-receiver distance r( in each room. In just un-
der half of the rooms this procedure results in a mean error of
approximately 20%. Larger errors of 70% result in rooms
where the value for the volume was already inaccurate. The
result for concert hall A is of course an exception because of
issues already discussed in Sec. V D. Note that one reason
for the small relative errors is the square root operation in
Eq. (24).

VIl. CONCLUSION

The estimation of the room volume from a given room
impulse response has been investigated. The measurement
data were obtained from several receiver positions in a total
of 12 rooms of varied size and acoustic characteristics. The
investigated methods were based on geometrical acoustics,
eigenmode, and diffuse field models. It was found that the
estimation method based on the temporal reflection density
fails because of the difficulty in identifying reflections. The
estimation method based on the Schroeder frequency was
found to deliver inconsistent results because of the difficulty
in experimentally determining the Schroeder frequency.

The estimation method based on diffuse field acoustics
was found to deliver consistent results for room ranging in
volume over almost three orders of magnitude. With the ex-
ceptions of the results in four rooms, the average of the es-
timated room volume between receiver positions was within
*50% of the true room volume with a standard deviation of
approximately 0.25. The deviant results in the four excepted
rooms were explained by a measurement error, a particularly
high Schroeder frequency and a particular room design fea-
ture. A part of the experimentally observed standard devia-
tion was explained by theoretical expressions for the stan-
dard deviation of the reverberant sound pressure and the
reverberation time.

992

TABLE IV. Mean u and relative standard deviation o/ of estimated volume from inverting Eq. (23) in the
500 Hz octave band. The last two columns express the error between the true r, and estimated source-to-

. . ’ _ ’
receiver distance ro, where €, =[ro—rg|/r.

(m?)

My (m?)

Name Veco ol py Me, T,
Lavatory 5(7) 51 0.10 0.78 0.31
Office 60(80) 50 0.04 0.41 0.08
Listening room 131 38 0.04 0.46 0.16
MMedia room 150 53 0.06 0.40 0.10
Lecture room A 180(220) 287 0.07 0.12 0.11
Lecture room B 550 378 0.13 0.14 0.19
McMordie Hall 850 1370 0.08 0.22 0.21
Harty Room 1150 784 0.16 0.13 0.19
Sonic Laboratory 3200 120 0.23 0.71 0.12
Whittla Hall 8400 2180 0.10 0.50 0.08
Concert hall A 19 000 70 000 0.43 10.8 6.3
Concert hall B 24 000 22 560 0.09 0.13 0.08
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Two drawbacks of this method are that it (i) relies on the
presence of the initial time delay in the room impulse re-
sponse for the estimation of the source-to-receiver distance
and (ii) essentially assumes omnidirectional source and re-
ceiver. It was found that estimating the room volume from an
approximate relationship with the reverberation time does
not suffer from these drawbacks but does only provide accu-
rate results for rooms whose absorption is neither uncharac-
teristically low nor high.
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