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We consider a large class of spatially-embedded random graphs that in-
cludes among others long-range percolation, continuum scale-free percola-
tion and the age-dependent random connection model. We assume that the
model is supercritical: there is an infinite component. We identify the stretch-
exponent ζ ∈ (0,1) of the decay of the cluster-size distribution. That is, with
|C(0)| denoting the number of vertices in the component of the vertex at
0 ∈Rd , we prove

P
(
k <
∣∣C(0)
∣∣< ∞)= exp

(−Θ
(
kζ )) as k →∞.

The value of ζ undergoes several phase transitions with respect to three main
model parameters: the Euclidean dimension d, the power-law tail exponent τ

of the degree distribution and a long-range parameter α governing the pres-
ence of long edges in Euclidean space.

In this paper we present the proof for the region in the phase diagram
where the model is a generalization of continuum scale-free percolation
and/or hyperbolic random graphs: ζ in this regime depends both on τ , α.
We also prove that the second-largest component in a box of volume n is of
size Θ((logn)1/ζ ) with high probability. We develop a deterministic algo-
rithm, the cover expansion, as new methodology. This algorithm enables us
to prevent too large components that may be de-localized or locally dense in
space.
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1. Introduction. Consider nearest-neighbor Bernoulli percolation on Zd [12] (NNP),
and write |C(0)| for the number of vertices in the connected component containing the ori-
gin. Assume that the model is supercritical, that is, let p > pc(Zd)—the critical percolation
probability on Zd . It is a result of a sequence of works [2, 4, 13, 28, 41, 46] that

(1.1) logP
(
k <
∣∣C(0)
∣∣< ∞)=−Θ

(
kζ ) with ζ = (d − 1)/d.

Thus, the cluster-size decay in this model is stretched exponential with stretch-exponent (d −
1)/d . This decay rate emanates from surface tension: all the Ω(k(d−1)/d) edges on the outer
boundary of a cluster C with |C| > k need to be absent. More recently, these results have been
extended to Bernoulli percolation on general classes of transitive graphs [16, 34].

The present paper and our related works [38, 39] consider P(k < |C(0)| < ∞) for a large
class of supercritical inhomogeneous percolation models where the degree distribution and/or
the edge-length distribution have heavy tails. Our goal is to

(Goal)
Determine how high-degree vertices and long-range edges

change the surface-tension driven behavior of cluster-size decay.

We show that the cluster-size decay in (1.1) remains stretched exponential in inhomogeneous
models, but with a new exponent ζ that depends both on the decay of the edge-length and
the decay of the degree distribution. The new value of ζ reflects the structure of the infi-
nite/largest component in the graph induced by a volume-n box: it describes the most likely
way that a box is isolated, and represents the scale and structure of a “backbone”, that is,
a skeleton holding the largest component C(1)

n together. These topological descriptions un-
cover an intimate connection between the cluster-size decay, the size of the second-largest
component C(2)

n , and the lower tail of large deviations for the size of C(1)
n . We develop gen-

eral methods to move between these quantities. This paper and [39] focus on the cluster-size
decay and |C(2)

n |, while [38] treats large deviations of |C(1)
n | in more detail.

Results for a special case. We identify the formula for ζ , and prove matching lower and
upper bounds for logP(k < |C(0)| < ∞) and |C(2)

n | for supercritical continuum scale-free per-
colation (CSFP) [18, 20], (in)finite geometric inhomogeneous random graphs (GIRG) [11],
and hyperbolic random graphs (HRG) [45]. We focus on a region of the parameter space
where these models are robust under percolation. These three models can all be parametrized
so that the vertex set is generated by a Poisson point process on Rd , and each vertex u (with
spatial location xu) has an independent and identically distributed (i.i.d.) random vertex mark
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wu from a Pareto distribution P(W ≥ x) ∝ x−(τ−1). With a ∧ b := min(a, b), each pair of
vertices u, v is conditionally independently connected by an edge with probability

(1.2) P
(
u ∼ v|(xu,wu), (xv,wv)

)= p ·
(

1 ∧ wuwv

‖xu − xv‖d

)α

.

Here α > 1 is called the long-range parameter and p ∈ (0,1]. When τ ∈ (2,3), the models
are supercritical for all p ∈ (0,1] [18, 20, 45]. We state our main result applied to these
models. Let P0 be the Palm measure of having a vertex at location 0 ∈ Rd with a random
vertex mark.

THEOREM 1.1 (Special case of main result). Consider continuum scale-free percolation,
(finite and infinite) geometric inhomogeneous random graphs, and hyperbolic random graphs
with parametrization as in (1.2) and τ ∈ (2,3). When ζGIRG = (3 − τ)/(2 − (τ − 1)/α) >

max(2 − α, (d − 1)/d), then

(1.3)
logP0(k < |C(0)| < ∞) =−Θ(kζGIRG), |C(2)

n |/(logn)1/ζGIRG is tight,

|C(1)

n |/n
P−→ P0(0 ↔∞), logP(|C(1)

n | < ρn)
(�)= −Ω(nζGIRG)

for all ρ > 0. A matching upper bound on (�) is proven in [38] for any ρ < P0(0 ↔∞).

Theorem 1.1 exemplifies that sufficiently many high-degree vertices (τ ∈ (2,3)) can
change the surface-tension driven behavior of the cluster-size decay compared to (1.1). It
has been folklore in the community that the models CSFP, GIRG, HRG in their robust phase
τ ∈ (2,3) qualitatively behave like their “nonspatial” analogues, namely rank-one inhomo-
geneous random graphs such as the Chung–Lu or Norros–Reittu model [15, 52]. This is true
with respect to graph distances, first-passage percolation, and the metastable density of the
contact process [10, 44, 49]. In contrast, the underlying geometry affects cluster-size decay,
as ζGIRG ∈ (d−1

d
,1) depends on the long-range parameter α and dimension d; while the distri-

bution of nongiant components in nonspatial models decays exponentially, that is, ζ = 1.
Instead of treating CSFP, GIRG, and HRG only, we work with a general model that

we call kernel-based spatial random graph (KSRG), which is a hidden-variable model
that incorporates the three models of Theorem 1.1, and also includes other models: long-
range percolation (LRP) [58], the (soft) Poisson–Boolean model [23, 29] (SPBM), the
age- and weight-dependent random connection models (ARCM) [24, 26], and the scale-
free Gilbert graph [32]. The KSRG model allows for interpolation between these models,
which gives rise to a rich phase diagram for the exponent ζ . We obtain partial proofs of
(1.1) for these other models and for parameter settings complementary to Theorem 1.1 with
ζGIRG ≤ max(2 − α, (d − 1)/d). The techniques we develop here from the main technical
tools for proving (1.1) for these models for other values ζ > d−1

d
in [38, 39], constructing the

backbone in [38] with renormalization techniques, and using combinatorial methods in [39].

New methodology. The setting in Theorem 1.1 presents the greatest challenge when it comes
to controlling the size of finite or nonlargest clusters in KSRGs. In SPBM and ARCM high-
mark vertices tend to be connected by an edge to vertices of lower mark only, while in CSFP,
GIRG, HRG high-mark vertices tend to have edges to even higher-mark vertices. So, if a
partially-revealed finite cluster contains some “fairly” high-mark vertices then the probability
of the cluster being isolated is small. However, a finite cluster may be present on vertices of
only low marks and be spatially spread out as well, that is, we cannot guarantee a typical
mark distribution. To still obtain the stretched-exponential decay with exponent ζGIRG, we
need to show that any partially-revealed finite cluster has many “backbone” vertices relatively
close, where “relatively close” depends on the particular model in question. In CSFP, GIRG,
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and HRG, sufficiently many backbone vertices need to be “essentially” O(1) distance away
from the set C for all partially-revealed clusters C. For atypically dense clusters, we cannot
guarantee the O(1)-distance bound. In LRP, SPBM, and ARCM, the much weaker distance-
estimate O(k1/d) suffices to obtain (1.1) [38].

The cover expansion is our main novel methodology that overcomes this problem. The
cover expansion algorithm takes as input a cluster C in a partially revealed graph. Making
use of “dense areas” of vertices in C, it allocates a sufficiently large spatial area K(C) to
C, with the property that backbone vertices located in K(C) connect by an edge to the set
of vertices C with constant probability, regardless of the mark distribution in C. As a result,
any partially-revealed cluster C stays isolated with probability exp(−Ω(kζGIRG)). The cover-
expansion algorithm is robustly applicable and adaptable to other spatial models.

For all supercritical models in the KSRG class, we unfold the general relation between
the cluster-size decay and the size of the second-largest component. This is an elaborate
truncation and sequential boxing argument, and is our main tool in proving upper bounds
for (1.1) for other KSRG models in [38, 39]. The present paper proves lower bounds on
P0(k < |C(0)| < ∞) and |C(2)

n | for all supercritical KSRG models up to the the existence of
a linear-sized component in a typical box, which is generally not known for supercritical
KSRGs as SPBM and ARCM. These lower bounds give the formula for ζ for all KSRGs at
once as the solution of a variational problem that describes the most likely way that a box is
isolated from its complement. Before the explanation of this variational problem, we give the
definition of the general model encompassing the above inhomogeneous percolation models.

DEFINITION 1.2 (Kernel-based spatial random graphs (KSRG)). Fix a dimension d ≥ 1.
Let the vertex set V be either Zd or a homogeneous Poisson point process (PPP) on Rd . Given
V , we equip each vertex u ∈ V with an independent positive mark following distribution FW .
Let κ :R2+ →R+ be a symmetric function, called the kernel function. Let 
 :R+ → [0,1] be
a nondecreasing function, called the profile function, let β > 0 be the edge-density parameter,
and let p ∈ (0,1] be the edge-percolation parameter. Conditionally on the marked vertex set
V := {(xu,wu)}u∈V ⊂ Rd × R+, each pair {u, v} is independently present in the edge-set E
with probability

(1.4) p(u, v) := P(u connected by an edge to v|V) = p · 

(
β · κ(wu,wv)

‖xu − xv‖d

)
.

We denote the obtained infinite graph by G = (V,E). We write Λn := [−n1/d/2, n1/d/2]d for
a box of volume n centered at the origin, and denote by Gn = (Vn,En) the graph induced by
vertices with spatial location in Λn. We write C(i)

n for the ith largest component of Gn, and
Cn(0) for the component containing a vertex at the origin in Gn, and C(0) or C∞(0) for the
component containing this vertex in G. We write Px for the Palm-measure when the vertex set
of a homogeneous Poisson point process is conditioned to contain a vertex at location x ∈Rd

with unknown mark.

Definition 1.2 allows for general kernels, profile functions, and mark distributions, and
generalizes the setup above Theorem 1.1. In the rest of the paper we restrict to settings that
are commonly used, and which cover the specific models in the Introduction [11, 18, 24, 29,
32, 45, 58]. For any a, b ∈R we write a ∧ b for min(a, b), and a ∨ b for max(a, b).

ASSUMPTION 1.3. The mark distribution FW is either constant, that is, Wv ≡ 1 for all v,
or follows a Pareto distribution with parameter τ > 2, that is,

(1.5) 1 − FW(w) := P(Wv ≥ w) = w−(τ−1), w ≥ 1.
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The profile function 
 is either threshold or polynomial: for a constant α > 1, 
 is either

(1.6) 
α(s) := (1 ∧ s)α or 
thr(s) := 1{s≥1}.

We assume that the kernel κ is one of the following for some parameter σ ≥ 0:

(1.7) κσ (w1,w2) = (w1 ∨w2)(w1 ∧w2)
σ , or κsum(w1,w2) = (w1/d

1 +w
1/d
2
)d

.

When the vertex set is a homogeneous Poisson point process, w.l.o.g. we assume unit inten-
sity. When the vertex set is Zd , we assume that p ∧ β < 1 so that the graph is not connected
a.s.

When Wv ≡ 1 for all v ∈ V we say that τ = ∞; when 
 = 
thres we say that α = ∞. As
κ0 ≤ κsum ≤ 2dκ0, the qualitative behavior of models with κ0 and κsum is the same. Therefore,
when κ = κsum we say that σ = 0. Assumption 1.3 ensures that the model is parametrized
so that the expected degree of a vertex is proportional to its mark iff τ > σ + 1 [50]. The
restrictions τ > 2 and α > 1 ensure that the graph is locally finite. Increasing τ and/or α

leads to less inhomogeneity, that is, lighter-tailed degrees and fewer long edges, respectively.
The parameter σ allows us to continuously interpolate between well-known models that are
special cases. Therefore, we call κσ the interpolation kernel. Independently of our work,
κσ appeared recently in [50] and was used in [60]. This kernel generalizes commonly used
kernels in the literature: trivial, strong, product and preferential attachment (PA) kernels, the
last one mimicking the spatial preferential attachment model [1, 35]. With τ > 2 as in (1.5),

(1.8)
κtriv(x, y) = 1, κstrong(x, y) = x ∨ y,

κprod(x, y) = xy, κpa(x, y) = (x ∨ y)(x ∧ y)τ−2.

These kernel parametrizations all ensure that the degree distribution decays as a power law
with exponent τ [26]. Any KSRG model with kernel κtriv has the same connection probability
as models with κ0 and marks identical to 1. Thus, in this case we set κ = κ0 and τ :=∞. A
slightly more general version of κσ is the following: let σ1 ≥ 0 and σ2 ∈R, and define

(1.9) κσ1,σ2(x, y) := (x ∨ y)σ1(x ∧ y)σ2 .

Contrary to κσ , the kernel κσ1,σ2 includes κweak(x, y) := (x ∧ y)τ by setting σ1 = 0, σ2 = τ .
However, models with σ1 = 0 can still be approximated with κσ [37]. Moreover, any KSRG
with kernel κσ1,σ2 and σ1 > 0 can be re-parametrized to have σ1 = 1 by changing τ in (1.5).

The parameter σ can also be interpreted as an assortativity parameter: in a natural cou-
pling of these models using common edge-variables, edges incident to at least one low-mark
vertex are barely affected by changing σ . However, edges between two high-mark vertices
are created rapidly if σ increases. In the next section we explain how the parameters affect
the stretch exponent ζ of the cluster-size decay, inspired by the proof of the lower bound.

1.1. Downward vertex-boundary and the phase diagram of ζ . One possible way for the
event {k < |C(0)| < ∞} to occur is the following: in GK , the induced subgraph in the box ΛK

of volume K = Θ(k), the origin is in a (localized) component Clocal(0) of size larger than
k, and there are also no edges from Clocal(0) to Λ∁

K := Rd \ ΛK in G. The probability that
this event occurs is of the same order as the probability that there are no crossing edges from
inside ΛK to outside ΛK , provided that we show that {|Clocal(0)| > k} occurs with constant
probability given this isolation event. This event {ΛK ≁ Λ∁

K} is rare, and the likeliest way it
occurs is when there are no “high-mark” vertices in ΛK , no high-mark vertices close to ΛK ,
and no crossing edges between lower-mark vertices. The threshold for being of high-mark
must balance the expected number of high-mark vertices and that of crossing edges between
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lower-mark vertices so that they are both of order Θ(kζ ).1 The isolation event then occurs
with probability exp(−Θ(kζ )). By symmetry, it suffices to only count lower-mark vertices
inside ΛK with downward edges to Λ∁

K : we say that the edge {u, v} = {(xu,wu), (xv,wv)}
is a “downward edge” from u if wu ≥ wv . We write u ↘ Λ∁

K if u has a downward edge to a
vertex in Λ∁

K . In our proof we show that for all KSRGs

(1.10) logP
(
ΛK ≁ Λ∁

K

)=−Ω
(
E
[∣∣{u ∈ ΛK : u ↘ Λ∁

K

}∣∣])=−Ω
(
kζ�
)
,

where we define ζ� as

(1.11) ζ� := lim
k→∞

logE[|{u ∈ Λk : u ↘ Λ∁
k}|]

logk
.

The absence of a mark restriction on the vertices u in (1.10) indicates that the expected
number of high-mark vertices in ΛK is of smaller order than the total expected size of the
downward vertex boundary. The restriction to downward edges (in place of just “edges”)
avoids counting upward edges to a few high-mark vertices outside ΛK that are not present on
the isolation event. This restriction is necessary for kernel and profile pairs when “high–low
connections” dominate the expectation in (1.12) below, but is unnecessary otherwise.

In nearest-neighbor percolation on Zd all edges are downward edges and short, giving
the surface-tension exponent ζ� = (d − 1)/d . When the profile is long-range and/or κσ is
nontrivial, there are long edges, and we will show that ζ� = max(ζlong, (d − 1)/d), where

(1.12) ζlong := lim
k→∞

(
0 ∨ logE[|{u ∈ Λk/2 : u ↘ Λ∁

k}|]
log k

)
describes the number of vertices incident to long downwards edges, that is, of length Ω(k1/d).
We will never use ζlong when it equals 0. The maximum with 0 avoids unnecessary computa-
tions when the the second term is negative. Both ζ� and ζlong are explicitly computable given
the profile, kernel, and vertex-mark distribution; see Claim 1.4 below. We now give their
potential values based on back-of-the-envelope calculations for KSRGs satisfying Assump-
tion 1.3. We distinguish four types of connections in the downward vertex boundary, and call
the type producing the largest contribution to (1.11) dominant.

Nearest-neighbor edges are dominant if the main contribution to (1.11) is coming from
edges of constant length: there are roughly Θ(k(d−1)/d) vertices incident to such edges in
Λk , giving the “surface-tension” exponent

(1.13) ζshort := (d − 1)/d.

Next, we count vertices with edges of length Θ(k1/d) crossing the boundary of Λk , and thus
also contributing to ζlong in (1.12).

Low–low edges are dominant if the main contribution to (1.11) is coming from constant
(low-mark) vertices in Λk/2 connected to low-mark vertices Λ∁

k . The expected number of
such connected pairs is Θ(k · k · k−α). Abbreviating “low-mark to low-mark” by ll, we obtain

(1.14) ζll := 2 − α.

Models with dominantly low–low type connectivity behave similar to long-range percolation.
The remaining connectivity types describe “high-mark” vertices in Λk/2 incident to long-

edges. Model-dependently, we call a vertex high-mark if its mark is at least kγhigh , where

(1.15) γhigh := min
{
γ ≥ 0 : lim inf

k→∞ E0
[∣∣{edges between 0 and Λ∁

k

}∣∣∣∣(0, kγ ) ∈ V
]
> 0
}
.

1On phase boundaries of ζ�, polylogarithmic correction factors are required here and in (1.10); see Remark 7.9.
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Then, a constant proportion of vertices of mark at least kγhigh inside Λk/2 contributes to the
vertex boundary. By the Pareto mark-distribution in (1.5), there are Θ(k1−γhigh(τ−1)) many
high-mark vertices inside Λk/2. The values τ , σ , α in (1.5)–(1.7) determine the value of
γhigh.

High–low edges are dominant if a high-mark vertex in Λk/2 is typically connected to
low (constant) mark vertices outside Λk . There are Θ(k) constant-mark vertices at distance
Θ(k1/d). Using the connection probability (1.4) with κσ or κsum from (1.7), for γ ≥ 0, the
expected number of edges between vertex (0, kγ ) and constant-mark vertices outside Λk is
roughly k(1 ∧ (kγ /k))α . As required in (1.15), this expression is of constant order when

(1.16) γ = γhl := 1 − 1/α, and ζhl := 1 − γhl(τ − 1) = (τ − 1)/α − (τ − 2).

High–low connectivity is dominant in (regions of parameters of) models with small σ , for ex-
ample in the age-dependent random connection model and the soft Poisson–Boolean model.
Since the value of σ barely affects the presence of edges incident to at least one constant-mark
vertex, ζhl does not depend on σ , as opposed to the next type.

High–high edges are dominant if a high-mark vertex in Λk/2 is typically connected to
another high-mark vertex outside Λk . There are Θ(k1−γ (τ−1)) vertices of mark Ω(kγ ) at dis-
tance Θ(k1/d) from 0. Using the connection probability (1.4), the expected number of edges
between (0, kγ ) and these vertices is roughly k1−γ (τ−1)(1 ∧ (kγ (σ+1)/k))α . This expression
tends to zero for all γ ≥ 0 when τ > σ + 2, but satisfies (1.15) when τ ≤ σ + 2 and

(1.17) γ = γhh :=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 − 1/α

σ + 1 − (τ − 1)/α
if τ ≤ σ + 2 and α < ∞,

1

σ + 1
if τ > σ + 2 or α =∞,

which in turn gives

(1.18) ζhh := 1 − γhh(τ − 1) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ + 2 − τ

σ + 1 − (τ − 1)/α
if τ ≤ σ + 2 and α < ∞,

σ + 2 − τ

σ + 1
if τ > σ + 2 or α =∞.

When τ > σ +2, ζhh is negative and some other connectivity type is dominant. The definition
of γhh when τ > σ +2 is purely technical, giving continuity and monotonicity in the parame-
ters. The high–high type connectivity is the only type that depends on σ , and is dominant (for
some parameters) in models with large σ : the product-kernel models in Theorem 1.1 have
σ = 1, and ζGIRG = ζhh when τ < 3. The next claim shows that these are the only connectivity
types. The proof follows directly from Lemma 7.7 below.

CLAIM 1.4 (Dominant connections). Consider a KSRG model satisfying Assumption 1.3
with parameters α ∈ (1,∞], τ ∈ (2,∞], σ ≥ 0, and d ∈N. With ζ�, ζlong from (1.11), (1.12),

(1.19) ζ� = max(ζlong, ζshort) and ζlong = max(ζll, ζhl, ζhh,0),

where for models with threshold profiles (α =∞) and/or lighter-tailed vertex-marks (τ =∞)
one has to take the corresponding limit in the formulas (1.14), (1.16), and (1.18).

We visualize the changes of the dominant type of ζ� as a function of the parameter space
in Figure 1a for models using κprod, κpa, κmax, κsum. For these kernels, at most one of the
regimes “high–low” and “high–high” appears on the diagrams; see also Table 1. In Figure 1b
we vary σ and τ while keeping α and d fixed.
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(a) Phase-diagrams of ζ = ζ(τ,α) for models with kernels κprod, and κsum, κpa or κstrong, plotted as a
function of 1/(τ − 1) and 1/α. The y-axis (i.e., 1/(τ − 1) = 0) also describes the phase diagram of
(continuum) long-range percolation that has kernel κtriv, while the models on the x-axis (1/α = 0)
coincide with models using a threshold profile function in (1.6). When 1/α > 1 or 1/(τ − 1) > 1,
then G∞ is connected and each vertex has infinite degree almost surely [31]. A white color within the
square means that the model is subcritical for each value p,β in (1.4) [27].

(b) Phase-diagrams of ζ = ζ(σ, τ ) for fixed values of α in (1.6), plotted as a function of 1/(τ − 1) on
the x-axis and σ/(τ − 1) on the y-axis. The identity line y = x corresponds to models using kernel
κprod ≡ κ1, the x-axis to models using κstrong ≡ κ0, and the cross-diagonal x + y = 1 to models using
κpa ≡ κτ−2. The origin captures models with κtriv ≡ κ0. Observe that ζhl (blue) is never dominant
above the diagonal y ≥ x (equivalently, σ ≥ 1), while ζhh (red) is never dominant below the
cross-diagonal x + y = 1 (equivalently, σ ≤ τ − 2). In the quadrant x + y ≥ 1, y ≤ x all four
exponents “compete” for dominance.

FIG. 1. Phase diagrams of the (conjectured) cluster-size decay for kernel-based spatial random graphs. Theo-
rem 2.1 proves the upper bound in the red regions, and the lower bounds above the x + y ≥ 1 line on Figure 1b,
for all four colors simultaneously, with logarithmic correction terms on phase boundary lines.

A general conjecture. The connection to the downward vertex boundary gives the method
to prove lower bounds. However, upper bounds do not follow from this intuition, and the
challenge there is to handle components that are delocalized in space. Relating back to (Goal),
we state our conjecture for KSRGs in Definition 1.2 in general.
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TABLE 1
Models belonging to the KSRG framework, their vertex sets, kernels, profiles, and their value ζ�. Empty

horizontal lines separate models with different kernels

Model V Kernel Profile ζ�

Bond-percolation on Zd [30] Zd κtriv 
thr ζshort
Random geometric graph [54] PPP 
thr ζshort
Long-range percolation [58] Zd 
α max(ζll, ζshort)

Continuum long-range percolation [3] PPP 
α max(ζll, ζshort)

Scale-free percolation [18] Zd κprod, κ1 
α max(ζhh, ζll, ζshort)

Continuum scale-free percolation [20] PPP 
α max(ζhh, ζll, ζshort)

Geometric inhomogeneous random graph [11] PPP 
α , 
thr max(ζhh, ζll, ζshort)

Hyperbolic random graph [45] PPP 
thr ζhh

Age-dependent random connection model [24] PPP κpa, κτ−2 
α , 
thr max(ζhl, ζll, ζshort)

Poisson–Boolean model [23] PPP κsum 
thr ζshort
Soft Poisson–Boolean model [26] PPP 
α max(ζhl, ζll, ζshort)

Scale-free Gilbert graph [32] PPP κstrong, κ1 
thr ζshort

α max(ζhl, ζll, ζshort)

Ultra-small scale-free geometric network [62] Zd κweak, κ0,τ 
thr max(ζhh, ζshort)

Interpolating KSRG PPP κσ 
α , 
thr max(ζll, ζhl, ζhh, ζshort)

CONJECTURE 1.5. Consider a supercritical KSRG. Let ζ� be as in (1.11) and assume
that the parameters are such that ζ� > 0. Then,

− logP0
(
k <
∣∣C(0)
∣∣< ∞)= kζ�±o(1),

P
(
(logn)1/ζ�−o(1) ≤ ∣∣C(2)

n

∣∣≤ (logn)1/ζ�+o(1))→ 1.

Moreover, − logP0(|C(1)
n | < ρn) = nζ�±o(1) for any ρ < P0(0 ↔∞).

Proving this conjecture would achieve (Goal): since ζ� = max((d − 1)/d, ζlong), high-
degree vertices and long-range edges change the surface-tension behavior of the cluster-size
decay only when the downward vertex boundary is dominated by vertices incident to long
edges. This paper and [38] study this region of the parameter space to prove the conjecture for
KSRGs on Poisson-point processes satisfying Assumption 1.3 whenever ζ� > (d − 1)/d and
τ ≥ σ + 1. Here and in [38, 39], we obtain partial results when (d − 1)/d ≥ max(ζll, ζhl, ζhh)

and for KSRGs on Zd . The next section presents the detailed results of this paper that prove
the conjecture for the red regions in Figure 1, of which Theorem 1.1 is a special case.

2. Main results. Recall ζll, ζhl, ζhh, and ζshort from (1.14), (1.16), (1.18), and (1.13),
and that ζ� = max(ζll, ζhl, ζhh, ζshort) by Claim 1.4. Our following results assume parameters
where high–high connections are present, that is, ζhh > 0. This is equivalent to τ ∈ (2,2+σ),
and includes κprod ≡ κ1 when τ ∈ (2,3), as in Theorem 1.1. Whenever ζhh > 0, the model
is supercritical for all p,β > 0 in (1.4) and α > 1, that is, there exists a unique infinite
component C(1)∞ ; see Proposition 5.14 below. We denote the number of dominant connectivity
types by

(2.1) m� := 1{ζ�=ζll} + 1{ζ�=ζhl} + 1{ζ�=ζhh} + 1{ζ�=ζshort}.
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THEOREM 2.1 (Cluster-size decay). Consider a KSRG in dimension d ≥ 1 satisfying
Assumption 1.3 with parameters such that ζhh > 0, that is, α ∈ (1,∞], σ > 0, and τ ∈ (2,2+
σ). There exists a constant A > 0 such that, for all k ≥ 1, the following hold.

(i) For all n ∈ (Ak,∞],
(2.2) P0

(∣∣Cn(0)
∣∣> k,0 /∈ C(1)

n

)≥ exp
(−Akζ�(logk)m�−1).

(ii) If, additionally, τ ≥ σ + 1 and the vertex set is formed by a homogeneous Poisson
point process, then for all n ∈ (k,∞],

P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)≤ exp
(−(1/A)kζhh

)
,(2.3)

(iii) while if τ < σ + 1 and the vertex set is formed by a homogeneous Poisson point
process, then for all n ∈ (k,∞],

P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)≤ exp
(−(1/A)k1/(σ+1−(τ−1)/α)).(2.4)

The next theorem is the analogue of Theorem 2.1 for the size of the second-largest com-
ponent. The following intuition applies: the maximum value of n i.i.d. random variables Xi

with P(Xi ≥ x) = exp(−Θ(xζ )) is of order Θ((logn)1/ζ ). Although the nonlargest cluster
sizes (|Cn(v)|)

v /∈C(1)
n

are not i.i.d., Theorem 2.1 suggests a cluster in Gn of this order.

THEOREM 2.2 (Second-largest component). Consider a KSRG under the same assump-
tions as in Theorem 2.1.

(i) There exist constants A,δ,n0 > 0, such that, for all n ∈ [n0,∞),

P
(∣∣C(2)

n

∣∣≥ (1/A)(logn)1/ζ�/(log logn)(m�−1)/ζ�
)≥ 1 − n−δ.(2.5)

(ii) If τ ≥ σ + 1 and the vertex set is formed by a homogeneous Poisson point process,
then for all δ > 0 there exists A > 0 such that for all n ∈ [1,∞),

(2.6) P
(∣∣C(2)

n

∣∣≤ A(logn)1/ζhh
)≥ 1 − n−δ.

(iii) If τ < σ + 1 and the vertex set is formed by a homogeneous Poisson point process,
then for all δ > 0, there exists A > 0 such that for all n ∈ [1,∞),

(2.7) P
(∣∣C(2)

n

∣∣≤ A(logn)σ+1−(τ−1)/α)≥ 1 − n−δ.

Let us make a few remarks. We believe that the lower bounds in part (i) of both theorems
are sharp. They give rise to Conjecture 1.5. Part (ii) matches part (i) when ζhh is the unique
maximum (this case includes σ ≤ 1 such as κprod, since we assume τ > 2). When the max-
imum is nonunique, we conjecture the lower bound to be sharp. Part (iii) never matches the
lower bound of part (i), which is due to (nonnegligible) technicalities in our proofs, relating
to the degree distributions having a heavier tail exponent than τ −1 [50]. We expect that parts
(ii) and (iii) extend to KSRGs with Zd as a vertex set, but we leave the technicalities out of
this paper to benefit from independence properties of Poisson point processes.

The upper bound of Theorem 2.1 leads to the weak law of large numbers for the size of
the largest component, which was already known for hyperbolic random graphs [22], but not
for geometric inhomogeneous random graphs and continuum scale-free percolation.

COROLLARY 2.3 (Law of large numbers for the giant). Consider a KSRG under the
same assumptions as in Theorem 2.1, with vertex set formed by a homogeneous Poisson point
process. Then,

|C(1)

n |/n
P−→ P0(0 ↔∞) as n →∞.
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The next theorem shows that ζ� also governs the lower tail of large deviations of |C(1)
n |. It

also holds when ζhh ≤ 0, contrary to Theorems 2.1–2.2.

THEOREM 2.4 (Speed of the lower tail of large deviations of the giant). Consider a KSRG
in dimension d ≥ 1 satisfying Assumption 1.3, that is, α ∈ (1,∞], σ ≥ 0, and τ ∈ (2,∞].
There is a constant A > 0 such that, for all ρ > 0 and n ≥ 1,

(2.8) P
(∣∣C(1)

n

∣∣< ρn
)≥ exp

(−(A/ρ) · nζ�(logn)m�−1).
2.1. Discussion and related literature. The event {k < |C(0)| < ∞} is nonmonotone un-

der edge-addition, which makes it challenging to control the geometry of the “outer bound-
ary” of small clusters and the infinite component. Peierls’ argument and Grimmett–Marstrand
dynamic renormalization are popular tools to control the outer boundary in models where
surface tension governs cluster-size decay, such as Bernoulli percolation on Zd [28], and the
Poisson–Boolean model [19]. The recent work [16] combines a static renormalization method
with hypercontractive inequalities to prove surface-tension driven behavior for Bernoulli per-
colation on transitive graphs of polynomial ball growth (when the number of vertices at dis-
tance r from a vertex grows polynomially in r).

We consider here inhomogeneous percolation models on the complete graph of the vertex
set, with correlated edge probabilities dependent on vertex-marks and spatial distance. In this
setting, the vertex boundary of finite boxes is either governed by short edges (surface tension),
or by long edges. Long edges can be one of three “types” depending on the typical degrees or
marks of the end-vertices. The decay exponent ζ� is determined by the dominant edge type.
We focus on parameter settings where the long edges dominate the vertex boundary of finite
boxes, and the ball growth is superpolynomial even after percolation [6, 10, 18, 25, 43]. Due
to these long edges, surface tension is no longer the relevant quantity and the methods above
for graphs with polynomial growth do not give sufficiently strong bounds. Instead, long edges
make connections to a “backbone” of the giant component possible, so the relevant quantity
to control is the “effective” distance from this backbone. We guarantee good distance bounds
by a new method, the cover expansion; see page 1540 above.

Another example where competing phenomena in the boundary lead to phase transitions,
is the growth of long-range first passage percolation on Zd [14] and that of first-passage
percolation on SFP, GIRG, and HRG [44]. In the former, phase transitions occur at α = 2 and
α = 2 + 1/d , and in the latter, phase transitions occur at τ = 3 and α = 2. For the cluster-
size decay, the phase transition in long-range percolation occurs at α = 1 + 1/d; in SFP,
GIRG, and HRG transitions occur at α = τ − 1, α = 1 + 1/d , and when d(α − 1)(τ − 1) =
2α − (τ − 1). Whereas our exponent ζ� is determined by the “bulk” of the vertex boundary,
the transitions in [14, 44] are determined by the presence of “exceptional” edges on the edge
boundary, causing different transition points. Analogously, the phase transitions for graph
distances in KSRGs also differ from those of ζ� of the cluster-size decay [6, 10, 18, 25, 43].

The second-largest component. The study of the second-largest component C(2)
n ties in with

the percolation duality for nonspatial random graphs (Erdős-Rényi random graphs, inhomo-
geneous random graphs [8, 9]), for which P(k < |C(0)| < ∞) decays exponentially in k and
|C(2)

n | is logarithmic in n. For models with underlying geometry, |C(2)
n | was studied for random

geometric graphs, long-range percolation, and hyperbolic random graphs [17, 42, 48, 54, 55].
By introducing the interpolation kernel κσ (see also [50, 60]), this paper uncovers the intricate
connection between |C(2)

n | and the cluster-size decay in inhomogeneous percolation models in
the KSRG class in general, and enables us to prove analogues of Theorems 2.1–2.2 for other
parameters in the follow-up works [38, 39].

Both threshold and soft hyperbolic random graphs (HRG) in [45] are a special case of
Theorems 2.1–2.2: there is an isomorphism between an HRG and a 1-dimensional KSRG
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with a product kernel, that is, σ = 1, τ ∈ (2,3), with threshold HRGs having α =∞ and soft
HRGs having α < ∞; see [11] or [44], Section 9. So, for threshold HRGs the exponent equals
ζHRG := (3 − τ)/2. Theorem 2.2 thus includes the known bound |C(2)

n | = ΘP((logn)2/(3−τ))

in threshold hyperbolic random graphs from [42]. Due to the threshold profile and the under-
lying one-dimensional space, in these graphs all small components are localized. In contrast,
Theorem 2.2 of this paper allows for any α ∈ (1,∞] and any dimension d ∈N. When α < ∞
or d > 1, de-localized small components may be present, and different proof methods are
required for both the lower bound (variational problem; see Section 1.1) and the upper bound
(cover expansion; preventing small-to-large merging; see page 1550 below).

Large deviations for the giant. The lower tail of large deviations for the size of the largest
cluster in supercritical Bernoulli percolation on Zd and random geometric graphs has been
studied in [56, 57], proving P(|C(1)

n |/n < ρ) = exp(−Θ(k(d−1)/d)) for any ρ < θ := P(0 ↔
∞). For models with long edges, the works [6, 7] prove—for sufficiently small ρ > 0—the
upper bounds P(|C(1)

n |/n < ρ) ≤ exp(−Θ(kζ )) with ζ = 2 − α − o(1) for long-range perco-
lation [6] and ζ = ζHRG = (3− τ)/2 for hyperbolic random graphs [7] using renormalization
techniques. Theorem 2.4 here gives the lower bound for the same event for models in the
kernel-based spatial random graph class in general, complementing these previous results,
and making use of the connection to the cluster-size decay. In the follow-up paper [38],
we combine the methods here with renormalization techniques to prove the upper bound
P(|C(1)

n |/n < ρ) ≤ exp(−Θ(nζ�)) for any ρ < θ for KSRGs with ζlong > 0. This gives match-
ing upper and lower bounds outside the phase transition boundaries of ζ�, that is, whenever
m� = 1 in (2.8). The upper tail of large deviations behaves differently: for ρ ∈ (θ,1), [38]
proves that P(|C(1)

n | > ρn) decays polynomially when τ < ∞ and exponentially when τ =∞.

2.2. Organization of the paper. In Section 3 we give an elaborate overview of the proofs.
Section 4 introduces the cover expansion, our main novel technical contribution, required for
the upper bound on |C(2)

n | in Section 5. Only Section 5 restricts to models with ζhh > 0.
Section 6 connects the finite-volume bounds (|C(2)

n |) with the cluster-size decay in the infinite
model, leading to the LLN of |C(1)

n | (Corollary 2.3). Section 7 proves the lower bounds on
|C(2)

n | and on the cluster-size decay, and Theorem 2.4. Sections 5–7 start with a proposition
each. Together, these imply Theorems 2.1 and 2.2, as verified in Section 8.

We only give proofs for KSRGs using the kernel κσ in (1.7) with σ ≥ 0: we restrict to

(2.9) p
(
(xu,wu), (xv,wv)

) :=
⎧⎪⎪⎨⎪⎪⎩

p

(
1 ∧ β

(w1 ∨ w2)(w1 ∧w2)
σ

‖xv − xu‖d

)α

if α < ∞,

p1

{
β

(w1 ∨ w2)(w1 ∧ w2)
σ

‖xv − xu‖d
≥ 1
}

if α =∞.

The proofs for κsum can be directly obtained by using the bound κ0 ≤ κsum in lower bound
estimates and κsum ≤ 2dκ0 in upper bound estimates. Further, we only give proofs for models
with a Poisson point process as vertex set. The extension to Zd , when applicable, follows gen-
erally from replacing concentration bounds for Poisson random variables by concentration for
sums of independent Bernoulli random variables, and by replacing integrals by summations.
When more adaptations are required, we comment on those.

Notation. We write write |S| for the size of a discrete set S . We write Vol(K) for the
Lebesgue measure of a set K ⊆ Rd , ∂K for its boundary, and K∁ := Rd \K for its comple-
ment. We denote the complement of an event A by ¬A. Formally we define a vertex v by a
pair of location and mark, that is, v := (xv,wv), but we will sometimes write v ∈K if xv ∈K.
For two vertices u, v, we write u ∼ v if u is connected by an edge to v in the graph under
consideration (typically G∞), and u ≁ v otherwise. We also write {u, v} for the same (undi-
rected) edge. For a set of vertices S , we write u ∼ S if there exists v ∈ S such that u ∼ v. We
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write X ≽ Y if the random variable X stochastically dominates the random variable Y , that is,
P(X ≥ x) ≥ P(Y ≥ x) for all x ∈R. A random graph G1 = (V1,E1) stochastically dominates
a random graph G2 = (V2,E2) if there exists a coupling such that P(V2 ⊆ V1,E2 ⊆ E1) = 1.
For x ∈ Rd and s ≥ 0, and Q ⊆ Rd , a ≤ b, we introduce notation for boxes of volume s

centered at x, and vertex sets restricted to locations in Q with mark in [a, b):

(2.10)
Λ(x, s) := Λs(x) := x + [−s/21/d, s/21/d]d, Λs := Λs(0),

VQ[a, b) := V ∩ (Q× [a, b)
)
, Vs[a, b) := VΛs [a, b).

Last, we define

(2.11) Gn[a, b) := the subgraph of G induced by vertices in Vn[a, b).

3. Methodology. We first sketch the strategy for upper bound on the size of the second-
largest component, then we explain how to obtain the cluster-size decay from it, and last we
sketch the lower bound. Throughout the outline we assume that (n/k)1/d ∈N.

3.1. Second-largest component. We aim to show an upper bound of the form

(3.1) P
(∣∣C(2)

n

∣∣> k
)≤ (n/k) exp

(−ckζhh
)=: errn,k

for arbitrary values of n ≥ k and some constant c > 0. Such a bound yields (2.6) when sub-
stituting k = A(logn)1/ζhh for a sufficiently large constant A = A(δ) > 0. The proof consists
of four revealment stages, illustrated in Figure 2.

Step 1. Building a backbone. We set whh := Θ(kγhh) with γhh > 0 from (1.17). We partition
the volume-n box Λn into n/k smaller sub-boxes of volume k. In this first revealment step
we only reveal the location and edges between vertices in Vn[whh,2whh), obtaining the graph
Gn,1 := Gn[whh,2whh). We show that Gn,1 contains a connected component Cbb that contains
Θ(kζhh) many vertices in each subbox, that we call backbone vertices. We show that this
event—say Abb—has probability at least 1 − errn,k . We do this by ordering the subboxes so
that subboxes with consecutive indices share a (d − 1)-dimensional face, and by iteratively
connecting Θ(kζhh) many vertices in the next subbox to the component we already built,
combined with a union bound over all subboxes. The event Abb ensures us to show that
independently for all v ∈ Vn[2whh,∞), regardless of their locations,

(3.2) P
(
v ∼ Cbb|Abb, v ∈ Vn[2whh,∞)

)≥ 1/2.

We call vertices in Vn[2whh,∞) connector vertices. If α < ∞, not all connector vertices will
connect to the backbone, that is, the 1/2 in (3.2) cannot be improved to 1.

FIG. 2. Upper bound. The y-axis represents marks, the x-axis represents space. After Steps 1 and 2 there is
a component C� containing the backbone that is connected to some small components from Gn[1,whh). After
Step 3, the unsure-connectors are revealed: there is small-to-large merging; some unsure-connectors connect to
the backbone. After Step 4, each component of size at least k merged with the largest component via a sure-
connector; unmerged small components and unsure-connectors outside C(1)

n remain all of size at most k.
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Step 2: Revealing low-mark vertices. We now also reveal all vertices with mark in [1,whh),
and all their incident edges to Gn,1 and towards each other, that is, the graph Gn,2 :=
Gn[1,2whh) ⊇ Gn,1.

Step 3: Pre-sampling randomness to avoid merging of smaller components. To show (3.1),
in the fourth revealment stage below we must avoid small-to-large merging: when the edges
to/from some v ∈ Vn[2whh,∞) are revealed, a set of small components, each of size at most
k, could merge into a component of size at least k without connecting to the giant compo-
nent. If we simply revealed Vn[2whh,∞) after Step 2, (3.2) would not be sufficient to show
that small-to-large merging occurs with probability at most 1 − errn,k . So, we pre-sample
randomness: we split Vn[2whh,∞) into two PPPs:

Vn[2whh,∞) = V (sure)
n [2whh,∞)∪ V (unsure)

n [2whh,∞),

where V (sure)
n [2whh,∞), V (unsure)

n [2whh,∞) are independent PPPs with equal intensity: using
(3.2) and helping random variables that encode the presence of edges, we pre-sample whether
a connector vertex connects for sure to Cbb by at least one edge; forming V (sure)

n [2whh,∞). Ver-
tices in V (unsure)

n [2whh,∞) might still connect to Cbb since 1/2 is only a lower bound in (3.2),
but we ignore that information. We crucially use the property that thinning a PPP yields two
independent PPPs. The adaptation of our technique to lattices as vertex set seems nontrivial
due to this step. We reveal now V (unsure)

n [2whh,∞). Let Gn,3 ⊇ Gn,2 be the graph induced on
the vertex set

(3.3) Vn,3 := Vn[1,2whh)∪ V (unsure)
n [2whh,∞).

Step 4: Cover expansion, a volume-based argument. We now reveal V (sure)
n [2whh,∞) and

merge all components of size at least k with the largest component in Gn,3 with probability at
least 1 − errn,k . Small-to-large merging cannot happen since vertices in V (sure)

n [2whh,∞) all
connect to Cbb. We argue how to obtain (3.1).

Step 4a: Not too dense components via proper cover. For a component C ⊆ Gn,3, the proper
cover Kn(C) ⊆ Λn is the union of volume-1 boxes centered at the vertices of C (the formal
definition below is slightly different). Fixing a constant δ > 0, we call C not too dense if

(3.4) Vol
(
Kn(C)

)≥ δ|C|.
Using the connectivity function p in (2.9), each pair of vertices within constant distance is
connected by an edge with constant probability. Since whh = Θ(kγhh), there exists k0 such
that, for any k ≥ k0 and any pair of vertices u ∈ Vn,3 in (3.3) and v ∈ V (sure)

n [2whh,∞) within
the same volume-1 box,

(3.5) p(u, v) ≥ p/2.

Using this bound and that V (sure)
n [2whh,∞) is a PPP, when |C| > k, with probability at least

1 − errn,k , at least Θ(kζhh) many vertices of V (sure)
n [2whh,∞) fall inside Kn(C) and at least

one of them connects to C by an edge. Since these vertices belong to V (sure)
n [2whh,∞), they

connect to Cbb by construction, merging C with the component containing Cbb.

Step 4b: Too dense components via cover expansion. We still need to handle compo-
nents C ⊆ Gn,3 with |C| > k that do not satisfy (3.4). These may exist (outside the com-
ponent of Cbb) since the PPP Vn contains dense areas, for example, volume-one balls with
Θ((logn)/ log logn) vertices. We introduce a deterministic algorithm which works for any
vertex set provided that there are no “large” areas containing atypically many vertices. The
definition of “large” depends on whh = whh(σ, τ ); a homogeneous Poisson point process sat-
isfies this property with probability at least 1− errn,k as long as τ ≥ σ + 1. When τ < σ + 1,
it is at this step that we obtain a slightly worse error bound.
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The cover-expansion algorithm outputs for any (deterministic) set L of at least k vertices a
set Kexp(L) ⊂Rd , called the cover-expansion of L, that satisfies bounds similar to (3.4) and
(3.5). In the design of the set Kexp(L) we quantify how far a connector vertex may fall from
a too dense subset L′ ⊆ L, while still ensuring connection probability at least p/2 to the set
L′. We apply this algorithm with L= C for components of size at least k of Gn,3 that do not
satisfy (3.4) and do not contain Cbb. The remainder of the proof is identical to Step 4a. Steps
4a, 4b, and a union bound over all components of size at least k in Gn,3 yield (3.1).

3.2. Subexponential decay, upper bound. Consider k fixed. We obtain the cluster-size
decay (2.3) for any n ∈ [k,nk] with nk = exp(Θ(kζhh)) by substituting nk into (3.1). To extend
it to larger n, we first identify the lowest mark w(n) such that all vertices with mark at least
w(n) belong to the giant component C(1)

n ⊆ Gn with sufficiently high probability (in n). Then
we embed Λnk

in Λn and show that

(3.6)
P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)
≤ P
(∣∣C(2)

nk

∣∣> k
)+ P
(
C(1)

nk
⊈ C(1)

n

)+ P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n ,
∣∣Cnk

(0)
∣∣< k
)
.

The first term on the right-hand side has the right error bound by (3.1). We relate the second
term to the event that for some ñ ∈ (nk, n] there is no polynomially-sized largest component
or the second-largest component is too large. The event in the third term implies that one of
the at most k vertices in Cnk

(0) has an edge of length Ω(n
1/d
k /k), which will have probability

at most errnk,k , since these vertices have mark at most w(nk).

3.3. Lower bound. For the subexponential decay, we compute the probability of a spe-
cific event satisfying k ≤ |C(0)| < ∞. We draw a ball B of volume Θ(k) around the origin,
and compute an optimally suppressed mark-profile: the PPP V must fall below a (d + 1)-
dimensional mark-surface M := {(x, f (x)), x ∈ Rd}, that is, wv ≤ f (xv) must hold for all
(xv,wv) ∈ V . We write {V ≤M} for this event. The value of f (x) is increasing in ‖x − ∂B‖
since high-mark vertices close to ∂B are most likely to have edges crossing ∂B. M is op-
timized so that P(V ≤ M) ∼ P(B ≁ B∁|V ≤ M), where {B ≁ B∁} is the event that there is
no edge present between vertices in B and those in its complement. Both events occur with
probability exp(−Θ(kζ�)), (up to logarithmic correction factors in the exponent on phase
boundaries of ζ�). We then find an isolated component of size at least k inside B using a tech-
nique that works when ζhh > 0. We use a boxing scheme to extend this argument to the lower
bound on |C(2)

n |, similar to [42]. We use another boxing argument to bound P(|C(1)
n | < ρn)

from below.

4. The cover-expansion algorithm. The goal of this section is to develop the cover-
expansion technique in Step 4b of Section 3.1. The statements apply also to KSRGs on vertex
sets other than a PPP. First we define a desired property for a set of vertices based on their
spatial locations. Recall the definition Λs(x) = Λ(x, s) from (2.10). Throughout this section,
we often identify vertices with their locations and ignore their marks. Slightly abusing no-
tation, when L is a set of location of vertices we write v ∼ L for v having an edge to the
corresponding set of vertices.

DEFINITION 4.1 (s-expandable point-set). Let S ⊂Rd be a discrete set of points in Rd ,
and s > 0. We call S s-expandable if for all x ∈ Zd and all s′ ≥ s,∣∣S ∩ Λs′(x)

∣∣/s′ ≤ e.
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A discrete set S ⊂ Rd is s-expandable if there are no large boxes with too high ratio
of number of vertices in S in the box compared to its volume. In particular, the definition
enforces |S∩Λn| ≤ en. Moreover, if S is s-expandable, then any subset of S is s-expandable;
last, if S is s-expandable, then S is also s̃-expandable for any s̃ ≥ s. The next proposition
solves the problem of too dense components in space; cf. (3.4).

PROPOSITION 4.2 (Covers and expansions for s-expandable sets). Consider a KSRG
in dimension d ≥ 1 satisfying Assumption 1.3 on a (arbitrary) marked vertex set V =
{(xv,wv)}v∈V . For a given w > (2ddd/2/β ∨ 1), define s(w) > 0 as

(4.1) s(w) := (2dβw
)1/(1−1/α)

.

Given n, assume that s(w) ≤ n, and L⊆ Λn is the set of locations of any s(w)-expandable
set of vertices. Then there is a set Kn(L) ⊆ Λn with

(4.2) Vol
(
Kn(L)

)≥ 1

24d+1edd/2 |L|,
such that any v ∈Kn(L) × [w,∞) connects by an edge to {(xu,wu) : xu ∈ L} independently
with probability at least p/2, that is,

(4.3) P
(
v ∼ L|{(xu,wu) : xu ∈ L

}∪ {v} ⊆ V
)≥ p/2.

The independence here means that the connection to L of any set of vertices in Kn(L) ×
[w,∞) dominates independent Bernoulli random variables with success probability p/2,
regardless of the marks of vertices in L, and the exact location and mark of v, as long as
it belongs to the set Kn(L) × [w,∞). We use two constructions for the set Kn(L). If L is
not too dense (see (3.4)), we will use a proper cover (see Definition 4.6 below). If, however,
the points of L are densely concentrated in small areas, we will use a new (deterministic)
algorithm, the cover-expansion algorithm, producing an expanded cover (see Definition 4.7
below) that still satisfies the connection probability in (4.3). This will prove Proposition 4.2.
We start with some preliminaries.

DEFINITION 4.3 (Cells in a volume-n box). Let B̃z be a box of volume 1 centered around
z ∈ Zd . For any two neighboring boxes B̃z, B̃z′ , allocate the shared boundary ∂B̃z ∩ ∂B̃z′
to precisely one of the boxes (in an arbitrary but fixed way). For each u ∈ Zd such that
u /∈ Λn but B̃u ∩ Λn �= ∅, let z(u) := arg min{‖u − z‖ : z ∈ Λn ∩ Zd}, and then define for
each z ∈ Zd ∩ Λn the cell of z as

Bz := (B̃z ∩ Λn) ∪
( ⋃

u∈Zd :z(u)=z

(B̃u ∩ Λn)

)
.

In words, boxes that have their center inside Λn but are not fully contained in Λn are
truncated, while boxes that have their centers outside Λn but intersect Λn are merged with the
closest box with center inside Λn. At every point of Λn at most 2d cells are merged together,
and only 1/2 of the radius in each coordinate can be truncated. Thus, for each cell Bz,

(4.4) sup
{‖x − y‖ : x, y ∈ Bz

}≤ 2
√

d; and 2−d ≤ Vol(Bz) ≤ 2d .

DEFINITION 4.4 (Notation for cells containing vertices). Let L ⊆ Λn be (a subset of)
the locations of the vertex realization V . Let {Bzi

}m′
i=1 be the cells with L ∩ Bzi

�= ∅. Let

Li := L∩ Bzi
, �i := |Li | and L := |L| =∑m′

i=1 �i .
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We will distinguish two cases for the arrangement of the vertices among the cells: either
the number of cells is linear in the number of vertices, or there is a positive fraction of all
cells that all contain “many” vertices. The next combinatorial claim makes this precise.

CLAIM 4.5 (Pigeon-hole principle for cells). Let δ ∈ (0,1), ν ≥ 1, and �1, . . . , �m′ ≥ 1
integers such that

∑
i≤m′ �i = L. If m′ < L(1 − δ)/ν then

(4.5) ∃I ⊆ [m′] : ∀i ∈ I : �i ≥ ν, and
∑
i∈I

�i ≥ δL.

PROOF. Assume by contradiction that δ, ν, �1, . . . , �m′ are such that m′ < L(1 − δ)/ν

holds but (4.5) does not hold. Let J := {j : �j < ν} ⊆ [m′] and let J ∁ := [m′]\J . Then
∀i ∈ J ∁ : �i ≥ ν and hence

∑
j∈J ∁ �j < δL, as we assumed the opposite of (4.5). Since the

total sum is L, this implies that
∑

j∈J �j ≥ (1 − δ)L. Moreover, since �j < ν for j ∈ J , it
must hold that m′ ≥ |J | ≥ (1 − δ)L/ν, which then contradicts that m′ < L(1 − δ)/ν. □

We define the first possibility for the set Kn(L), which is inspired by Claim 4.5 with
ν = edd/223d and δ = 1/2.

DEFINITION 4.6 (Proper cover). We say that L admits a proper cover if m′ ≥
|L|/(2edd/223d) in Definition 4.4, and we define the cover of L as

K(prop.)
n (L) := ⋃

i∈[m′]
Bzi

satisfying Vol
(
K(prop.)

n

)≥ 1

dd/2e24d+1 |L|.

By (4.4), ν = edd/223d , and δ = 1/2, hence, we obtain the desired volume bound on the
right-hand side above, establishing (4.2) for sets admitting a proper cover. Moreover, consider
now (xv,wv) ∈ (Bzi

∩L)×[1,∞) and u := (xu,wu) ∈ Bzi
×[w,∞) with Bzi

⊆K(prop.)
n . Then

‖xu − xv‖ ≤ 2
√

d by (4.4). Since we assumed w ≥ (2ddd/2/β ∨ 1) above (4.1), using (2.9)
and (1.7),

(4.6) p(u, v) ≥ p
(
1 ∧ (βκσ (w,1)/(2

√
d)d
))α ≥ p

(
1 ∧ ((2ddd/2/β ∨ 1

)
β/(2

√
d)d
))α ≥ p.

This shows (4.3) for sets admitting a proper cover. The argument for α =∞ is similar.
In what follows we treat sets L that do not admit a proper cover, that is, when L is con-

tained in too few cells. We define an “expanded” cover, which we obtain after applying a
suitable volume-increasing procedure—the cover expansion algorithm—to

⋃
i∈[m′] Bzi

that
we explain at the end of the section.

4.1. Cover expansion. In this section we assume that L does not admit a proper cover. By
Claim 4.5, and re-indexing cells in Definition 4.4, without loss of generality we may assume
that I = [m] ⊆ [m′] satisfies (4.5) with ν = edd/223d and δ = 1/2. We use Λ(x, s) in (2.10)
here for the box of volume s centered at x ∈Rd .

DEFINITION 4.7 (Cover expansion). Let L be a set of vertex locations that does not
admit a proper cover as in Definitions 4.4 and 4.6. Let [m] := {j : �j ≥ edd/223d} ⊆ [m′]
satisfy (4.5) with ν = edd/223d and δ = 1/2. The cover allocation is defined as a subset of
labels J (�) ⊆ [m] and corresponding boxes (B

(�)

j )j∈J (�) ⊂Rd , centered at (zj )j∈J (�) , together

with an allocation
��→ of the cells Bzi

: i ≤ m to these boxes, with

(4.7) Cells(�)

j := ⋃
i≤m

{
i : Bzi

��→ B
(�)

j

}
,

satisfying the following properties:
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(disj.) the boxes (B
(�)

j )j∈J (�) are pairwise disjoint sets in Rd ;
(vol.) for all j ∈ J (�); we have

(4.8) B
(�)

j = Λ

(
zj ,

1

edd/223d

∑
i∈Cells(�)j

�i

)
, Vol

(
B

(�)

j

)= 1

edd/223d

∑
i∈Cells(�)j

�i;

(near) for each i ∈ [m]; i ∈ Cells(�)

j

(4.9) ‖zi − zj‖d ≤ dd/2 Vol
(
B

(�)

j

)
.

We call B
(�)

j the expanded boxes, and define the cover expansion of L as

(4.10) K(exp)

n (L) := Λn ∩
( ⋃

j∈J (�)

B
(�)

j

)
.

We make a few comments about Definition 4.7: (disj) and (vol) together ensure that the
total volume of the expanded cover is proportional to |L|. Further, (vol) ensures that Vol(B(�)

j )

is proportional to the number of vertices that are in cells allocated to B
(�)

j . Finally, (near)
ensures that the center zi of each cell Bzi

is relatively close to the center of the box to which
it is allocated. The distance between the center of the allocated cells and the center of B

(�)

j is

at most
√

d times the side-length of the box B
(�)

j . In particular if B
(�)

j contains many vertices
of L and it is thus large, this distance can be also large.

PROPOSITION 4.8 (Every set has either a proper cover or a cover expansion). Assume L
does not admit a proper cover defined in Definition 4.6. Then there exists a cover expansion
of L in the sense of Definition 4.7. Further, if L is n-expandable then the total volume of the
cover expansion of L is linear in |L|, that is,

(4.11) Vol
(
K(exp)

n (L)
)≥ 1

24d+1edd/2 |L|.

We defer the proof of existence of K(exp)
n (L) to the end of the section. Assuming that a

cover expansion exists, we show now a few important properties. After that, we show how
Proposition 4.2 follows from Proposition 4.8.

OBSERVATION 4.9 (Cover-expansion properties). Consider the cover expansion of a set
L that does not admit a proper cover according to Definition 4.6.

(i) Every expanded box has volume at least 1, that is, for all j ∈ J (�), Vol(B(�)

j ) ≥ 1.

(ii) For any cell with Bzi

��→ B
(�)

j ,

sup
{‖xu − xv‖ : xu ∈ Li , xv ∈ B

(�)

j

}≤ 4
√

d Vol
(
B

(�)

j

)1/d
.

(iii) For every box B
(�)

j , there exists a box B ′
j centered at zj such that

(4.12) Vol
(
B ′

j

)= dd/223d Vol
(
B

(�)

j

)
, and

∣∣L∩ B ′
j

∣∣≥ e Vol
(
B ′

j

)
.

(iv) If L is (additionally) s-expandable for some s ≤ n, then for all j ∈ J (�)

(4.13) Vol
(
B

(�)

j

)≤ d−d/22−3ds.

(v) If L is n-expandable, then the total volume of a cover expansion is linear in |L|, that
is, (4.11) holds.
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PROOF. Part (i) is a consequence of Definition 4.7: every cell with label at most m has
�i ≥ edd/223d , so by (vol), that is, (4.8), Observation (i) follows.

For part (ii) we apply the triangle inequality: since xu ∈ Li , xu is in Bzi
, and so by

(4.4), ‖xu − zi‖ ≤ 2
√

d; and by (4.9) ‖zi − zj‖ ≤ √
d Vol(B(�)

j )1/d ; hence ‖xu − zj‖ ≤
2
√

d +√
d Vol(B(�)

j )1/d . Also, for any xv ∈ B
(�)

j , ‖zj − xv‖ ≤ (
√

d/2)Vol(B(�)

j )1/d by (4.8).

Combining these bounds and using Vol(B(�)

j )1/d ≥ 1 yields

‖xu − xv‖ ≤ 2
√

d + (3
√

d/2)Vol
(
B

(�)

j

)1/d ≤ (7
√

d/2)Vol
(
B

(�)

j

)1/d ≤ 4
√

d Vol
(
B

(�)

j

)1/d
,

and part (ii) follows. For part (iii), note that part (ii) applied to u ∈ Li ⊂ Bzi
and zj , yields

sup
i∈Cells(�)j

{‖xu − zj‖ : xu ∈ Li

}≤ 4
√

d Vol
(
B

(�)

j

)1/d
.

Consequently, the box B ′
j centered at zj of volume Vol(B ′

j ) = dd/223d Vol(B(�)

j ) contains all

u ∈ Li with i ∈ Cells(�)

j . Hence, using (4.8), we obtain

(4.14)
∣∣L∩ B ′

j

∣∣≥ ∑
i∈Cells(�)j

�i = edd/223d Vol
(
B

(�)

j

)= e Vol
(
B ′

j

)
,

and part (iii) follows. For part (iv), by combining (4.14) with Definition 4.1 we see that L can
only be s-expandable if Vol(B ′

j ) ≤ s. Rearrangement of the first part of (4.12) yields (4.13).
Part (v). Since L is n-expandable, Definition 4.1 implies that |L| ≤ en. By choice of

the boxes in (4.8), B
(�)

j has volume at most n. Therefore, by an argument similar to (4.4),

Vol(B(�)

j ∩ Λn) ≥ 2−d Vol(B(�)

j ) for all j ∈ J (�). Since all boxes of the cover expansion are
disjoint, and each cell is allocated once, (4.8) and (4.10) imply that

Vol
(
K(exp)

n (L)
)= ∑

j∈J (�)

Vol
(
B

(�)

j ∩ Λn

)≥ 2−d
∑

j≤J (�)

Vol
(
B

(�)

j

)

= 1

e24ddd/2

∑
j∈J (�)

∑
i∈Cells(�)j

�i = 1

edd/224d

∑
i≤m

�i ≥ 1

edd/224d+1 |L|,

where the last bound follows by the assumption in Definition 4.7 that �i ≥ edd/223d for i ≤ m,
and the initial assumption that (4.5) in Claim 4.5 holds for [m] with δ = 1/2. □

PROOF OF PROPOSITION 4.2 ASSUMING PROPOSITION 4.8. For sets L that admit a
proper cover, we recall the reasoning below Definition 4.6 (in particular (4.6)) which im-
plies both bounds (4.2) and (4.3) in Proposition 4.2. Let L be an s-expandable set that
does not admit a proper cover. Let K(exp)

n be a cover-expansion of L given by the boxes
(B

(�)

j )j∈J (�) ,J (�) ⊆ [m] and an allocation
��→ of the initial cells (Bzi

)i∈[m] to these boxes.
The existence of this cover expansion is guaranteed by Proposition 4.8. The volume bound
(4.2) follows from (4.11) in Proposition 4.8. Hence, it only remains to verify (4.3).

Let u = (xu,wu) ∈ K(exp)
n × [w,∞). By (disj), and (4.10), there exists j ∈ J (�) such that

xu ∈ B
(�)

j . Recall from (4.7) that Cells(�)

j are the cells allocated to B
(�)

j , and from Definition 4.4

that Li = L ∩ Bzi
. Let now L(�)

j :=⋃
i∈Cells(�)j

Li . Recall the formula of the connection prob-

ability from (2.9).
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Case (1): α < ∞. By Observation 4.9(ii) for any v = (xv,wv) ∈ L(�)

j × [1,∞), and any

(xu,wu) ∈ B
(�)

j × [w,∞), using the lower bounds for the marks, we obtain using (2.9) that

p(u, v) = p

(
1 ∧ β

κσ (wu,wv)

‖xv − xu‖d

)α

≥ p

(
1 ∧ βw

(4
√

d)d Vol(B(�)

j )

)α

=: r.

By (4.8), |L(�)

j | =∑
i∈Cells(�)j

�i = edd/223d Vol(B(�)

j ). Hence, we have

P
(
(xu,wu) ≁ L(�)

j

∣∣{(xu,wu) : xu ∈ L
}∪ {v} ⊆ V

)
≤ (1 − r)

edd/223d Vol(B(�)
j )

≤ exp
(−pedd/223d(Vol

(
B

(�)

j

)∧ βαwα(4
√

d)−αd Vol
(
B

(�)

j

)1−α))
.

Take now s = s(w) = (2dβw)1/(1−1/α). Since α ≥ 1, and L is s-expandable, we can use the
upper bound in (4.13) on Vol(B(�)

j ) to bound the second term in the minimum on the right-

hand side of the last row, and we use Vol(B(�)

j ) ≥ 1 by Observation 4.9(i) to bound the first
term. We obtain

P
(
(xu,wu) ≁ L(�)

j

∣∣{(xu,wu) : xu ∈ L
}∪ {v} ⊆ V

)
≤ exp

(−pe
(
dd/223d ∧ dd/223dβαwα(4

√
d)−αds1−α(d−d/22−3d)1−α))

= exp
(−pe · ((dd/223d)∧ ((2dβ

)α
wαs1−α)))≤ exp(−ep) ≤ 1 − p/2,

where we used in the last row that dd/223d > 1, the definition of s and also that the bound on
w in (4.1) ensures that the second term inside the minimum is at least 1, and that exp(−ep) ≤
1 − p/2 for p ∈ [0,1]. This concludes the proposition for α < ∞.

Case (2): α = ∞. Using the same bounds as for α < ∞ on the distance, mark, and vol-
ume of boxes, but now (2.9) for α = ∞, for any u = (xu,wu) ∈ B

(�)

j × [w,∞) and any

v = (xv,wv) ∈ L(�)

j × [1,∞) that

p
(
(xu,wu), (xv,wv)

)≥ p1
{
βw ≥ (4

√
d)d Vol

(
B

(�)
j

)}≥ p1
{
βw ≥ (4

√
d)dd−d/22−3ds

}
= p1

{
βw ≥ 2−ds

}= p > p/2,

where in the one-but-last step we used (4.1), finishing the proof of α =∞. □

The case α = ∞ does not use of the size of L(�)

j , and only requires a single vertex in it,
which is intuitive considering the threshold nature of p in (2.9). It remains to prove Proposi-
tion 4.8, which is the content of the following subsection.

4.2. The cover-expansion algorithm. Now we give the algorithm producing the cover
expansion of a set L without a proper cover, thence, proving Proposition 4.8.

Setup for the algorithm. Recall the notation from Definitions 4.4 and 4.7. Throughout,
we will assume that L does not admit a proper cover in Definition 4.6 and that (Bzi

: i ∈ [m])
are the cells satisfying (4.5). Contrary to Definition 4.7, which allocates the initial cells Bzi

to boxes B
(�)

j , the algorithm allocates the labels i, i ≤ m of the initial cells Bzi
towards each

other in discrete rounds r ∈ N. We write i
r�→ j to indicate that label i is allocated to label j

in the allocation of round r . We also write
r�→:= {(i, j) : i r�→ j

}
i≤m, Cells(r)

j := ⋃
i≤m

{i : i r�→ j}, J (r) := {j : Cells(r)

j �=∅
}
.
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In each round r ≥ 0, the boxes {B(r)

j }j∈J (r) , and the centers of these boxes are completely

determined by
r�→ by the formula

(4.15) B
(r)

j := Λ

(
zj ,

1

edd/223d

∑
i∈Cells(r)j

�i

)
for j ∈ J (r),

where Λ(x, s) is a box of volume s centered at x ∈Rd ; see (2.10). Since label j corresponds
to center zj across different rounds, by slightly abusing notation we also write Bzi

r�→ B
(r)

j

if and only if i
r�→ j . We say that

r�→ satisfies one (or more) conditions in Definition 4.7 if
(B

(r)

j )j∈J (r) with allocation
r�→ satisfies the condition(s).

The algorithm starts with the identity as initial allocation
0�→ that induces possibly over-

lapping boxes B
(0)

1 , . . . ,B(0)
m ; we will show that

0�→ already satisfies (near) and (vol.) of
Definition 4.7. In each stage the algorithm attempts to remove an overlap—a nonempty
intersection—between a pair of boxes by re-allocating a few cell labels, while maintaining
properties (near) and (vol.); we achieve (disj) in the last round r�. The last round r� < ∞
corresponds to the final output, by setting J (�) := J (r�);B(�)

j := B
(r�)

j and defining Bzi

��→ B
(�)

j

iff i
r��→ j .

The cover-expansion algorithm.

(input) (Bzi
)i∈[m] and Li = L∩ Bzi

satisfying (4.5) with ν = edd/223d and δ = 1/2.

(init.) Set r := 0, and allocate j
0�→ j for all j ≤ m.

(while) If (B
(r)

j )j∈J (r) in (4.15) are all pairwise disjoint, set r� := r ; and return J (�) := J (r�);

B
(�)

j := B
(r�)

j and
��→:= r��→.

Otherwise, let j1(r) ∈ J (r) be the label corresponding to the largest box B
(r)

j1(r)
with an overlap with some other box in round r , and let j2(r) be the label of the
largest box that overlaps with B

(r)

j1(r)
(using an arbitrary tie-breaking rule). Define

(4.16)
I (r)

1 := Cells(r)
j2(r)

∩ {i : ‖zi − zj1(r)‖ ≤√
d Vol
(
B

(r)

j1(r)

)1/d}
i≤m,

I (r)

2 := Cells(r)
j2(r)

\ I (r)

1 .

Then we define
r+1�→ by only re-allocating labels in Cells(r)

j2(r)
as follows:

(i) for i ∈ I (r)

1 we allocate i
r+1�→ j1(r), that is, the labels of cells that are suffi-

ciently close to the center of B
(r)

j1(r)
in order to satisfy (4.9) are re-allocated to j1(r);

(ii) for i ∈ I (r)

2 we allocate i
r+1�→ i, that is, the labels of cells in Cells(r)

j2(r)
that are

potentially too far away from the center of B
(r+1)

j1(r)
are re-allocated back to themselves;

(iii) for i ∈ [m] \ (Cells(r)

j2
), we set i

r+1�→ k if and only if i
r�→ k (i.e.,

r+1�→ agrees

with
r�→ outside labels in Cells(r)

j2(r)
).

Increase r by one and repeat (while).

We make an immediate observation.

OBSERVATION 4.10. In each iteration of (while), I (r)

1 in (4.16) is always nonempty.
Moreover,

(4.17) Vol
(
B

(r+1)

j1(r)

)− Vol
(
B

(r)

j1(r)

)≥ 1.
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PROOF. It can be shown inductively that j
r�→ j holds for all j ∈ J (r). Since the boxes

B
(r)

j1(r)
and B

(r)

j2(r)
overlap, the distance of their centers ‖zj2(r) − zj1(r)‖ is at most the diameter

of B
(r)

j1(r)
, which is

√
d Vol(B(r)

j1(r)
)1/d . Hence, j2(r) ∈ I(r)

1 and so we re-allocate j2(r) to j1(r)

in round r + 1. Since each cell contains �i ≥ edd/223d many vertices by the assumption in
(input), we obtain by (4.15)

Vol
(
B

(r+1)

j1(r)

)− Vol
(
B

(r)

j1(r)

)≥ �j2(r)

edd/223d
≥ 1. □

PROOF OF PROPOSITION 4.8. Once having shown that a cover expansion of L exists,
the bound on its volume (4.11) holds by Observation 4.9(v). So it remains to show that the
algorithm produces in finitely many rounds an output satisfying all conditions of a cover
expansion in Definition 4.7.

The algorithm stops in finitely many rounds. We argue using a monotonicity argument. We
say that a vector a = (a1, . . . , am) ∈ Rm is nonincreasing if ai ≥ ai+1 for all i ≤ m − 1. We
use the lexicographic ordering for nonincreasing vectors a,b ∈Rm: let a >L b if there exists
a coordinate j ≤ m such that a� = b� for all � < j and a� > b� for � = j .

For all r ∈ N, J (r) ⊆ [m], and hence, m(r) := |J (r)| ≤ m. Let a(r) ∈ Rm be the nonincreas-
ing vector of the re-ordered (Vol(B(r)

j ))j∈J (r) appended with (m − m(r))-many zeroes. By

Observation 4.10, the entry corresponding to Vol(B(r)

j1(r)
) in a(r) increases in a(r+1) by at least

1. Moreover, the entry corresponding to Vol(B(r)

j2(r)
) increases the entry Vol(B(r)

j1(r)
), and the

rest of its volume “crumbles” into smaller volumes, since labels in I (r)

2 ) will be re-allocated to
themselves. Since by definition, j1(r) corresponds to the largest box among (B

(r)

j )j∈J (r) that

has an overlap with some other box, so also Vol(B(r)

j2(r)
) ≤ Vol(B(r)

j1(r)
), and the allocation of

labels except those in Cells(r)

j2(r)
remains unchanged, these together imply that a(r+1) >L a(r).

Finally, for any r and any j ∈ J (r), Vol(B(r)

j ) ≤ |L|/(edd/223d) =: b by (4.8), implying that
for all r , (b, . . . , b) >L a(r). So, (a(r))r≥0 is an increasing bounded sequence with respect to
>L, with an increase of at least 1 per step by (4.17). Hence, (a(r))r≥0 converges and attains
its limit after finitely many rounds, that is, r� < ∞.

The output corresponds to a cover expansion. We now prove that the output J (�),
��→ and

the corresponding boxes in (4.15) satisfy the conditions of Definition 4.7. By the stopping
condition in step (while) of the algorithm, (B

(�)

j )j∈J (�) satisfy (disj.), and by their definition
in (4.15), also (vol.). We need to still verify (near). We show this by induction: initially,

for (B
(0)

j )j∈J (0) ,
0�→, (near) holds, since in (init.) all labels are allocated to themselves, so

Cells(0)

j = {j}, and thus the left-hand side in (4.9) is 0. Assume then r > 0. We prove that

(near) holds for
r+1�→ , assuming that it holds for

r�→. Recall from (while) that j1(r) is the label of
the largest box that has an overlap; j2(r) is the label of the largest box overlapping with B

(r)

j1(r)
;

by (4.16), I (r)

1 is the set of labels in Cells(r)

j2(r)
re-allocated to j1(r), and I (r)

2 = Cells(r)

j2(r)
\ I (r)

1
is the set labels allocated in round r to j2(r), and in round r +1 to themselves. We distinguish
between four cases for the proof of the inductive step:

• Assume i /∈ (Cells(r)
j1(r)

∪ Cells(r)
j2(r)

) and let k be such that i
r+1�→ k. By (while) part (iii),

Cells(r+1)

k = Cells(r)

k , so by the induction hypothesis, (4.9) holds for
r+1�→ .

• Assume i ∈ Cells(r)

j1(r)
. By (4.17), B

(r)

j1(r)
⊊ B

(r+1)

j1(r)
as the volume increases by at least one

while the centers of the boxes agree. Since ‖zi − zj1(r)‖d ≤ dd/2 Vol(B(r)

j1(r)
) by the in-
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duction hypothesis, it follows that ‖zi − zj1(r+1)‖d ≤ dd/2 Vol(B(r+1)

j1(r)
), implying (4.9) for

r+1�→ .
• Assume i ∈ Cells(r)

j2(r)
∩I (r)

1 . The definition of I (r)

1 in (4.16) forces that ‖zi −zj1(r)‖ satisfies
(4.9).

• Assume i ∈ I (r)

2 = Cells(r)

j2
\ I (r)

1 : (4.9) holds for the same reason as for the base case, that

is, since i
r+1�→ i, ‖zi − zi‖ = 0 trivially satisfies (4.9).

Having all possible cases covered, this finishes the proof of the induction. Since r� < ∞, this
finishes the proof of Proposition 4.8. □

4.3. Poisson point processes are expandable. We end this section by showing that
a Poisson point process is typically s-expandable for s sufficiently large. Recall Λn =
[−n1/d/2, n1/d/2]d .

LEMMA 4.11 (PPPs are expandable). Let Γ be a Poisson point process on Rd equipped
with an absolutely continuous intensity measure μ such that μ(dx) ≤ Leb(dx). Then there
exists a constant C4.11 > 0 such that, for any s ≥ 4/(e − 2),

P(Γ ∩ Λn is not s-expandable) ≤ C4.11n exp(−s/3).

PROOF. Using stochastic domination of point processes, without loss of generality we
can assume that Γ has intensity measure Leb(dx). Let us define R(s) := {̃s ∈ N : s̃ ≥ s}. We
first show that when s ≥ 4(e − 2),

(4.18) {Γ ∩ Λn is s-expandable} ⊆ {∀x ∈ Zd ∩ Λn, s̃ ∈ R(s) : ∣∣Γ ∩ Λs̃(x)
∣∣≤ 2s̃

}
.

Indeed, if the bound on the right-hand side holds for all s̃ ∈ R(s), then for any s′ ∈ (s̃, s̃ + 1),∣∣Γ ∩ Λs′(x)
∣∣≤ ∣∣Γ ∩ Λs̃+1(x)

∣∣≤ 2(s̃ + 1) ≤ 2
(
s′ + 2

)≤ es′

whenever s′ ≥ 4/(e − 2). We consider the complements of the events in (4.18). By a union
bound over the at most n possible centers of the boxes in Λn, and by translation invariance
of Leb, we thus obtain

(4.19)

P(Γ ∩ Λn is not s-expandable) = P
(∃x ∈ Zd ∩ Λn,∃s̃ ∈ R(s) : ∣∣Γ ∩ Λs̃(x)

∣∣≥ 2s̃
)

≤ n
∑

s̃∈R(s)

P
(|Γ ∩ Λs̃ | ≥ 2s̃

)
.

Since the intensity of Γ is equal to one, each summand on the right-hand side is at most
exp(−(2 log 2 − 1)s̃) ≤ exp(−s̃/3) by Lemma A.1. We obtain for the summation in (4.19)
for some constant C4.11 > 0,

P(Γ ∩ Λn is not s-expandable) ≤ n
∑

s̃∈N:s̃≥s

exp(−s̃/3) ≤ C4.11n exp(−s/3).
□

5. Upper bound: Second-largest component. The main goal of this section is to prove
the following proposition for general values of n and k, which readily implies Theorem 2.2(ii-
iii), that is, (2.6) and (2.7). Recall ζhh = 1 − γhh(τ − 1) from (1.18). We restrict ourselves to
the parameter setting of Theorem 2.1, which assumes ζhh > 0, and corresponds to τ ∈ (2,2+
σ). Moreover, below we will use independence properties of Poisson point processes, and
therefore restrict to such vertex sets: we generate the marked vertex set V = {(xv,wv)}v∈V

from Definition 1.2 with i.i.d. marks following distribution FW in (1.5) in Assumption 1.3 as
a marked Poisson point process on Rd × [1,∞) with intensity measure

(5.1) μτ (dx × dw) := Leb ⊗ FW(dw) = dx × (τ − 1)w−τ dw.
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We use this construction throughout the paper and in particular in parts of this section. Some
subresults in this section also hold for KSRGs with vertex set on Zd and can be obtained by
replacing concentration inequalities for Poisson random variables by Chernoff bounds. We
leave these adaptations to the reader but include them in the statements.

PROPOSITION 5.1. Consider a KSRG under the same assumptions as in Theorem 2.1,
with vertex set formed by a homogeneous Poisson point process. For τ ≥ σ + 1, there exists
a constant c5.1 > 0 such that, for all n ≥ k ≥ 1,

(5.2) P
(∣∣C(2)

n

∣∣> k
)≤ n exp

(−c5.1k
ζhh
)
.

For τ < σ + 1, the inequality holds with exponent 1/(σ + 1 − (τ − 1)/α) in place of ζhh.

We follow the steps of the methodology from Section 3.1. The bulk of the work is to
establish Steps 1 and 3 there, since we already developed the cover expansion of Step 4 in
Section 4. We first introduce some notation. We aim to partition the box Λn into disjoint
subboxes of (roughly) volume k. Define

(5.3) n′ := k
⌊
(n/k)1/d⌋d .

The box Λn′ ⊆ Λn is the largest box inside Λn that can be partitioned into n′/k disjoint
subboxes of volume exactly k (boundaries are allocated uniquely, as in Definition 4.3). Let
the boxes of this partitioning of Λn′ be Q1, . . . ,Qn′/k , labeled so that Qi shares a boundary
(i.e., a (d − 1)-dimensional face) with Qi+1 for all i < n′/k. Define for each u = (xu,wu) ∈
Vn ⊆ Λn,

(5.4) Q(u) := arg min
Qi

‖xu −Qi‖,

with the convention that ‖xu −Qi‖ = 0 if xu ∈Qi , and take the box with the smallest index
if the minimum is nonunique. Similar to (4.4), we observe that for any point u ∈ Vn ⊂ Λn

(5.5) sup
y∈Q(u)

‖xu − y‖ ≤ 2
√

dk1/d .

5.1. Step 1. Construction of the backbone. Recall the definition of Gn[a, b) from (2.11).
We first show that, for some whh = whh(k), the graph Gn,1 := Gn[whh,2whh) contains a so-
called backbone, a connected component Cbb that contains at least sk = Θ(kζhh) vertices in
every subbox. For λ > 1, let 
λ be the survival probability of a Bienaymé–Galton–Watson
branching process with Poi(λ) offspring distribution. Then let λ�(1/2) be the mean offspring
when 
λ�(1/2) = 1/2. Using β from Definition 1.2 and α > 1 from Assumption 1.3, define
the (small) constant C1 to be the solution of the equation

(p/16)βα2−αdd−αd/2C
−((1+σ)α−(τ−1))/(τ−1)
1 = max

(
log 2, λ�(1/2)

)
if α < ∞,(5.6)

βC
−(1+σ)/(τ−1)
1 d−d/22−d−2σ = 1 if α =∞.(5.7)

We set, with γhh from (1.17),

(5.8)
whh := whh(k) := C

−1/(τ−1)
1 kγhh,

sk := (C1/16)k1−γhh(τ−1) = (C1/16)kζhh = kw
−(τ−1)
hh /16.

To avoid cumbersome notation, we often assume that sk ∈N. Let us define k1 as the smallest
nonnegative number satisfying

(5.9) (1 − p)C1k
ζhh
1 /16 = (1 − p)sk ≤ 1/2.
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Recall the notation VQ[a, b) from (2.10). Let

(5.10) Abb :=Abb(n, k) :=
{Gn,1 contains a connected component Cbb(n, k) s.t.

for all i ≤ (n′/k
) : ∣∣VQi

[whh,2whh) ∩ Cbb
∣∣≥ sk

}
.

On Abb, let Cbb := Cbb(n, k), the backbone, be the largest component in Gn[whh,2whh) that
satisfies the event Abb. In the following lemma we obtain a lower bound on the probability
that there exists a backbone.

LEMMA 5.2 (Backbone construction). Consider a KSRG under the same assumptions as
in Theorem 2.1, in particular τ ∈ (2,2 + σ), with vertex set either formed by a homogeneous
Poisson point process or Zd . There exist constants c5.2 = c5.2(p,β, d,α, τ, σ ) > 0 such that,
for k ≥ k1 and all n satisfying n ≥ k,

(5.11) P
(¬Abb(n, k)

)≤ 3(n/k) exp
(−c5.2k

ζhh
)
.

PROOF. Towards proving (5.11), we reveal Vn[whh,2whh), that is, only the vertex set of
Gn,1, and define

(5.12) Apoi := {∀i ≤ n′/k : ∣∣VQi
[whh,2whh)

∣∣≥ 4sk
}
.

On Apoi, every box contains enough vertices in Gn,1. Reveal now the edges of Gn,1 only within
the box Q1: let H be the induced subgraph of Gn,1 on VQ1[whh,2whh), and define

(5.13) Ainit := {H contains a connected component Cinit with |Cinit| ≥ sk
}
.

Then

(5.14) P(¬Abb) ≤ P(¬Apoi)+ P(¬Ainit|Apoi) + P(¬Abb|Ainit ∩Apoi).

We first bound P(¬Apoi) from above. The distribution of |VQi
[whh,2whh)| is Poisson with

mean kw
−(τ−1)
hh (1 − 2−(τ−1)) = 16(1 − 2−(τ−1))sk ≥ 8sk by (5.1), (5.8) and since τ ≥ 2.

Lemma A.1 yields

P
(∣∣VQi

[whh,2whh
)∣∣≤ 4sk) ≤ P

(
Poi(8sk) < 4sk

)≤ exp
(−4sk

(
1 − (log 2)

))
.

Since 1 − (log 2) ≥ 1/4, by a union bound over the at most n′/k ≤ n/k subboxes we get

(5.15) P(¬Apoi) ≤ (n/k) exp(−sk).

We will next show an upper bound on the third term on the right-hand side in (5.14). For this,
we iteratively “construct” a backbone. The subboxes Q1, . . . ,Qn′/k are ordered so that Qi

and Qi+1 share a boundary for all i. On Ainit, we know that H inside Q1 contains a connected
component Cinit with at least sk many vertices. We now reveal edges between Q1 and Q2, and
bound the probability that there are at least sk many vertices in Q2 that are connected by an
edge to Cinit: denote this set of vertices by Ṽ2. Next, we apply the same bound to show that at
least sk many vertices in Q3 connect by an edge to Ṽ2, and so on. Hence, for i ≥ 1, we need
to analyze the probability that a vertex in Qi+1 connects to a vertex in Ṽi , conditionally on
|Ṽi | ≥ sk . Since by assumption τ < 2+ σ , by definition of γhh in (1.17) for all τ < 2+ σ and
α ≤∞,

(5.16) 1 − (1 + σ)γhh ≥ 0, and 2 + σ − τ > 0.

The Euclidean distance between vertices in neighboring boxes is at most 2
√

dk1/d (twice the
diameter of a single box), and all considered vertices have mark at least whh. When α =∞,
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we use that γhh = 1/(1+σ) (see (1.17)) and so w1+σ
hh /k = C

−(σ+1)/(τ−1)
1 by (5.8). We obtain

using C1 from (5.7), p in (2.9), that for any u = (xu,wu) ∈ VQi+1[whh,2whh),

(5.17)
P
(
(xu,wu) ∼ Ṽi ||Ṽi | ≥ sk,Apoi

)≥ 1 −
(

1 − p1

{
βw1+σ

hh

(2
√

d)dk
≥ 1
})sk

= 1 − (1 − p)sk ≥ 1/2,

for all k ≥ k1 by (5.9). When α < ∞, using p in (2.9) for u ∈Q�+1 with wu ≥ whh, either the
minimum is at 1 below in (5.18) (in which case the right-hand side of (5.17) remains valid)
or, the minimum in p is attained at the second term below: then we substitute sk from (5.8),

P
(
(xu,wu) ∼ Ṽi ||Ṽ�| ≥ sk,Apoi

)
≥ 1 − (1 − p

(
1 ∧ β(2

√
d)−dw1+σ

hh k−1)α)sk
= 1 − (1 − pβα(2

√
d)−αdw

(1+σ)α
hh k−α)kw

−(τ−1)
hh /16

≥ 1 − exp
(−(p/16)βα(2

√
d)−αdw

(1+σ)α−(τ−1)
hh k1−α).

(5.18)

By choice of whh, and γhh in (5.8), and (1.17), respectively, factors containing k cancel, and
using the formula for C1 in (5.6) we arrive at

(5.19)
P
(
u ∼ Ṽi ||Ṽi | ≥ sk,Apoi

)≥ 1 − exp
(−(p/16)βα(2

√
d)−αdC

1−(1+σ)α/(τ−1)
1

)
≥ 1/2.

Combining (5.19) with (5.17), we obtain a lower bound of 1/2 for all α > 1 for any u ∈
VQi+1[whh,2whh). On Apoi (see (5.12)) there are at least 4sk vertices in VQi+1[whh,2whh).
Each of these vertices connects conditionally independently by an edge to vertices in Ṽi with
probability at least 1/2, so for all i ≥ 1,

P
(|Ṽi+1| ≥ sk||Ṽi | ≥ sk,Apoi

)≥ P
(
Bin(4sk,1/2) ≥ sk

)≥ 1 − exp(−sk/4),

where the last bound follows by Chernoff’s bound; see, for example, [36], Theorem 2.1. By
a union bound over the at most n′/k subboxes, we obtain

(5.20) P(¬Abb|Ainit ∩Apoi) ≤ (n′/k
)

exp(−sk/4) ≤ (n/k) exp(−sk/4).

We will use this for the last term in (5.14), and (5.15) to bound the first term. It remains to
bound the second term, P(¬Ainit|Apoi), with Ainit from (5.13). For this we show that the
graph H1 induced on VQ1[whh,2whh) stochastically dominates a supercritical Erdős–Rényi
random graph with mean degree at least λ�(1/2). We write ER(m,q) for an Erdős–Rényi
random graph on m vertices with connection probability q . Indeed, on the event Apoi there
are at least 4sk vertices in VQ1[whh,2whh). Arbitrarily pick 4sk of them. Any two of those
vertices, say (xu,wu) and (xv,wv), are within distance

√
dk1/d , the diameter of Qi . So when

α = ∞, the same calculation as in (5.17) shows that they are connected with probability p,
so the graph on VQi

[whh,2whh) dominates ER(4sk,p). Using (2.9), for α < ∞,

p
(
(xu,wu), (xv,wv)

)≥ p
(
1 ∧ (βw1+σ

hh /
(
dd/2k

)))α
.

If the minimum is at the first term, then again the graph on VQ1[whh,2whh) dominates
ER(4sk,p). Otherwise, if the minimum is at the second term, we compute the mean degree
using (5.8):

4d−αd/2sk · pβαw
(1+σ)α
hh k−α = (p/4)βαd−αd/2k1−αw

(1+σ)α−(τ−1)
hh

= (p/4)βαd−αd/2C
−((1+σ)α−(τ−1))/(τ−1)
1 ≥ λ�(1/2),
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by the definition of C1 in (5.6), since the powers of k cancelled each other. Hence, H ≽
ER(4sk), λ�(1/2)/(4sk)) = ER�, and the size of the largest connected component in H, de-
noted by C(1) below, stochastically dominates the size of the largest component in ER�. We
apply a large-deviation principle for the size of the giant component in ERRGs obtained by
O’Connell [53], see also [5]. Denote by C(1)(m,λ/m) the largest component of ER(m,λ/m),
and recall that ρλ is the survival probability of a Bienaymé–Galton–Watson branching pro-
cess with Poi(λ) offspring. By [53], Theorem 3.1, for every λ > 1 and ε̃ > 0, there exists a
constant cλ > 0 such that, for each m ≥ 1,

P
(∣∣C(1)(m,λ/m)

∣∣< (1 − ε̃)
λm
)≤ exp(−cλm).

Now, recall that by definition of λ�(1/2), the survival probability of the branching process is
1/2. Applying the previous inequality with ε̃ = 1/2 to C(1), we obtain that

P
(∣∣C(1)

(
4sk, λ�(1/2)

)∣∣≤ 1

2

λ�(1/2)(4sk)

)
= P
(∣∣C(1)
(
4sk, λ�(1/2)

)∣∣≤ sk
)

≤ exp(−cλ�(1/2)4sk).

Since the number of boxes is n′/k = �(n/k)1/d�d ≥ 1 whenever n ≥ k, we get

P(¬Ainit|Apoi) ≤ P
(
C(1)
(
4sk, λ�(1/2)

)≤ sk|Apoi
)≤ exp(−cλ�(1/2)4sk).

When combined with (5.14), (5.15), and (5.20), and that sk = kζhh(C1/16) in (5.8), this yields
the statement of the lemma in (5.11). □

We will end Step 1 with a claim that shows (3.2). We start by introducing a notation for
the construction of the graph Gn that facilitates later steps. We recall the definition of KSRG
from Definition 1.2. Given the vertex set V , it is standard practice to use independent uniform
random variables to facilitate couplings with the edge set. This definition here is more general
and allows for other auxiliary random variables as well, leading to different distributions on
graphs. This will be useful later.

DEFINITION 5.3 (Graph encoding). Let V ⊂ Rd × [1,∞) be a discrete set and assume
that ΨV = {ϕu,v : ϕu,v ∈ [0,1], {u, v} ∈ (V2)} is a collection of random variables given V . For a
given connectivity function p : (Rd × [1,∞))2 →[0,1], we call G′ = (V ′,E ′) the (sub)graph
encoded by (V,ΨV ,p) if V ′ = V and for all {u, v} ∈ (V2), with u = (xu,wu), v = (xv,wv),

(5.21)
{{u, v} ∈ E ′} ⇐⇒ {

ϕu,v ≤ p
(
(xu,wu), (xv,wv)

)}
.

Given V in (5.1), and p from (2.9), let ΨV be a collection of independent Unif[0,1] random
variables given V . G∞ in Definition 1.2 is then the graph encoded by (V,ΨV ,p). Writing
Ψn[a, b) := {ϕu,v ∈ ΨV : {u, v} ∈ (Vn[a,b)

2

)} and Ψn := Ψn[1,∞), Gn in (2.11) is then the
graph encoded by (Vn,Ψn,p).

An immediate corollary is the following.

COROLLARY 5.4. Assume G̃, Ĝ are two random graphs, encoded respectively by
(Ṽ, Ψ̃,p), and (V̂, Ψ̂,p) for respective point processes Ṽ , V̂ on Rd × [1,∞) using the same
connectivity function p. If (Ṽ, Ψ̃) and (V̂, Ψ̂) have the same law then the encoded graphs G̃
and Ĝ also have the same law.
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The collection of (conditionally) independent uniform variables Ψn = {ϕu,v : {u, v} ∈ (Vn

2

)}
and the connectivity function p determine the presence of edges in Gn. By (5.21), if ϕu,v ≤
r ≤ p(u, v) for some r > 0, then {u ∼ v}. Writing Q(u) for the box containing or closest
to u ∈ Vn (see (5.4)), let vu(1), vu(2), . . . , vu(sk), . . . denote the vertices in Q(u) ∩ Cbb, in
decreasing order with respect to their marks. Let

(5.22) S(u) := {vu(1), . . . , vu(sk)
}
.

CLAIM 5.5 (Connections to the backbone). Consider a KSRG under the same assump-
tions as in Theorem 2.1, with vertex set either a homogeneous Poisson point process or
Zd . Fix n ≥ k for any k ≥ k1 in (5.9) and assume Gn,1 satisfies the event Abb(n, k).
Let Ψn = {ϕu,v : {u, v} ∈ (Vn

2

)} be a collection of i.i.d. Unif[0,1] random variables and
rk := 1 − 2−1/sk . Then, for all u ∈ Vn[2whh(k),∞) and v ∈ S(u), p(u, v) ≥ rk and

(5.23) P
(∀v ∈ S(u) : ϕu,v > rk|Gn,1,Abb

)= P
(∃v ∈ S(u) : ϕu,v ≤ rk|Gn,1,Abb

)= 1/2.

PROOF. On the event Abb, Cbb ⊆ Gn,1 satisfies (5.10) and in particular S(u) in (5.22) is
well-defined and has size sk . Since {ϕu,v} is a collection of i.i.d. Unif[0,1] random variables
(cf. Definition 5.3), one must set rk := 1 − 2−1/sk for (5.23) to hold. Hence, it only remains
to show p(u, v) ≥ rk in the statement. We show this somewhat implicitly, using calculations
we did around (5.17)–(5.19).

With Q(u) and S(u) from (5.4) and (5.22), respectively, by (5.5), every u ∈ Vn[2whh,∞)

is at distance at most 2
√

dk1/d from any vertex in v ∈ S(u). Since wu ≥ 2whh ≥ whh, and
|S(u)| = sk , the computations (5.17)–(5.19) carry word-by-word through with Ṽi replaced by
S(u), obtaining

P
(
u ∼ S(u)|Gn,1,Vn,Abb

)= 1 − ∏
v∈S(u)

(
1 − p(u, v)

)≥ 1 − (1 − zk)
sk ≥ 1/2,

with zk either equaling p in the right-hand side of (5.17) or the appropriate expression in the
right-hand side of (5.18), that bounds individually each p(u, v) from below. Following now
the calculations towards (5.19) ensures that in both cases zk ≥ 1 − 2−1/sk . The assumption
k ≥ k1 in (5.9) is needed when zk = p, and it implies that rk ≤ p; see around (5.17). □

5.2. Step 2. Revealing low-mark vertices. Having established that Gn,1 contains a back-
bone with the right error probability, we define Gn,2 := Gn[1,2whh) ⊇ Gn,1.

5.3. Step 3. Presampling the vertices connecting to the backbone. We make Step 3 of
Section 3.1 precise now. Step 3 ensures that during Step 4 below no small-to-large merging
occurs when revealing the connector vertices of Vn[2whh,∞). That is, components of size
smaller than k do not merge into a larger component via edges to a vertex v ∈ Vn[2whh,∞)

that is not connected to the backbone Cbb (Cbb will be contained in the giant component of
Gn). So, we partially pre-sample some randomness that encodes the presence of some edges.

For a pair n, k, we now present the alternative graph-encoding Ĝn of KSRGs (cf. Def-
initions 1.2 and 5.3) and verify that Ĝn and Gn in Definition 1.2 have the same law. The
difference between the encoding in Definition 5.3 and the construction of Ĝn is that in the
latter the edge-variables ϕu,v are no longer independent Unif[0,1] random variables, but are
sampled from a suitable (conditional) joint distribution, whenever u ∈ Vn[2whh(k),∞) and
v ∈ S(u) from (5.22). Recall rk = 1 − 2−1/sk from Claim 5.5, with whh(k) := whh and sk
defined in (5.8).
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DEFINITION 5.6 (Alternative graph construction). Fix n and k. Consider the subgraph
Gn,2 = Gn[1,2whh(k)) of Gn from Definition 1.2, on a vertex set formed by a homoge-
neous Poisson point process. Assume Gn,2 is encoded by (Vn[1,2whh),Ψn[1,2whh),p).
Let V̂ (unsure)

n [2whh,∞) and V̂ (sure)
n [2whh,∞) be two independent Poisson point processes on

Λn × [2whh,∞), each with intensity (1/2)Leb ⊗ FW(dw), with FW as in (5.1). Define

(5.24) V̂n[2whh,∞) := V̂ (unsure)
n [2whh,∞)∪ V̂ (sure)

n [2whh,∞).

Let Σn := {Uu,v : u ∈ V̂n[2whh,∞), v ∈ Vn[1,2whh) ∪ V̂n[2whh,∞)} be a collection of i.i.d.
Unif[0,1] random variables (conditionally on these PPPs).

(i) If Gn,1 = Gn[whh,2whh) ⊆ Gn,2 does not satisfy the event Abb in (5.10), then set Ψ̂n :=
Ψn[1,2whh) ∪ Σn in Definition 5.3 to construct Ĝn ⊇ Gn,2 on Vn[1,2whh) ∪ V̂n[2whh,∞),
that is,

Ĝn := (Vn[1,2whh) ∪ V̂n[2whh,∞),Ψn[1,2whh) ∪ Σn,p
)
.

(ii) If Gn,1 ⊆ Gn,2 satisfies the event Abb, then we construct Ĝn ⊇ Gn,2 conditionally on
Gn,2 as follows. For each u ∈ V̂n[2whh,∞) in (5.24), the set of vertices S(u) ⊆ Vn[1,2whh)

is a deterministic function of Gn,1 ⊆ Gn,2, given by (5.22). Let

(5.25)

Ψ̂(iid,unsure)
n := {Uu,v : u ∈ V̂ (unsure)

n [2whh,∞),

v ∈ V̂ (unsure)
n [2whh,∞)∪ Vn[1,2whh) \ S(u)

}
,

Ψ̂(iid,sure)
n := {Uu,v : u ∈ V̂ (sure)

n [2whh,∞),

v ∈ V̂ (sure)
n [2whh,∞)∪ Vn[1,2whh) \ S(u)

}
,

Ψ̂(iid,both)

n := {Uu,v : u ∈ V̂ (sure)
n [2whh,∞), v ∈ V̂ (unsure)

n [2whh,∞)
}

be disjoint subsets of Σn, and write Ψ̂(iid)
n := Ψ̂(iid,unsure)

n ∪ Ψ̂(iid,sure)
n ∪ Ψ̂(iid,both)

n for the union.
Conditionally on V̂ (unsure)

n [2whh,∞), V̂ (sure)
n [2whh,∞) and Gn[1,2whh), define also the collec-

tions of random variables

Ψ̂(cond,unsure)
n := {ϕ̂u,v : u ∈ V̂ (unsure)

n [2whh,∞), v ∈ S(u)
}
,(5.26)

Ψ̂(cond,sure)
n := {ϕ̂u,v : u ∈ V̂ (sure)

n [2whh,∞), v ∈ S(u)
}
,(5.27)

so that for different vertices u1, u2 ∈ V̂n[2whh,∞), the collections {ϕ̂u1,v}v∈S(u1) and
{ϕ̂u2,v

′ }v′∈S(u2) are independent. The joint distribution of {ϕ̂u,v}v∈S(u) for a single u ∈
V̂ (unsure)

n [2whh,∞) is as follows: for any sequence (zu,v)v∈S(u) ∈ [0,1]sk of length sk , and
with rk = 1 − 2−1/sk ,

(5.28)
P
(∀v ∈ S(u) : ϕ̂u,v ≤ zu,v|u ∈ V̂ (unsure)

n [2whh,∞)
)

:= P
(∀v ∈ S(u) : Uu,v ≤ zu,v|∀v ∈ S(u) : Uu,v > rk

)
.

Similarly we define the joint distribution of {ϕ̂u,v}v∈S(u) for a single u ∈ V̂ (sure)
n [2whh,∞) as

follows: for any sequence (zu,v)v∈S(u) ∈ [0,1]sk of length sk ,

(5.29)
P
(∀v ∈ S(u) : ϕ̂u,v ≤ zu,v|u ∈ V̂ (sure)

n [2whh,∞)
)

:= P
(∀v ∈ S(u) : Uu,v ≤ zu,v|∃v ∈ S(u) : Uu,v ≤ rk

)
.

We define Ĝn as the graph encoded by (V̂n, Ψ̂n,p), where

(5.30)
V̂n := Vn[1,2whh)∪ V̂ (unsure)

n [2whh,∞)∪ V̂ (sure)
n [2whh,∞),

Ψ̂n := Ψn[1,2whh) ∪ Ψ̂(iid)

n ∪ Ψ̂(cond,unsure)
n ∪ Ψ̂(cond,sure)

n .
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An immediate corollary is the following statement.

COROLLARY 5.7. Consider a KSRG Ĝn from Definition 5.6 for some n, k. On the event
Abb(n, k), every vertex in V̂ (sure)

n [2whh,∞) is connected by an edge to Cbb(n, k) in Ĝn.

PROOF. The conditioning in (5.29) guarantees that for each u ∈ V̂ (sure)
n [2whh,∞) at

least one ϕ̂u,v ≤ rk occurs among the edge-variables {ϕ̂u,v : v ∈ S(u)}, where S(u) ⊆ Cbb;
see (5.22). Then since ϕ̂u,v ≤ rk ≤ p(u, v) holds by Claim 5.5, this ensures that {u, v} is in
the edge set of Ĝn by the graph-encoding in Definition 5.3. □

PROPOSITION 5.8. Fix a connectivity function p. The law of the random graph Ĝn in
Definition 5.6 is identical to the law of the random graph Gn in Definition 1.2.

PROOF. By Corollary 5.4 it is sufficient to show that (V̂n, Ψ̂n) defined in (5.30) has
the same distribution as (Vn,Ψn) from Definitions 1.2 and 5.3. By (5.30) in Definition 5.6,
the graph Gn,2 spanned on Vn[1,2whh) ⊆ V̂n is determined by Ψn[1,2whh) = {ϕu,v : u, v ∈
Vn[1,2whh)} in Definition 5.3. Thus Gn,2 has the same distribution both in Definition 5.3 and
in Definition 5.6.

(i) If now Ψn[1,2whh) is such that the graph Gn,2 does not satisfy the event Abb, by (i)
of Definition 5.6, the statement holds since both {ϕu,v} and {Uu,v} are i.i.d. uniforms when-
ever u ∈ V̂n[2whh,∞), that is, Ψ̂n \ Ψn[1,2whh) = Σn and Ψn \ Ψn[1,2whh) have the same
distribution.

(ii) If Ψn[1,2whh) is such that the graph Gn,2 does satisfy the event Abb, then we work con-
ditionally on a realization of the graph Gn,2 = (Vn[1,2whh),Ψn[1,2whh),p), and also on the
coupled realization of the PPPs Vn[2whh,∞) = V̂n[2whh,∞). Let us define the conditional
probability measure (of the edges) under the coupling by

(5.31) P�(·) := P
(·|Gn,2,Vn[2whh,∞)

)= P
(·|Gn,2,unlabeled V̂n[2whh,∞)

)
,

where in the conditioning we do not reveal to which sub-PPP (either V̂ (sure)
n [2whh,∞) or

V̂ (unsure)
n [2whh,∞)) a vertex in V̂n[2whh,∞) belongs to. Using Ψ̂n from (5.30) and Ψ̂(iid)

n ⊆ Σn

from (5.25) (containing independent copies Uu,v of Unif[0,1] random variables, like Ψ in
Definition 5.3), we see that variables in Ψn \ Ψn[1,2whh) and Ψ̂n \ Ψn[1,2whh) also share
the same (joint) law of i.i.d. Unif[0,1] whenever u and v are such u ∈ V̂n[2whh,∞) and that
v /∈ S(u). Moreover, in (5.26)–(5.27), the collections {ϕ̂u,v}v∈S(u) are independent across

u for different vertices u ∈ V̂n[2whh,∞). So for Ĝn
d= Gn it remains to show that for any

u ∈ V̂n[2whh,∞) = Vn[2whh,∞), under the measure P�,

(5.32)
{
ϕu,v, v ∈ S(u)

} d= {ϕ̂u,v, v ∈ S(u)
}
.

We first analyze the distribution of the left-hand side, that is, ϕu,v being i.i.d. from Defini-
tion 5.3. Let (zu,v)v∈S(u) ∈ [0,1]sk be any sequence of length sk . By Claim 5.5, and the law
of total probability

P�(∀v ∈ S(u) : ϕu,v ≤ zu,v

)
= (1/2)P�(∀v ∈ S(u) : ϕu,v ≤ zu,v|∀v ∈ S(u) : ϕu,v > rk

)
+ (1/2)P�(∀v ∈ S(u) : ϕu,v ≤ zu,v|∃v ∈ S(u) : ϕu,v ≤ rk

)
.

(5.33)

We now analyze the right-hand side in (5.32). By the construction in (5.24), V̂n[2whh,∞)

is the union of two i.i.d. sub-PPPs. Under P� in (5.31) we did not reveal to which sub-PPP
vertices belong to. Hence, for each u ∈ V̂n[2whh,∞), independently of each other

P�(u ∈ V̂ (unsure)
n [2whh,∞)|u ∈ V̂n[2whh,∞)

)
= P�(u ∈ V̂ (sure)

n [2whh,∞)|u ∈ V̂n[2whh,∞)
)= 1/2.



CLUSTER-SIZE DECAY IN SUPERCRITICAL KSRGS 1567

Thus, by the law of total probability, and using the distributions of (ϕ̂u,v)v∈S(u) given
by (5.28), (5.29),

P�(∀v ∈ S(u) : ϕ̂u,v ≤ zu,v

)= (1/2)P�(∀v ∈ S(u) : ϕ̂u,v ≤ zu,v|u ∈ V̂ (unsure)
n [2whh,∞)

)
+ (1/2)P�(∀v ∈ S(u) : ϕ̂u,v ≤ zu,v|u ∈ V̂ (sure)

n [2whh,∞)
)

= (1/2)P�(∀v ∈ S(u) : Uu,v ≤ zu,v|∀v ∈ S(u) : Uu,v > rk
)

+ (1/2)P�(∀v ∈ S(u) : Uu,v ≤ zu,v|∃v ∈ S(u) : Uu,v ≤ rk
)
.

(5.34)

Note that {Uu,v}u,v and {ϕu,v}u,v are both sets of independent Unif[0,1] random variables by
Definitions 5.6 and 5.3, respectively. Hence, (5.32) follows by combining (5.33) and (5.34).

□

For the remainder of this section, we construct Gn following Definition 5.6 and write

Vn[2whh,∞) := V (unsure)
n [2whh,∞)∪ V (sure)

n [2whh,∞)

as the union of two independent PPPs of equal intensity, such that if Gn,2 = G[1,2whh) satis-
fies Abb in (5.10), each vertex in V (sure)

n [2whh,∞) connects by an edge to Cbb by Corollary 5.7.
To finish Step 3, on the event Abb, we define Gn,3 := (Vn,3,Ψn,3,p), with

(5.35)
Vn,3 := Vn[1,2whh)∪ V (unsure)

n [2hh,∞),

Ψn,3 := Ψn[1,2whh)∪ Ψ̂(iid,unsure)
n ∪ Ψ̂(cond,unsure)

n ,

that is, the graph spanned on Vn,3. We call the vertices in V (sure)
n [2whh,∞) sure-connector

vertices. If the event Abb does not hold then we say that the construction failed and we leave
Gn,3 undefined.

5.4. Step 4. Cover expansion. In this step, we ensure that all components of size at least
k of Gn,3 merge with the giant component of Gn via edges towards sure-connector vertices,
with error probability errn,k from (3.1). The next lemma proves this using the cover-expansion
technique of Section 4. The notion of expandability is from Definition 4.1, and recall s(w)

from (4.1) that describes the necessary “expandability parameter” in Proposition 4.2, and whh
from (5.8). Define k2 as

(5.36) k2 := min
{
k ∈N : 2whh(k) = 2C

−1/(τ−1)
1 kγhh >

(
2ddd/2/β ∨ 1

)}
so that the function s(·) is defined at 2whh. Slightly abusing notation, we say that a vertex set
V is s-expandable if the set of locations (xu)u∈V is s-expandable. Define

(5.37) Aexp :=Aexp(n, k) := {Vn,3 is s(2whh)-expandable
}
.

Recall that k ≥ k1 in (5.9) is necessary to build the backbone in Lemma 5.2.

LEMMA 5.9 (Cover-expansion). Consider a KSRG under the same assumptions as in
Theorem 2.1, with vertex set a homogeneous Poisson point process. If k ≥ k2, then with s(·)
from (4.1), for some constant c5.9 > 0,

(5.38) P(¬Aexp)) ≤ C4.11n exp
(−s(2whh)/3

)≤ C4.11n exp
(−c5.9k

1/(σ+1−(τ−1)/α)).
Moreover, conditionally on any realization of Gn,3 satisfying Abb ∩Aexp, for all k ≥ (k1 ∨ k2)

in (5.9), (5.36), and any connected component C of Gn,3 with |C| > k,

(5.39) P
(
C ≁ V (sure)

n [2whh,∞)|Gn,3,Abb ∩Aexp) ≤ exp
(−c5.9k

ζhh
)
.
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PROOF. The statement (5.38) follows directly from Lemma 4.11, by computing s(2whh)

using (4.1) and (5.8), and γhh from (1.17):

s(2whh) = (2d+1βC
−1/(τ−1)
1

)1/(1−1/α)
kγhh/(1−1/α) ≤ c5.9k

1/(σ+1−(τ−1)/α).

We proceed to the proof of (5.39). In Proposition 4.2, for a given mark w, the function s(w)

in (4.1) describes the necessary “expandability parameter”, such that all vertices with mark at
least w in Kn(L) connect to any s(w)-expandable set L of vertices with probability at least
p/2. We shall take w := 2whh(k), the lowest possible mark in V (sure)

n . If k ≥ k2 in (5.36), w

satisfies the required lower bound in the statement of Proposition 4.2.
On the event Aexp, Vn,3 is thus s(2whh)-expandable. Since expandability carries through

for subsets of Vn,3 (see below Definition 4.1), any subset of Vn,3 is s(2whh)-expandable.
Hence, Proposition 4.2 is applicable for any set L⊆ Vn,3 and w := 2whh, and guarantees the
existence of a set Kn(L) ⊆ Λn satisfying (4.2) and (4.3).

Consider an arbitrary connected component C of Gn,3 that satisfies |C| > k. With Kn(C)

from Proposition 4.2, we define the set of sure-connector vertices with location in Kn(C)

connected by an edge to C as

(5.40) HC := {v ∈Kn(C) ∩ V (sure)
n [2whh,∞)) : v ∼ C

}
.

Since V (sure)[2whh,∞) is a Poisson process, its cardinality in Kn(C) follows a Poisson distri-
bution. Since each of these vertices connects by an edge independently to C with probability
at least p/2 by (4.3), and an independent thinning of a PPP is another PPP, we obtain using
the intensity measure in Definition 5.6 and the volume bound (4.2) on Kn(C) for |C| > k and
c := (p/4)2−(4d+1)2−(τ−1)d−d/2/e > 0,

P
(|HC| = 0|Gn,3,Abb ∩Aexp

)
≤ P
(
Poi
(
(p/2) · (1/2) · Vol

(
Kn(C)

) · (2whh)
−(τ−1))= 0

)
≤ exp

(−(p/4)Vol
(
Kn(C)

)
(2whh)

−(τ−1)))
≤ exp

(−c · kw
−(τ−1)
hh

)= exp(−16c · sk),
where we used sk from (5.8) in the last step. Since {|HC| > 0} in (5.40) implies that {C ∼
V (sure)

n [2whh,∞)}, this finishes the proof of (5.39) for some constant c5.9 > 0. □

Combining everything: Preventing too large components.

PROOF OF PROPOSITION 5.1. Assume that k ≥ k1 ∨ k2 and n ≥ k holds. We construct
Gn ⊇ Gn,3 following Definition 5.6, where Gn,3 from (5.35) is the subgraph of Gn induced
on Vn,3 = Vn[1,2whh) ∪ V (unsure)

n [2whh,∞). The events Abb in (5.10) and Aexp in (5.37) are
measurable with respect to Gn,3. So, by the law of total probability (taking expectation over
realizations of Gn,3), we obtain

(5.41)
P
(∣∣C(2)

n

∣∣> k
)≤ E
[
1{Abb∩Aexp}P

(∣∣C(2)

n

∣∣> k|Gn,3,Aexp ∩Abb
)]

+ P(¬Abb)+ P(¬Aexp).

Lemma 5.2 applies since k ≥ k1, n ≥ k, so P(¬Abb) ≤ 3(n/k) exp(−c5.2k
ζhh). The bound

(5.38) in Lemma 5.9 applies to the third term since k ≥ k1 ∨ k2. Using (1.18), one may verify
that 1/(σ + 1 − (τ − 1)/α) ≥ ζhh if and only if τ ≥ σ + 1. Thus, for some cexp > 0,

(5.42) P(¬Aexp) ≤ C4.11n exp
(−cexp

(
kζhh1{τ≥σ+1} + 1{τ<σ+1}k1/(σ+1−(τ−1)/α))).

We proceed to bounding the first term in (5.41). The not-yet-revealed vertices after Step 3 are
Vn \ Vn,3 = V (sure)

n [2whh,∞), and by Corollary 5.7 each vertex in V (sure)
n [2whh,∞) connects
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by an edge to Cbb. Thus each component C ⊉ Cbb of Gn,3 either remains the same in Gn or
it merges with the component containing Cbb by connecting to a vertex in V \ Vn,3. If all
components of size at least k in Gn,3 merge with the backbone, then there is at most one
component above size k, and so the second-largest component is not larger than k. Hence,
if the second-largest component has size larger than k, there must be at least one connected
component C of size larger than k in Gn,3 that does not connect by an edge to V (sure)

n [2whh,∞).
Formally, conditionally on Abb and Gn,3, we have

(5.43)
{∣∣C(2)

n

∣∣> k
}⊆ {∃ a component C of Gn,3 with |C| > k : C ≁ V (sure)

n [2whh,∞)
}
.

By a union bound over the at most |Vn,3|/k components of size at least k, (5.39) of Lemma 5.9
yields

E
[
1{Abb∩Aexp}P

(∣∣C(2)

n

∣∣> k|Gn,3,Aexp ∩Abb
)]

≤ E
[
1{Abb∩Aexp}

(|Vn,3|/k
)

exp
(−c5.9k

ζhh
)]≤ (n/k) exp

(−c5.9k
ζhh
)
,

since Vn,3 ⊆ Vn by construction, and E[|Vn|] = n by (5.1). Substituting this bound into (5.41),
and using Lemma 5.2 and (5.42) to bound the second and the third term yields that for k ≥
k1 ∨ k2 and n ≥ k when τ ≥ σ + 1,

(5.44) P
(∣∣C(2)

n

∣∣> k
)≤ (C4.11n+ 3n/k + n/k) exp

(−min(c5.9, c5.2, cexp)k
ζhh
)
.

This finishes the proof of Proposition 5.1 for τ ≥ σ + 1, k ≥ k1 ∨ k2, and n ≥ k. For k <

k1 ∨ k2, (5.2) is trivially satisfied for c5.1 > 0 sufficiently small. Finally, for τ < σ + 1, the
only change is that the bound on P(¬Aexp) in (5.42) becomes the leading order error term in
(5.41), which is of order n exp(−Θ(k1/(σ+1+(τ−1)/α))). □

The backbone: Intermediate results. We state two corollaries of the proof of Proposi-
tion 5.1, and two propositions based on the backbone constructions for later use. We start
with a corollary of the proof of Proposition 5.1.

COROLLARY 5.10 (Backbone becoming part of the giant). Consider a KSRG under the
same assumptions as in Theorem 2.1, with vertex set formed by a homogeneous Poisson point
process. Assume that n > Ak2−ζhh for some constant A = A(σ, τ,α, d,β). Then conditionally
on the graph Gn,2 = Gn[1,2whh) satisfying Abb(n, k) in (5.10), if τ ≥ σ + 1,

(5.45) P
(
Cbb(n, k) ⊈ C(1)

n

∣∣Gn,2,Abb(n, k)
)≤ (n/k) exp

(−c5.1k
ζhh
)
.

For τ < σ + 1, the inequality holds with exponent 1/(σ + 1 − (τ − 1)/α) in place of ζhh.

PROOF. Lemma 5.2 constructs the backbone Cbb, with size at least skn/(2k) ≥ k by def-
inition of sk = Θ(kζhh) in (5.8) and by the lower bound n > Ak2−ζhh . Using the complement
of the event on the right-hand side of (5.43), if all components of size above k of Gn,3 merge
with the backbone, then there is at most one component above size k, which is the component
containing the backbone. The right-hand side of (5.44) exactly bounds this event. □

The next corollary follows from Lemma 5.2. It is not sharp but it yields a useful estimate.

COROLLARY 5.11 (Lower bound on largest component). Consider a KSRG under the
same assumptions as in Theorem 2.1, with vertex set either formed by a homogeneous Pois-
son point process or Zd . For each δ > 0, there exists a constant A > 0 such that for all n

sufficiently large

P
(∣∣C(1)

n

∣∣≤ n(A logn)1−1/ζhh
)≤ n−δ.
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PROOF. If Abb(n, kn) holds for some kn, then the largest component C(1)
n must have

at least the size of the backbone Cbb(n, kn). Setting k = kn = (A logn)1/ζhh in (5.11), the
backbone exists with probability at least 1 − n−δ for A = A(δ) sufficiently large, since
sk = skn = (C1/16)A logn by (5.8). Then its size is at least (n′/k)sk = Θ(n(A logn)1−1/ζhh)

by definition of n′ in (5.3), finishing the proof. □

The next proposition identifies the mark-threshold w so that (with polynomially small
error probability) all vertices with mark above w belong to the largest component C(1)

n .

PROPOSITION 5.12 (Controlling marks of nongiant vertices). Consider a KSRG under
the same assumptions as in Theorem 2.1, in particular τ ∈ (2,2 + σ), with vertex set formed
by a homogeneous Poisson point process. When τ ≥ σ + 1, for all δ > 0, there exists Mδ > 0
such that, for w(n, δ) = (Mδ logn)(1−σγhh)/ζhh ,

(5.46) P
(∃u ∈ Vn[w(n, δ),∞) : u /∈ C(1)

n ) ≤ n−δ.

When τ < σ + 1, the same bound holds with w(n, δ) = (Mδ logn)(1−σγhh)(σ+1−(τ−1)/α).

PROOF SKETCH. We give the detailed proof in the Appendix on page 1591, and here
a sketch when τ ≥ σ + 1. We consider k as a free parameter, so using Lemma 5.2 with
k = kn = Θ((logn)1/ζhh), a backbone Cbb(n, kn) exists and satisfies Cbb(n, kn) ⊆ C(1)

n , with
probability at least 1 − n−δ by Corollary 5.10 and Lemma 5.2 (the same calculation as the
proof of Corollary 5.11). We choose w = w(n, δ) to be the lowest possible value so that a
vertex u with mark wu ≥ w(n, δ) connects by an edge to each backbone-vertex in its own
subbox with probability at least p in (2.9). Recall also sk = (C1/16)k1−γhh(τ−1). For u to not
be contained in C(1)

n , these skn = Θ(logn) many edges must be all absent, which happens with
probability (1 − p)skn = o(n−δ−1). A union bound over the O(n) such vertices finishes the
proof. □

REMARK 5.13. Combined with the proof of the lower bound of Theorem 2.2 below in
Section 7, one may show that Proposition 5.12 is sharp up to a constant factor when τ ≥ σ +1,
that is, there exist constants δ,mw > 0 such that, for all n sufficiently large,

P
(∃v ∈ Vn[(mw logn)(1−σγhh)/ζhh,∞) : v /∈ C(1)

n ) ≥ 1 − n−δ.

Let Cn(0)[1,w) be the component containing 0 in Gn[1,w) ⊆ Gn, by setting Cn(0)[1,w)

to be the empty set if w0 ≥ w. Then Cn(0)[1,2whh(k)) is the component of 0 in Gn,2.
In the next proposition, we show that this component has linear size with strictly posi-
tive probability when the truncation is at 2whh(kn) = Θ((logn)γhh/ζhh), equivalently, when
kn = Θ((logn)1/ζhh).

PROPOSITION 5.14 (Existence of a large component). Consider a KSRG under the same
assumptions as in Theorem 2.1, with vertex set either formed by a homogeneous Poisson
point process or Zd . Then there exists a unique infinite component in G. Moreover, there exist
constants ρ,m > 0 such that, for all n sufficiently large, when kn = m(logn)1/ζhh ,

P0
(∣∣Cn(0)[1,2whh(kn))

∣∣≥ ρn
)≥ ρ, and P0(0 ↔∞) ≥ ρ.(5.47)

PROOF SKETCH. We build a connected backbone in Λn on vertices with mark in the
interval [whh(kn),2whh(kn)) using Lemma 5.2. Then we use a second-moment method to
show that the origin and linearly many other vertices are connected to this backbone via paths
along which the vertex marks are increasing, giving the first inequality in (5.47). The second
inequality follows similarly, forming an infinite path along which the marks are increasing.
The detailed proof can be found in Section 2 in the Supplementary Material [40]. □
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6. Upper bound: Cluster-size decay. In this section we prove Theorem 2.1(ii)–(iii).
We carry out the plan in Section 3.2 in detail. Instead of restricting to KSRGs with parame-
ters described in Theorem 2.1(ii–iii), we derive general conditions that give subexponential
decay. Then we show that Propositions 5.1 and 5.12 imply these conditions. Recall from Def-
inition 1.2 that Px denotes the conditional measure that V contains a vertex at location x, with
an unknown mark from distribution FW . All results of this section hold for KSRGs on Zd .

PROPOSITION 6.1 (Prerequisites for cluster-size decay). Consider a KSRG satisfying As-
sumption 1.3 with parameters α > 1, τ > 2, σ ≥ 0, and d ∈N. Assume that there exist c1 ≥ 0
and ζ, η, c2, c3,M > 0, and a function n0(k) = O(k1+c1) such that, for all k sufficiently large,
and whenever n ∈ [n0(k),∞), with w(n) := M(logn)η,

Px
(∣∣C(2)

n

∣∣> k
)≤ nc2 exp

(−c3k
ζ ),(6.1)

Px
(∣∣C(1)

n

∣∣≤ nc3
)≤ n−1−c3,(6.2)

Px
(∃v ∈ Vn[w(n),∞) : v /∈ C(1)

n ) ≤ n−c3 .(6.3)

Then there exists a constant A > 0 such that, for all k sufficiently large constant and n satis-
fying n ∈ [n0(k),∞],
(6.4) P0

(∣∣Cn(0)
∣∣> k,0 /∈ C(1)

n

)≤ exp
(−(1/A)kζ ).

Further, the weak Law of large numbers holds:

(6.5) |C(1)

n |/n
P−→ P0(0 ↔∞) as n →∞.

Observe that (6.4) does not follow from a naive application of (6.1), since the polynomial
prefactor on the right-hand side of (6.1) vanished in (6.4), and n =∞ is also allowed in (6.4).
The inequalities (6.1)–(6.3) are satisfied when τ ∈ (2,2 + σ) and τ > σ + 1 by Propositions
5.1 and 5.12 and Corollary 5.11 (we leave it to the reader to verify that the results hold also
for the Palm-version Px of P). Thus, Theorem 2.1(ii)–(iii) follow immediately after we prove
Proposition 6.1. We prove an intermediate claim that we need for Proposition 6.1. We work
under the Palm measure, that is, V contains a vertex u at location x with unknown mark. We
write C(1)

Q for the largest component in the graph induced on vertices in a set Q⊆Rd .

CLAIM 6.2 (Leaving the giant). Consider a KSRG satisfying Assumption 1.3 with pa-
rameters α > 1, τ > 2, σ ≥ 0, and d ∈ N. Assume that (6.1)–(6.3) hold. Then there exists
δ > 0 such that, for n sufficiently large, and all N ∈ [n,∞], it holds for u := (x,wu) and any
box Qn of volume n inside ΛN that

(6.6) Px
(
u ∈ C(1)

Qn
, u /∈ C(1)

N

)≤ n−δ.

PROOF. We will first prove the following bound that holds generally for a sequence of in-
creasing (nested) graphs Gn ⊆ Gn+1 ⊆ . . . , whose largest and second-largest components we
denote by C(1)

n and C(2)
n , respectively. Let (kn)n≥0 and (Kn)n≥0 be two nonnegative sequences

such that kn+1 < Kn for all n ≥ 0. Then, for all 0 < n ≤ N ≤∞,

(6.7) P
(
u ∈ C(1)

n , u /∈ C
(1)

N

)≤ N∑
ñ=n

(
P
(∣∣C(1)

ñ

∣∣< Kñ

)+ P
(∣∣C(2)

ñ

∣∣> kñ

))
.

We verify the bound using an inductive argument. We define for ñ ≥ n the events

A(ñ) := {∣∣C(1)

ñ

∣∣≥ Kñ

}∩ {∣∣C(2)

ñ+1

∣∣≤ kñ+1
}
.
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Since by assumption kñ+1 < Kñ, the event A(ñ) ensures that |C(1)

ñ
| is already larger than

|C(2)

ñ+1|. Thus, A(ñ) implies that C
(1)

ñ
⊆ C

(1)

ñ+1. Iteratively applying this argument yields that⋂
ñ∈[n,N−1]A(ñ) implies that {C(1)

n ⊆ C
(1)

N }. We combine this with the observation that u ∈Qn

implies that {u ∈ C(1)
n , u /∈ C

(1)

N } ⊆ {C(1)
n ⊈ C

(1)

N }. This yields

P
(
u ∈ C(1)

n , u /∈ C
(1)

N

)≤ P
(
C(1)

n ⊈ C
(1)

N

)
≤ P

({
C(1)

n ⊈ C
(1)

N

}∩ N−1⋂
ñ=n

A(ñ)

)
+

N−1∑
ñ=n

P
(¬A(ñ)

)

≤ 0 +
N∑

ñ=n

(
P
(∣∣C(1)

ñ

∣∣< Kñ

)+ P
(∣∣C(2)

ñ

∣∣> kñ

))
,

(6.8)

showing (6.7). We move on to (6.6) for which we have to define the increasing sequence of
graphs. Consider any sequence of boxes (Qñ)ñ≥n such that x ∈Qn ⊆Qn+1 ⊆ · · · ⊆QN :=
ΛN and Vol(Qñ) = ñ, and let Gñ denote the induced subgraph of G on Qñ for ñ ∈ [n,N].
We use the translation invariance of KSRGs, and the assumed lower bound on |C(1)

ñ
| in (6.2),

and we set Kñ := ñc3 . We also use the assumed upper bound on |C(2)

ñ
| in (6.1). Then if we set

kñ := (A log ñ)1/ζ for a sufficiently large A, then for all sufficiently large n and ñ ≥ n,

Px
(∣∣C(1)

Qñ

∣∣< Kñ

)≤ ñ−c−1, Px
(∣∣C(2)

Qñ

∣∣> kñ

)≤ ñ−c−1.

Clearly kñ+1 < Kñ for all ñ ≥ n, so that substituting the bounds into (6.8) and summing over
ñ ≥ n yields the assertion (6.6) for any δ < c and n sufficiently large. □

We continue to prove Proposition 6.1, starting with some notation. For some ε ∈
(0,min(1, α − 1, τ − 2)), and using c2, c3, η, ζ , M , and w(n) from Proposition 6.1, let

(6.9)

Nk := exp
(
kζ c3/(2c2)

)
, nk := Nε

k ,

wNk
:= w(Nk) = M

(
kζ )η( c3

2c2

)η

, tk := n
1/d
k /(2k).

Note that Nk,nk = exp(Θ(kζ )). For n ≤ Nk , the statement (6.4) follows directly from (6.1),
since when n = Nk , the right-hand side of (6.1) becomes exp(−kζ c3/2), so we may choose
any A such that 1/A ≤ c3/2 in (6.4). In the remainder of the section we focus on n > Nk . We
write CΛ(x,n)(u) for the component of vertex u := (x,wu) ∈ V in the graph G∞ restricted to
Λ(x,n). Define for x ∈Rd the two events

Alow-edge(x, nk,Nk,wNk
)

(6.10)

:=
{∣∣CΛ(x,nk)(u)

∣∣≤ k,∃v1, v2 ∈ VΛ(x,Nk)[1,wNk
) s.t.

v1 ∈ CΛ(x,nk)(u),‖xv1 − xv2‖ ≥ tk, and v1 ∼ v2

}
,

Along-edge(x, nk,Nk,wNk
)

(6.11) := {∃v1 ∈ VΛ(x,nk)[1,wNk
),∃v2 ∈ V \ VΛ(x,Nk), v1 ∼ v2

}
.

The next lemma relates the probability of the event {|Cn(u)| > k,u /∈ C(1)
n } to the events

Alow-edge and Along-edge using the assumed bounds in Proposition 6.1.

LEMMA 6.3 (Extending the box-sizes). Consider a KSRG satisfying Assumption 1.3 with
parameters α > 1, τ > 2, σ ≥ 0, and d ∈ N. Assume that (6.1)–(6.3) hold. Consider any
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x ∈ Λn with ‖x − ∂Λn‖ ≥ N
1/d
k /2, and u = (x,wu). Then there exists A′ > 0 such that, for

all n with n ∈ [Nk,∞],
Px
(∣∣Cn(u)

∣∣> k,u /∈ C(1)

n

)≤ exp
(−(1/A′)kζ )+ P0

(
Alow-edge(0, nk,Nk,wNk

)
)

+ P0
(
Along-edge(0, nk,Nk,wNk

)
)
.

(6.12)

PROOF. Let ñ ∈ [1, n], and denote by C(1)

Λ(x,ñ)
the largest connected component in the

induced subgraph of G∞ inside the box Λ(x, ñ) ⊆ Λn. For a vertex u = (x,wu) ∈ V define

Aleave-giant(x, ñ) := {u ∈ C(1)

Λ(x,ñ)
, u /∈ C(1)

n

}
,(6.13)

Amark-giant(x,Nk,wNk
) := {∀v ∈ VΛ(x,Nk)[wNk

,∞) : v ∈ C(1)

Λ(x,Nk)

}
.(6.14)

The first event relates to (6.6) in Claim 6.2, while the second one to (6.3) of Proposition 6.1.
The values of nk < Nk ≤ n from (6.9) and the assumption ‖x − ∂Λn‖ ≥ N

1/d
k /2 ensure that

Λ(x,nk) ⊆ Λ(x,Nk) ⊆ Λn. Then we bound{∣∣Cn(u)
∣∣> k,u /∈ C(1)

n

}
⊆ {∣∣Cn(u)

∣∣> k,u /∈ C(1)

n , u /∈ C(1)

Λ(x,nk)
,
∣∣C(2)

Λ(x,nk)

∣∣> k
}

∪ {u ∈ C(1)

Λ(x,nk)
, u /∈ C(1)

n

}
∪ {∣∣Cn(u)

∣∣> k,u /∈ C(1)

n , u /∈ C(1)

Λ(x,nk)
,
∣∣C(2)

Λ(x,nk)

∣∣≤ k
}

⊆ {∣∣C(2)

Λ(x,nk)

∣∣> k
}∪Aleave-giant(x, nk)

∪ {∣∣Cn(u)
∣∣> k,u /∈ C(1)

n , u /∈ C(1)

Λ(x,nk)
,
∣∣CΛ(x,nk)(u)

∣∣≤ k
}
.

(6.15)

Applying probabilities on both sides we obtain the inequality stated in (3.6) for x = 0. We
introduce a shorthand notation for the third event on the right-hand side of (6.15), that is,

Agoal := {∣∣Cn(u)
∣∣> k,u /∈ C(1)

n , u /∈ C(1)

Λ(x,nk)
,
∣∣CΛ(x,nk)(u)

∣∣≤ k
}
.

Define the auxiliary events

(6.16)
Abecomes-large := {∣∣CΛ(x,nk)(u)

∣∣≤ k,
∣∣Cn(u)

∣∣> k
}
,

Aout-of-giant(nk, n) := {u /∈ C(1)

n , u /∈ C(1)

Λ(x,nk)

}
,

and observe that Agoal =Abecomes-large ∩Aout-of-giant(nk, n). In order to bound P(Agoal), we
distinguish whether u enters the giant at the intermediate box of size Nk ∈ (nk, n) or not:

Agoal ⊆ {u ∈ C(1)

Λ(x,Nk)
, u /∈ C(1)

n

}
∪ {∣∣Cn(u)

∣∣> k,u /∈ C(1)

Λ(x,Nk)
, u /∈ C(1)

Λ(x,nk)
,
∣∣CΛ(x,nk)(u)

∣∣≤ k
}

=Aleave-giant(x,Nk) ∪ (Abecomes-large ∩Aout-of-giant(nk,Nk)
)
,

(6.17)

with Aleave-giant(x, ñ) defined in (6.14). We observe that Abecomes-large in (6.16) implies that at
least one of the at most k vertices in CΛ(x,nk)(u) has an incident edge crossing the boundary of
Λ(x,nk), and so there must exist a “fairly” long edge either inside the cluster CΛ(x,nk)(u) or
between a vertex in CΛ(x,nk)(u) and a vertex in Cn(u) \ CΛ(x,nk)(u). More precisely, recalling

tk = n
1/d
k /(2k), define

(6.18) Aedge := {∣∣CΛ(x,nk)(u)
∣∣≤ k,∃v1 ∈ CΛ(x,nk)(u), v2 ∈ V : v1 ∼ v2,‖v1 − v2‖ ≥ tk

}
.

We argue that Abecomes-large ⊆ Aedge. Arguing by contradiction, if all edges incident to all
vertices in CΛ(x,nk)(u) were shorter than tk , the furthest point that could be reached from x
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with at most k−1 edges has Euclidean norm at most (k−1)tk < n
1/d
k /2, and thus its location

would be inside Λ(x,nk), contradicting the definition of Abecomes-large in (6.16). Returning
to (6.17), we obtain that

Agoal ⊆Aleave-giant(x,Nk) ∪ (Aedge ∩Aout-of-giant(nk,Nk)
)

⊆Aleave-giant(x,Nk) ∪ (Aedge ∩ {u /∈ C(1)

Λ(x,Nk)

})
.

In order to bound the probability of the existence of long edges, we put restrictions on the
marks: we distinguish whether all vertices in VΛ(x,Nk) \ C(1)

Λ(x,Nk)
have mark at most wNk

or
not—this is the event Amark-giant(x,Nk,wNk

) in (6.14). We obtain

(6.19)
Agoal ⊆Aleave-giant(x,Nk) ∪ (¬Amark-giant(x,Nk,wNk

)
)

∪ (Aedge ∩ {u /∈ C(1)

Λ(x,Nk)

}∩Amark-giant(x,Nk,wNk
)
)
.

The intersection with {u /∈ C(1)

Λ(x,Nk)
} ∩Amark-giant(x,Nk,wNk

) in the last event ensures that
all vertices in the cluster of u with location in Λ(x,Nk) ⊇ Λ(x,nk) have mark at most
wNk

. We make another case distinction, with respect to the locations of the vertices of the
edge e≥tk of length at least tk that exists on the event Aedge in (6.18). Namely, e≥tk either
has both endpoints in ΛNk

or it has one endpoint inside Λnk
and the other one outside

ΛNk
. For the first event, we obtain the event Alow-edge(x, nk,Nk,wNk

), and for the latter
Along-edge(x, nk,Nk,wNk

), respectively (defined in (6.10)–(6.11)). Hence,

Aedge ∩ {u /∈ C(1)

Λ(x,Nk)

}∩Amark-giant(x,Nk,wNk
)

⊆Alow-edge(x, nk,Nk,wNk
) ∪Along-edge(x, nk,Nk,wNk

).

Using this in (6.19), then substituting (6.19) back into (6.15), and then taking probabilities
yields

Px
(∣∣Cn(u)

∣∣> k,u /∈ C(1)

n

)
≤ Px
(∣∣C(2)

Λ(x,nk)

∣∣> k
)+ Px

(¬Amark-giant(x,Nk,wNk
)
)

+ ∑
ñ∈{nk,Nk}

Px
(
Aleave-giant(x, ñ)

)
+ Px
(
Alow-edge(x, nk,Nk,wNk

)
)+ Px

(
Along-edge(x, nk,Nk,wNk

)
)
.

The event Aleave-giant(x, ñ) = {u ∈ C(1)

Λ(x,ñ)
, u /∈ C(1)

n } considers the graph in the box Λn (which
is centered at the origin) and therefore does not necessarily have the same probability for all
x ∈ Λn. The four other events consider the graph in boxes centered at x. Hence, we translate
those events (and the Palm measure Px) by −x to obtain

Px
(∣∣Cn(u)

∣∣≥ k,u /∈ C(1)

n

)
≤ P0
(∣∣C(2)

nk

∣∣≥ k
)+ P0

(¬Amark-giant(0,Nk,wNk
)
)+ ∑

ñ∈{nk,Nk}
Px
(
u ∈ C(1)

Λ(x,ñ)
, u /∈ C(1)

n

)
+ P0
(
Alow-edge(0, nk,Nk,wNk

)
)+ P0

(
Along-edge(0, nk,Nk,wNk

)
)
.

The first two terms can be bounded by substituting the definitions nk,Nk = exp(Θ(kζ ))

in (6.9) into the assumed bounds on the probabilities in Proposition 6.1. The sum is bounded
from above by 2n−δ

k = exp(−Θ(kζ )) by Claim 6.2. This finishes the proof of (6.12). □

We move on to bounding P0(Alow-edge) on the right-hand side of (6.12) in Lemma 6.3,
with Alow-edge from (6.10). To do so, we need an auxiliary claim that controls the probability
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that for every point in VNk
[1,wNk

) there are not “too many” vertices at distance at least tk ,

with tk = n
1/d
k /(2k). We define first for i ≥ 1, and u = (xu,wu) ∈ Vnk

[0,w) the annuli

(6.20) Ri (xu) := (Λ(xu,
(
2i tk
)d) \ Λ

(
xu,
(
2i−1tk

)d))× [1,∞).

With the measure μτ from (5.1), we then define the bad events

Adense(nk) := {∃i ≥ 1, u ∈ Vnk
[1,wNk

) : ∣∣VNk
∩Ri (xu)

∣∣> 2 ·μτ

(
Ri (xu)

)}
.(6.21)

In the following auxiliary claim we give an upper bound on P(Adense). Its proof is standard,
based on Palm theory and Chernoff bounds; see Section 3 of the Supplementary Material [40].

CLAIM 6.4. Consider a KSRG with a homogeneous Poisson point process as vertex set.
For all c, δ > 0 there exists n0 such that P0(Adense(nk)) ≤ n−c

k for all nk ≥ (n0 ∨ kd+δ).

We can now analyze P0(Alow-edge) in Lemma 6.3. The next claim also applies for KSRGs
on Zd . Recall nk , Nk , wNk

, and tk from (6.9).

CLAIM 6.5 (No low-mark edge from a small component). Consider a KSRG satisfying
Assumption 1.3 with parameters α > 1, τ > 2, σ ≥ 0, and d ∈N. For any ε ∈ (0,min(1, α −
1, τ − 2)) in (6.9), there exists a constant A′ > 0 such that, for k sufficiently large,

(6.22) P0
(
Alow-edge(0, nk,Nk,w)

∣∣¬Adense(nk)
)≤ {exp

(−(1/A′)kζ ) if α < ∞,

0 if α =∞.

PROOF. Assume first α = ∞. The event Alow-edge(0, nk,Nk,wNk
) is by definition in

(6.10) restricted to vertices of mark at most wNk
= w(Nk) in (6.9). By definition of tk and

wNk
in (6.9), for k sufficiently large

tk = exp
(
(ε/d)

(
c3/(2c2)

)
kζ )/(2k) ≥ βw1+σ

Nk
= βM1+σ ((c3/(2c2)

)
kζ )η(σ+1)

.

Hence, the indicator in p(u, v) is then 0 by (2.9), so a connection between u, v can not occur.
Assume then α < ∞. To obtain an upper bound on the left-hand side of (6.22), we condi-

tion on the full realization V containing 0 and satisfying the event ¬Adense:

(6.23)
P0
(
Alow-edge(0, nk,Nk,w)|¬Adense

)
= E0
[
P0
(
Alow-edge(0, nk,Nk,wNk

)|V,¬Adense
)]

.

We denote the subgraph of Gnk
with all edges of length at most tk = n

1/d
k /(2k) by Gnk

(≤ tk)

and write Cnk
(0,≤ tk) for the component in this graph containing the origin. Clearly,{∣∣Cnk

(0)
∣∣≤ k,∃v1, v2 ∈ VNk

[1,wNk
) s.t.

v1 ∈ Cnk
(0),‖xv1 − xv2‖ ≥ tk, and v1 ∼ v2

}

⊆
{∣∣Cnk

(0,≤ tk)
∣∣≤ k,∃v1, v2 ∈ VNk

[1,wNk
) s.t.

v1 ∈ Cnk
(0,≤ tk),‖xv1 − xv2‖ ≥ tk, and v1 ∼ v2

}
,

where the first event is the definition of Alow-edge in (6.10). Conditionally on V , all edges of
length at least tk are present independently of edges shorter than tk . We obtain by a union
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bound over all vertices in Vnk
[1,wNk

) ⊆ V ,

P0
(
Alow-edge(0, nk,Nk,wNk

)|V,¬Adense
)

≤ ∑
v1∈Vnk

[1,wNk
)

P0
(
v1 ∈ Cnk

(0,≤ tk),
∣∣Cnk

(0,≤ tk)
∣∣≤ k|V,¬Adense

)
× ∑

v2∈VNk
[1,wNk

):
‖xv1−xv2‖≥tk

p(v1, v2)

︸ ︷︷ ︸
:=T (v1)

.
(6.24)

Using the definitions of p in (2.9), κσ from (1.7), the upper bound on |Ri (xu)| in Adense
in (6.21), mark bounds wv1,wv2 ≤ wNk

, and the distance bound ‖xv1 − xv2‖ ≥ 2(i−1)tk when
xv2 ∈Ri (xv1) in (6.20), the following bound holds uniformly for all v1 ∈ VNk

[1,wNk
):

T (v1) ≤
∑
i≥1

∑
v2∈VNk

[1,wNk
)

v2∈Ri (v1)

p
(
βκσ (wNk

,wNk
)2−(i−1)d t−d

k

)α

≤ 2
∑
i≥1

tdk 2idp
(
βκσ (wNk

,wNk
)2−(i−1)d t−d

k

)α
= 2d+1pβαw

α(σ+1)
Nk

t
(1−α)d
k

∑
i≥1

2−(α−1)(i−1)d .

(6.25)

Since α > 1 by assumption in Theorem 2.1, the sum on the right-hand side is finite. This
gives a bound on T (v1) in (6.24) that does not depend on v1. Hence, returning to (6.24),∑

v1∈Vnk
[1,wNk

)

P0
(
v1 ∈ Cnk

(0,≤ tk),
∣∣Cnk

(0,≤ tk)
∣∣≤ k|V,¬Adense

)

= E0

[
1{|Cnk

(0,≤tk)|≤k}
∑

v1∈Vnk
[1,wNk

)

1{v1∈Cnk
(0,≤tk)}

∣∣V,¬Adense

]
≤ k,

since on realizations of the graph satisfying {Cnk
(0,≤ tk) ≤ k}, the sum that follows is at most

k. We substitute this with (6.25) into (6.24) and then into (6.23). Thus, for some constant
C > 0,

P0
(
Alow-edge(0, nk,Nk,wNk

)|¬Adense
)≤ Ckw

α(σ+1)
Nk

t
(1−α)d
k .

We substitute the definitions tk = n
1/d
k /(2k), and nk = exp(ε(c3/(2c2))k

ζ ) from (6.9), which
yields (6.22) for any ε > 0 (using that wNk

is polynomial in k). □

The last claim bounds Along-edge in (6.12) in Lemma 6.3. Recall Along-edge from (6.11).

CLAIM 6.6 (No long edge from a small component). Consider a KSRG satisfying As-
sumption 1.3 with parameters α > 1, τ > 2, σ ≥ 0, and d ∈ N. Assume N ≥ n ≥ 1, and
w ≥ 1 such that

(6.26)
(
N1/d − n1/d)/2 ≥ (√dn1/d ∨ (βw1+σ )1/d ∨ N1/d/4

)
.

There exists a constant C6.6 > 0 such that

(6.27)
P0
(∃v1 ∈ Vn[1,w

)
,∃v2 ∈ V \ VN : v1 ∼ v2)

≤ C6.6w
c6.6nN−min(α−1,τ−2)(1 + 1{α−1=τ−2} logN).
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In particular, for nk , Nk , wNk
as in (6.9), if δ = δ(M,η) ∈ (0,min(α − 1, τ − 2,1)) is suffi-

ciently small, then for all k ≥ 1, with Along-edge defined in (6.11),

(6.28) P0
(
Along-edge(0, nk,Nk,wNk

)
)≤ exp

(−δkζhh
)
.

PROOF. We defer the proof of (6.27) (based on a first-moment method) to Section 3 in the
Supplementary Material [40]. The bound (6.28) follows directly from (6.27) by substituting
nk , Nk , and wNk

from (6.9) to (6.27), then using that wNk
and logNk are polynomial in k and

of much smaller order than nk and Nk . □

Having bounded all terms on the right-hand side in (6.12), we prove Proposition 6.1.

PROOF OF PROPOSITION 6.1. For n ≤ Nk , using that Nk = exp((c3/(2c2))k
ζ ), (6.4) in

Proposition 6.1 follows directly from (6.1), since

P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)≤ P0
(∣∣C(2)

n

∣∣> k
)≤ N

c2
k exp

(−c3k
ζ )= exp

(−(c3/2)kζ ).
We now consider n > Nk . Recall the values of nk , wNk

, and tk from (6.9). Lemma 6.3 and
Claims 6.4–6.6 directly imply (6.4) in Proposition 6.1.

We now prove the law of large numbers (6.5). In [61] it is shown that finite KSRGs
Gn = (Vn,En) rooted at a vertex at the origin (see Definition 1.2) converge locally to their
infinite rooted version (G∞,0) as n →∞. We refer to [59] and its references for an introduc-
tion to local limits. We use the concept of local limits as a black box and verify a necessary
and sufficient condition for the law of large numbers for the size of the giant component for
graphs that have a local limit by Van der Hofstad [33], Theorem 2.2, of which we state an
adaptation. Let (Gn, on)n≥1 be a sequence of rooted graphs that converges locally in proba-
bility to (G∞,∅) (Theorem 2.2 in [33] demands additionally |Vn| = n, but its proof extends
to cases in which |Vn| ∼ Poi(n); we omit details here). Define

Tn,k := E
[

1

|Vn|2
∑

u,v∈Vn

1{|Cn(u)|≥k,|Cn(v)|≥k,C(u) �=C(v)}
]
.

Then,

(6.29) lim
k→∞ lim sup

n→∞
Tn,k = 0 =⇒ |C(1)

n |/|Vn| P−→ P(∅↔∞) as n →∞.

For a pair of vertices u, v, the indicator in Tn,k can only occur if at least one of the vertices is
not in the largest component. More precisely, we can bound

Tn,k ≤ E
[

1

|Vn|2
∑

u,v∈Vn

1{|Cn(u)|≥k,u/∈C(1)
n } + 1{|Cn(v)|≥k,v /∈C(1)

n }
]

= E
[

1

|Vn|
∑
u∈Vn

21{|Cn(u)|≥k,u/∈C(1)
n }
]
= 2E
[
P
(∣∣Cn(Un)

∣∣≥ k,Un /∈ C(1)

n ||Vn|)],
where Un is a uniformly selected vertex in Vn. We now restrict to the setting of KSRGs in
the box Λn. Given the size |Vn|, the location Xn of Un is uniform in Λn, while its mark
WUn is random, sampled from W . Integrating over the location Xn = x ∈ Λn having density
Leb(·)/n, we obtain that

E
[
P
(∣∣Cn(Un)

∣∣≥ k,Un /∈ C(1)

n ||Vn|)]
≤ P
(‖Xn − ∂Λn‖ < N

1/d
k /2

)
+ 1

n
E
[∫

x∈Λn:‖x−∂Λn‖≥N
1/d
k /2

Px
(∣∣Cn

(
(x,WUn)

)∣∣≥ k,

(x,WUn) /∈ C(1)

n

∣∣|Vn|, (x,WUn) ∈ Vn

)
dx

]
.
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We apply Fubini’s theorem to the second term:

E
[
P
(∣∣Cn(Un)

∣∣≥ k,Un /∈ C(1)

n ||Vn|)]
≤ P
(‖Xn − ∂Λn‖ < N

1/d
k /2

)
+ 1

n

∫
x∈Λn:‖x−∂Λn‖≥N

1/d
k /2

Px
(∣∣Cn

(
(x,WUn)

)∣∣≥ k,

(x,WUn) /∈ C(1)

n

∣∣(x,WUn) ∈ Vn

)
dx.

The first term tends to zero as n → ∞. We recognise that we may apply Lemma 6.3
and Claims 6.4–6.6 to the probability in the integral inside the second term, which is
exp(−Ω(kζ )) uniformly over the domain of the integration. Thus,

lim
k→∞ lim sup

n→∞
Tn,k = lim

k→∞ exp
(−Ω
(
kζ ))= 0.

This proves the condition on the left-hand side in (6.29). The law of large numbers (6.5)
follows as |Vn|/n tends to 1 in probability. □

7. Lower bounds. The main goal of this section is to prove a Proposition 7.1 below
that implies the lower bounds in Theorems 2.1–2.2. Informally, we show that if the graph
Gn[1,polylog(n)) induced on vertices with at most poly-logarithmically large marks in n

contains a linear-sized component with constant probability, then lower bounds as in Theo-
rems 2.1–2.2 follow. This general phrasing allows to derive lower bounds on |C(2)

n | and on the
cluster-size decay for KSRGs more generally, that is, also without the assumption ζhh > 0 of
Theorems 2.1–2.2. We re-use this proposition in both [38, 39] after having established there
its condition via renormalization techniques.

In our proof below, we formalize the variational problem described in Section 1.1, and re-
late its solution to the size of the downward vertex boundary defined above (1.11). In partic-
ular, Lemma 7.7 below implies Claim 1.4 which states that ζ� = max(ζll, ζhl, ζhh, (d − 1)/d).
At the end of the section we also prove Theorem 2.4 on the lower tail of large deviations of
the largest component, which relies on the same methods as Proposition 7.1.

We introduce some notation to state Proposition 7.1. Recall m� from (2.1), counting the
multiplicity of the maximum in {ζll, ζhl, ζhh, (d − 1)/d}. If the values ζll, ζhl, ζhh are all
negative and the dimension d = 1, implying m� = 1 and ζ� = (d − 1)/d = 0 by Claim 1.4,
then the model is always subcritical as shown by Gracar, Lüchtrath, and Mönch [27]. For all
other parameter settings, we define for some small ε > 0 to be specified later

(7.1) kn,ε :=
{(

ε(logn)/(log logn)m�−1)1/ζ� if ζ� > 0,

exp
(
(ε logn)1/(m�−1)) if ζ� = 0, and m� > 1.

For dimension d ≥ 2, ζ� ≥ (d − 1)/d is positive. Thus, only in dimension d = 1, kn,ε can
increase significantly faster than a polylog of n. More precisely, for d = 1, kn,ε equals nε if
exactly one out of {ζll, ζhl, ζhh} is zero, and the others are negative (so m� = 2 and 1/(m� −
1) = 1); it increases stretched exponential in the logarithm if at least two elements out of
{ζll, ζhl, ζhh} are zero, and none of them is positive. We recall from above Proposition 5.14
that Cn(0)[1,w) is the component of the origin in the induced subgraph Gn[1,w) if w0 < w,
and is the empty set if w0 ≥ w.

PROPOSITION 7.1 (Lower bound holds when linear-sized giant on truncated marks exists).
Consider a KSRG satisfying Assumption 1.3 with parameters α > 1, τ > 2, σ ≥ 0, and d ∈N.
Assume that there exist constants η,ρ > 0 such that, for all n sufficiently large,

P0
(∣∣Cn(0)[1, logη n

)∣∣≥ ρn) ≥ ρ.(7.2)
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FIG. 3. A visualization of the γ -suppressed profile Mγ . The horizontal axis represents space, the vertical axis
represents marks. {V ≤ Mγ } demands no vertices in the yellow region. Ano-edge(γ ) demands that there is no
edge between vertices in the inner blue and vertices in the outer blue regions, Acomponents requires that the two
red areas contain large components; Aregular(η) ensures that V is “close to typical” in the red areas Rin and
Rout.

Then there exists A > 0 such that, for all n ∈ [Ak,∞], with ζ�, m� from (1.11) and (2.1),

(7.3) P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)≥ exp
(−Akζ�(logk)m�−1).

Moreover, there exist δ, ε > 0, such that, for all n sufficiently large, with kn,ε from (7.1),

(7.4) P
(∣∣C(2)

n

∣∣≥ kn,ε

)≥ 1 − n−δ.

By Proposition 5.14, Condition (7.2) is satisfied when ζhh > 0, implying Theorem 2.1(i).
We give a detailed proof of Proposition 7.1 for KSRGs with vertex set given by a PPP. We
leave adaptations of proofs of most subresults to vertex set Zd to the reader (replacing concen-
tration bounds for Poisson random variables to concentration bounds on sums of independent
Bernoulli random variables). At the end of the section we explain the nontrivial adaptations.

7.1. Strategy to find a localized component. To bound P(|Cn(0)| > k,0 /∈ C(1)
n ) from be-

low, we find a subevent that we can write as the intersection of “almost independent” events,
for which we introduce some notation now. See Figure 3 for a visualization.

Two components. We aim to find an isolated and localized component of at least k vertices
that is not the giant. For this, we take ρ from (7.2), and we encompass the box Λk/ρ in a
larger ball so that the distance of the ball from the box is half the radius of the ball. Formally,
define

(7.5) rk := (k/ρ)1/d
√

d, Bin := {x ∈Rd : ‖x‖ ≤ rk
}
, Min := dd/2/ρ,

so rd
k = Mink. These definitions imply that Λk/ρ ⊆ Bin. We now constrain Cn(0) to the ball

Bin, and aim to find a component outside Bin that is larger than |Cn(0)|. We “construct” these
two components on vertices in two (hyper)rectangles. Recall that Λ(x, s) = Λs(x) denotes a
box of volume s centered at x; see (2.10). Let Mout := 2d+2Min and define for η > 0

(7.6)
Λin := Λ(0, k/ρ), Rin := Λin × [1,2 log2 logη(k/ρ)!),

Λout := Λ
(
xout, (kMout/ρ)

)
, Rout := Λout × [1,2 log2 logη(kMout/ρ)!),

where xout := (xout
1 ,0, . . . ,0) ∈ Rd is defined as any solution of ‖∂Λout − ∂Bin‖ := rk/2

satisfying Λout ∩ Bin = ∅. We assume that the constant A in Proposition 7.1 is sufficiently
large so that Λin ∪ Λout ⊆ Λn. We abbreviate Cin(0) := Ck/ρ(0)[1, logη(k/ρ)). Since Rin ⊆
Bin × [1,∞), it is immediate that Cin(0) ⊆ VBin . Let C(1)

out be the largest component in the
subgraph of Gn induced on vertices in Rout. Define the events

(7.7)
A(k)

giant-in := {∣∣Cin(0)
∣∣> k
}
, A(k)

giant-out :=
{∣∣C(1)

out
∣∣> kMout − 1

}
,

A(k)

small-in := {|VBin | ≤ kMout/2
}
, A(k)

components :=A(k)

giant-in ∩A(k)

giant-out.
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Isolation. On A(k)

components, Cn(0) or Cin(0) could still be part of the largest/infinite compo-
nent. To prevent this, we will ban edges that cross the boundary of Bin. We first define a
suppressed mark-profile that is parametrized by γ ≥ 0. Below, we optimize its shape to ob-
tain the “optimally-suppressed mark-profile”. Set Cβ := (2β)1/d , and define for x ∈Rd with
‖x − ∂Bin‖ = |‖x‖ − rk| =: z the γ -suppressed profile by

fγ (z) :=

⎧⎪⎪⎨⎪⎪⎩
1 if z ≤ Cβ,

(z/Cβ)γ d if z ∈ (Cβ, rk],
(z/Cβ)d(rk/Cβ)−d(1−γ ) if z > rk,

(7.8)

Mγ := {(xv, fγ

(∣∣‖xv‖ − rk
∣∣)) : xv ∈Rd}.(7.9)

We say that v is below, on, or above Mγ if wv is at most, equal to, or strictly larger than
fγ (|‖xv‖ − rk|), respectively. We split the PPP V into four independent PPPs, depending on
whether points fall below or above Mγ , and inside or outside Bin:

(7.10)

V in≤Mγ
:= {(xu,wu) ∈ V : xu ∈ Bin,wu ≤ fγ

(∣∣‖xu‖ − rk
∣∣)},

Vout≤Mγ
:= {(xv,wv) ∈ V : xv /∈ Bin,wv ≤ fγ

(∣∣‖xv‖ − rk
∣∣)},

V in
>Mγ

:= {(xu,wu) ∈ V : xu ∈ Bin,wu > fγ

(∣∣‖xu‖ − rk
∣∣)},

Vout
>Mγ

:= {(xv,wv) ∈ V : xv /∈ Bin,wv > fγ

(∣∣‖xv‖ − rk
∣∣)}.

For A,B ⊆ V we denote by |E(A,B)| the number of edges between vertices in A and B .
Define

(7.11)
{V ≤Mγ } := {∣∣V in

>Mγ
∪ Vout

>Mγ

∣∣= 0
}
,

A(k)

no-edge(γ ) := {∣∣E(V in≤Mγ
,Vout≤Mγ

)∣∣= 0
}
.

On {V ≤ Mγ } ∩ A(k)

no-edge(γ ), the vertices in Bin are not connected to the unique infinite
component when n =∞, and are isolated from the rest of Gn when n < ∞. Combined with
the events from (7.7) and using that |Cn(0)| ≥ |Cin(0)| we obtain

(7.12)

{∣∣Cn(0)
∣∣> k,0 /∈ C(1)

n

}⊇ ({V ≤Mγ } ∩A(k)

no-edge(γ ) ∩ {∣∣Cin(0)
∣∣> k
}

∩ {∣∣C(1)

out
∣∣> kMout − 1

}∩ {|VBin | ≤ kMout/2
})

.

We comment on the profile function fγ in (7.8): the event {V ≤ Mγ } demands no vertices
within distance Cβ from ∂Bin, since fγ (|‖x‖ − rk|) = 1 for ‖x − ∂Bin‖ ≤ Cβ , and vertex
marks are above 1. The function fγ is continuous and increasing in z: the closer a point is
to the boundary of Bin, the stronger the mark restriction. This is natural since vertices with
higher mark close to ∂Bin are more likely to have an edge crossing this boundary, which we
want to prevent. While {V ≤Mγ } becomes less likely when γ is small, A(k)

no-edge(γ ) becomes
more likely. This leads to a variational problem, that we set up after a technicality.

Ensuring almost independence. The events A(k)

no-edge(γ ) and {|Cin(0)| > k} in (7.12) are neg-
atively correlated. Indeed, {|Cin(0)| > k} from (7.7) may push up the number of high-mark
vertices in Rin, making A(k)

no-edge(γ ) less likely. To overcome the dependence, we introduce
two auxiliary events that ensure regularity of the vertex marks in the hyperrectangles Rin,
Rout from (7.6). Let cin := 1/ρ, cout := Mout/ρ, and define for loc ∈ {in,out}, η > 0,

(7.13) j�
loc :=

⌈
log2 logη(kcloc)

⌉
, I loc

j := [2j−1,2j ) for 1 ≤ j ≤ j�
loc,

so that the upper bounds of the largest weight intervals agree with the upper boundaries of the
hyperrectangles Rin and Rout defined in (7.6). Using Λin, Λout in (7.6), the intensity measure
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μτ of V in (5.1), and Vloc(I
loc
j ) for the vertices in V ∩ (Λloc × I loc

j ), consider the following
events for loc ∈ {in,out}:

(7.14)
A(k,loc)

regular(η) := {∀j ≤ j�
loc :
∣∣Vloc
(
I loc
j

)∣∣≤ 2μτ

(
Λloc × I loc

j

)}
,

A(k)

regular(η) :=A(k,in)

regular(η)∩A(k,out)
regular(η).

Finally, fix a realization of the induced subgraphs GRin ∪ GRout = (VRin,E(GRin)) ∪
(VRout,E(GRout)) so that the vertex set VRin ∪ VRout satisfies the event A(k)

regular(η) for some

η > 0, and the two induced subgraphs on vertices in Rin and on Rout satisfy A(k)

components
defined in (7.7). We define the conditional probability measure and expectation by

(7.15)
P̃(·) := P

(·|GRin ∪ GRout,A
(k)

regular(η),A(k)

components
)
,

Ẽ[·] := E
[·|GRin ∪ GRout,A

(k)

regular(η),A(k)

components
]
.

In the conditioning we reveal both the vertex and edge sets within the disjoint boxes Rin,
Rout. The event A(k)

regular(η) checks the number of vertices in hyperrectangles inside Rin,

Rout while A(k)

components depends on the edges spanned on Rin and spanned on Rout, hence
both A(k)

regular(η), A(k)

components are measurable with respect to GRin , GRout .

7.2. Isolation via a variational problem. In this section we analyze the events {V ≤Mγ }
and A(k)

no-edge in (7.11) under the conditional probability measure in (7.15).

LEMMA 7.2 (Lower bound for isolation). Consider a KSRG satisfying Assumption 1.3
with parameters α > 1, τ > 2, σ ≥ 0, and d ∈ N. There exists γ� ∈ (0,1/(σ + 1)] such that,
for any constant η > 0 in (7.14) there exists A > 0 such that for any realization of GRin ∪GRout

satisfying A(k)

regular(η),

P̃
({V ≤Mγ�} ∩A(k)

no-edge(γ�)
)≥ exp

(−Akζ�(logk)m�−1).(7.16)

The same bound holds for the Palm-version P̃0 of P̃.

The events {V ≤Mγ } and A(k)

no-edge are independent of each other under P̃ in (7.15), since

having no points above Mγ is independent of the conditioning in P̃ (since each point in
Rin ∪Rout is below Mγ if k is sufficiently large), and A(k)

no-edge only depends on points of V
below Mγ with endpoints on different sides of ∂Bin. Hence, for any γ ≥ 0,

(7.17) P̃
({V ≤Mγ } ∩A(k)

no-edge(γ )
)= P̃(V ≤Mγ ) · P̃(A(k)

no-edge(γ )
)
.

We show below that the two factors decay exponentially fast respectively in the expected
number of vertices above Mγ (which is nonincreasing in γ ), and the expected number of
edges between vertices below Mγ crossing ∂Bin (which is nondecreasing in γ ). We compute
these in the following two lemmas, then balance them to get the optimal γ . Recall fγ , Mγ

from (7.8), (7.9), and the PPPs in (7.10). Let V>Mγ := V in
>Mγ

∪ Vout
>Mγ

.

LEMMA 7.3 (Vertices above Mγ ). Consider a KSRG satisfying Assumption 1.3 with
parameters α > 1, τ > 2, σ ≥ 0, and d ∈N. For each γ ≥ 0, there exists a constant C7.3 > 0
such that, for all k ≥ 1,

(7.18) Ẽ
[|V>Mγ |

]≤ C7.3k
max(1−γ (τ−1), d−1

d
) · (log k)1{1−γ (τ−1)= d−1

d
}.
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For readability, we need to introduce a few more “exponents”, then we state the other
lemma that bounds the expected number of edges between V in≤Mγ

and Vout≤Mγ
. Let

(7.19)

ξll := 0, ξhl := α − (τ − 1), ξhh := (σ + 1)α − 2(τ − 1),

Ξ := {ξll, ξhl, ξhh}, ξ� := max(Ξ), mlong :=∑
ξ∈Ξ

1{ξ�=ξ}.

LEMMA 7.4 (Edges crossing ∂Bin below Mγ ). Consider a KSRG under the conditions
of Lemma 7.2 with α < ∞. For each γ ≥ 0 there exists a constant C7.4 = C7.4(ρ) > 0 such
that, for all k ≥ 1 and any realization of VRin ∪ VRout that satisfies Aregular(η) in (7.14) for
some η > 0,

(7.20)
Ẽ
[∣∣E(V in≤Mγ

,Vout≤Mγ

)∣∣]≤ C7.4k
max(2−α+γ ξ�,

d−1
d

)

· (logk)(mlong−1)1{2−α+γ ξ�>
d−1
d

}+mlong1{2−α+γ ξ�= d−1
d

}.
Assume now γ ∈ [0,1/(σ + 1)]. For any KSRG under the conditions of Lemma 7.2 with
vertex set formed by a homogeneous Poisson point process, for any α ∈ (1,∞], we have for
any u ∈ V in≤Mγ

, v ∈ Vout≤Mγ

(7.21) p(u, v) ≤
{

2−α if α < ∞,

0 if α =∞.

REMARK 7.5. One can prove that the right-hand side of (7.20) is the correct order for the
expectation for all γ ∈ [0,1] whenever ξhh < ξ� in (7.19), by computing a matching lower
bound up to constant factor. When ξhh = ξ�, then the right-hand side of (7.20) is the correct
order when γ ∈ [0,1/(σ + 1)]. When ξhh = ξ� and γ > 1/(σ + 1), the right-hand side of
(7.20) is not a sharp upper bound, but it suffices for the purposes of the proofs below.

PROOF SKETCH OF LEMMAS 7.3 AND 7.4. Since the quantities we compute are func-
tions of Poisson variables, the proof is an integration and case-distinction exercise over
the domains of the underlying Poisson processes and connection probability. We defer the
(lengthy) integrals to Section 4 of the Supplementary Material [40], and give intuition.
We omit among others technicalities caused by the conditioning in P̃ in (7.15). Define
the hyperrectangle R↑ := [−2rk,2rk]d × [(1 ∨ (rk/Cβ)γ d),∞) and Aβ := {x ∈ Rd,‖x‖ ∈
[rk −Cβ, rk +Cβ]}×[1,∞), an annulus in Rd times all mark-coordinates. Then by definition
of fγ in (7.8), the set (R↑ ∪Aβ) is above Mγ , and μτ (R↑ ∪Aβ) = Θ(k1−γ (τ−1) +k(d−1)/d)

by the definition of the Poisson intensity μτ in (5.1). Integration shows that the Poisson in-
tensity μτ of the larger space-mark area above Mγ (the left-hand side of (7.20)) is of the
same order if 1 − γ (τ − 1) �= (d − 1)/d . When 1 − γ (τ − 1) = (d − 1)/d we get an extra
log k factor.

We explain now the exponents of k in (7.20) in Lemma 7.4. The expected number of
edges between vertices of constant mark within constant distance of ∂Bin is Θ(k(d−1)/d). Let
0 ≤ γ∧ ≤ γ∨ ≤ γ . Using μτ in (5.1), the expected number of vertex pairs V in≤Mγ

and Vout≤Mγ

within distance Θ(rk) from ∂Bin, and marks w∨ = Θ(kγ∨), w∧ = Θ(kγ∧) is

E
[
Pairs(γ∨, γ∧)

] := Θ
(
k1−γ∨(τ−1) · k1−γ∧(τ−1))= Θ

(
k2−(γ∨+γ∧)(τ−1)).

The typical Euclidean distance between such vertices is Θ(rk) = Θ(k1/d). Therefore, by
the connection probability p in (2.9), a pair of such vertices are connected with probability
roughly Θ(kα(γ∨+σγ∧−1)) when γ∨ + σγ∧ ≤ 1 and α < ∞. Thus, there are

(7.22)
E
[
Edges(γ∨, γ∧)

] := E
[
Pairs(γ∨, γ∧)

] · Θ(kα(γ∨+σγ∧−1))
= Θ
(
k2−α+γ∨(α−(τ−1))+γ∧(σα−(τ−1)))
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such edges in expectation. The proof in Section 4 of the Supplementary Material [40] reveals
that the expectation of |E(V in≤Mγ

,Vout≤Mγ
)| is either Θ(k(d−1)/d) (coming from the constant-

distance edges) or its order is the maximal value of the right-hand side in (7.22), when max-
imized with respect to 0 ≤ γ∧ ≤ γ∨ ≤ γ . Logarithmic factors arise when there are multiple
maximizers. The exponent of k is linear in both γ∨ and γ∧. When computing the maximizing
pair in the interval [0, γ ], with ξll, ξhl, ξhh from (7.19), we arrive at

(
γ ∗∨, γ ∗∧

)=
⎧⎪⎪⎨⎪⎪⎩

(γ,0) if both α > τ − 1, σα < τ − 1
(⇐⇒ ξhl > max(ξll, ξhh)

)
,

(γ, γ ) if both α > τ − 1, σα > τ − 1
(⇐⇒ ξhh > max(ξhl, ξhh)

)
,

(0,0) if 0 = ξll > max(ξhl, ξhh).

The last case summarizes the outcome of the cases remaining after the first two rows. The
maximum of {ξll, ξhl, ξhh} is nonunique if at least one of α = τ − 1 and σα = τ − 1 holds.
In this case any convex combination of the maximizing vectors among {(0,0), (γ,0), (γ, γ )}
gives the maximal value on the right-hand side of (7.22). This leads to a polylogarithmic
correction factor, where the exponent is the dimension of the simplex formed by the maxi-
mizers, that is, mlong − 1. When the exponent of the maximum equals (d − 1)/d , edges of
all lengths between constant order and Θ(k1/d) contribute to the number of edges, leading to
an extra factor log k in (7.20). We obtain (7.20) by substituting (γ ∗∨, γ ∗∧) into (7.22) and com-
bining this with the Θ(k(d−1)/d) many short edges crossing the boundary. The maximizer(s)
tell(s) us if the dominant contribution of long edges comes from edges between vertices with
constant mark when (γ ∗∨, γ ∗∧) = (0,0), from edges between one high-mark vertex and one
low-mark vertex when (γ ∗∨, γ ∗∧) = (γ,0), or from edges between two high-mark vertices
when (γ ∗∨, γ ∗∧) = (γ, γ ). These edge types are the dominant types of connectivity described
in Section 1.1.

We prove (7.21) in Lemma 7.4 by showing that βκσ (wu,wv)/ ‖xu−xv‖d ≤ 1/2 whenever
u, v are below Mγ and on different sides of ∂Bin. □

We aim to balance the expectations in (7.18) and (7.20). Thus, we say that γ is optimal
if the exponents of k in the first two cases of (7.18) (nonincreasing in γ ) and (7.20) (nonde-
creasing in γ ) are equal. Define when α < ∞

(7.23) γlong := min
{
γ : 1 − γ (τ − 1) ≤ 2 − α + γ ξ�

}= α − 1

max(ξll, ξhl, ξhh)+ τ − 1
.

Setting γlong as the smallest exponent γ such that the expected number of vertices with mark
Ω(kγ ) is at most the expected number of edges between lower-mark vertices, supports the
definition of γhigh in (1.15) as the smallest exponent γ such that a vertex of mark Θ(kγ )

is incident to constantly many edges of length Ω(k1/d) in expectation. The values γlong and
γhigh agree when high–high or high-low connections are dominant. To use (7.21) below when
bounding P̃(A(k)

no-edge(γ )) from below, we truncate γlong and set

(7.24) γ� :=
{

min
(
γlong,1/(σ + 1)

)
if α < ∞,

1/(σ + 1) if α =∞
for the optimally suppressed mark profile. The following two lemmas relate the exponents
of k and log k in (7.18) and (7.20) to the exponent ζ� defined in (1.11), which appears in
the lower bound on P̃(A(k)

no-edge(γ�)) in (7.16). Recall ζll, ζhl, and ζhh from (1.14), (1.16),
and (1.18), respectively, and m�, mlong, and ξ� from (2.1) and (7.19).
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LEMMA 7.6 (Exponents of the optimally-suppressed mark-profile). Consider a KSRG
under the conditions of Lemma 7.2. When α < ∞,

2 − α + ξ�γ� ≤ max
(
1 − γ�(τ − 1), (d − 1)/d

)
= max

(
ζll, ζhl, ζhh, (d − 1)/d

)
,

(7.25)

and

(7.26)
m� − 1 = (mlong − 1)1{2−α+ξ�γ�>

d−1
d

} +mlong1{2−α+ξ�γ�= d−1
d

}
≥ 1{1−γ�(τ−1)= d−1

d
}.

When α =∞, max(1 − γ�(τ − 1), (d − 1)/d) = max(ζll, ζhl, ζhh, (d − 1)/d), and m� − 1 =
1{1−γ�(τ−1)=(d−1)/d}.

The proof is based on rearrangements of the formulas of ζll, ζhl, ζhh, and ζhh, and we
postpone it to the Appendix on Page 1592. The following lemma connects (7.25) to ζ� defined
in (1.11) and implies Claim 1.4. We recall that we write u ↘ Λ∁

k if the vertex u = (xu,wu) ∈
Λk × [1,∞) has an edge to a vertex v = (xv,wv) ∈ Λ∁

k × [1,wu].

LEMMA 7.7 (Exponents of the downward vertex boundary). Consider a KSRG under the
conditions of Lemma 7.2. There exists a constant C > 0 such that, for all k,

(7.27) ζ� = lim
k→∞

logE[|{u ∈ Λk : u ↘ Λ∁
k}|]

log k
= max

(
ζhh, ζhl, ζll, (d − 1)/d

)
< 1.

Moreover, if max(ζhh, ζhl, ζll) ≥ 0, then

(7.28) ζlong = lim
k→∞

logE[|{u ∈ Λk/2 : u ↘ Λ∁
k}|]

log k
= max(ζhh, ζhl, ζll).

If max(ζhh, ζhl, ζll) < 0, then the lim sup of the expression on the left-hand side is negative.

The proof is similar to the proof of Lemma 7.4, so we give a sketch in Section 4 of the
Supplementary Material [40]. We state an immediate corollary of Lemmas 7.3–7.7.

COROLLARY 7.8 (Optimized expectations). Consider a KSRG under the conditions of
Lemma 7.2. There exists a constant C7.8 > 0 such that for any realization of VRin ∪VRout that
satisfies Aregular(η) in (7.14) for some η > 0,

Ẽ
[|V>Mγ�

|]
Ẽ
[∣∣E(V in≤Mγ�

,Vout≤Mγ�

)∣∣]
⎫⎬⎭≤ C7.8k

ζ�(log k)m�−1.

PROOF. When α < ∞, the exponents of rk and (log rk) in Lemmas 7.3 and 7.4 are at
most ζ� and m� − 1 by Lemmas 7.6 and 7.7 when γ = γ�. When α = ∞, the bound on the
expected number of vertices above Mγ� follows analogously. The expected number of edges
below Mγ� is 0 by (7.21) while the right-hand site is nonnegative. □

REMARK 7.9. When the maximum in {ζhh, ζhl, ζll, (d − 1)/d} is nonunique, the log-
correction factors in the expectations in (7.27) and (7.28) might differ from those in Corol-
lary 7.8, but these disappear in the limit of the logarithms in (7.27) and (7.28). These different
polylog factors are due to the fact that on phase-transition boundaries the expected number
of downward edges from high-mark vertices is no longer of constant order.
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We are ready to prove Lemma 7.2. We first assume that the vertex set is formed by a
Poisson point process, and then explain the adaptations when the vertex set is Zd .

PROOF OF LEMMA 7.2 ON POISSON POINT PROCESS. We set γ = γ� ≤ 1/(σ + 1) de-
fined in (7.24). We recall from (7.17) that

(7.29) P̃
({V ≤Mγ�} ∩A(k)

no-edge(γ�)
)= P̃(V ≤Mγ�) · P̃

(
A(k)

no-edge(γ�)
)
.

We analyze the two probabilities separately. For the first factor we use the above indepen-
dence and that the vertex set is formed by a Poisson point process. By Corollary 7.8,

P̃(V ≤Mγ�) = P̃
(|V>Mγ�

| = 0
)= exp

(−Ẽ
[|V>Mγ�

|])
≥ exp

(−C7.8k
ζ�(log k)m∗−1).(7.30)

We now turn to the second factor in (7.29). By definition of A(k)

no-edge in (7.11), and using the
conditional independence of edges,

(7.31) P̃
(
A(k)

no-edge(γ�)
)= Ẽ

[ ∏
u∈V in

≤Mγ�
,v∈Vout

≤Mγ�

(
1 − p(u, v)

)]
.

We will now use that γ� ≤ 1/(σ +1) by (7.24), which enables us to use (7.21). When α =∞,
p(u, v) = 0 for each factor. So, P̃(A(k)

no-edge(γ�)) = 1, which finishes the proof of (7.16) when
α = ∞ when combining (7.29) with (7.30). Assume now α < ∞. By (7.21), 1 − p(u, v) ≥
1 − 2−α for all (u, v) ∈ V in≤Mγ�

× Vout≤Mγ�
. Hence, there exists a constant c > 0, such that

1− p(u, v) ≥ exp(−c · p(u, v)) for all such (u, v). Using this in (7.31) and that s �→ exp(−s)

is a convex function, Jensen’s inequality gives a lower bound in terms of the expected number
of edges between vertices below Mγ� , that is,

P̃
(
A(k)

no-edge(γ )
)≥ Ẽ
[
exp
(
−c

∑
u∈V in

≤Mγ�
,

v∈Vout
≤Mγ�

p(u, v)

)]
≥ exp

(
−cẼ
[ ∑
u∈V in

≤Mγ�
,

v∈Vout
≤Mγ�

p(u, v)

])

= exp
(−cẼ

[∣∣E(V in≤Mγ�
,Vout≤Mγ�

)∣∣]).
(7.32)

We invoke Corollary 7.8 and obtain combined with (7.30) and (7.29) that

P̃
({V ≤Mγ�} ∩A(k)

no-edge(γ�)
)≥ exp

(−C7.8(c + 1)kζ�(log k)m∗−1),
proving Lemma 7.2 when the vertex set is formed by a Poisson point process. □

PROOF OF LEMMA 7.2 FOR KSRGS ON Zd . We explain how to adjust the proof to
KSRGs on Zd using the assumption (p ∧ β) < 1 in Lemma 7.2 by Assumption 1.3. Since
the vertex locations are given by Zd , the event {V ≤ Mγ } as defined in (7.9) would never
hold, since Zd does have points within distance Cβ from ∂Bin in case Cβ = (2β)1/d ≥ 1 (see
fγ in (7.8) and the reasoning below (7.11)). Thus, if Cβ ≥ 1, we must adjust the definition
of fγ within distance Cβ of ∂Bin to be a constant c = c(p,β,α,σ ) > 1 close to 1 to restrict
vertex marks of vertices that are present close to ∂Bin. With that change, the upper bound
2−α on p(u, v) in (7.21) for vertices within distance Cβ from ∂Bin should be replaced by
another constant c′ = c′(p,β,α,σ ) smaller than 1, as these nearby vertices are connected
with an edge with positive probability strictly bounded away from one. This affects constant
prefactors in (7.32) when α < ∞. When α = ∞, the expected number of potential edges
between vertices below Mγ� is Θ(k(d−1)/d) by similar calculations as in Lemma 7.4. To
bound P(Ano-edge(γ�)) from below the same reasoning applies as in (7.32) when α < ∞.
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The proofs of Lemmas 7.3 and 7.4 remain valid by replacing concentration bounds for
Poisson random variables by concentration bounds for sums of independent Bernoulli ran-
dom variables, and replacing integrals over Rd by summations over Zd . The proofs of Lem-
mas 7.6–7.7 remain verbatim valid. □

7.3. Second-largest component and cluster-size decay. We are ready to prove Proposi-
tion 7.1. Recall P̃ from (7.15), and the intersection of events in (7.12).

PROOF OF PROPOSITION 7.1. We first show (7.3). Recall the events A(k)

components,
A(k)

small-in from (7.7), and A(k)

regular(η) from (7.14). Set

(7.33) A(k)

isolation := {V ≤Mγ�} ∩Ano-edge(γ�).

The intersection of all these four events implies the event {|Cn(0)| > k,0 /∈ C(1)
n }, since

|Cn(0)| ≥ |Cin(0)| > k, and A(k)

isolation ensures that Cn(0) is fully contained in Bin. Hence, the
events {|Cn(0)| ≤ |VBin | ≤ kMout/2} and {|Cout| > kMout − 1} ensure that Cn(0) is not the
largest component of Gn. So, by the law of total probability

P0
(∣∣Cn(0)

∣∣> k,0 /∈ C(1)

n

)
≥ P0
(
A(k)

components ∩A(k)

isolation ∩A(k)

small-in ∩A(k)

regular(η)
)

≥ P0
(
A(k)

components ∩A(k)

isolation ∩A(k)

regular(η)
)− P0

(¬A(k)

small-in
)

= P0
(
A(k)

components ∩A(k)

regular(η)
)
P0
(
A(k)

isolation

∣∣A(k)

components ∩A(k)

regular(η)
)

− P0
(¬A(k)

small-in
)
.

(7.34)

Recall A(k)

small-in = {|VBin | ≤ kMout/2} from (7.7), and Mout = 2d+2Min above (7.6). The
box with side-length 2rk = 2(kMin)

1/d (by definition in (7.5)) centered at the origin is
the smallest box that contains Bin. Using the intensity measure μτ from (5.1), and writing
B≤

in := {(x,wx) ∈Rd+1 : x ∈ Bin; (x,wx) ≤Mγ }, we have

μτ

(
B≤

in
)≤ 2dkMin = 2d+2kMin/4 = kMout/4.

By a standard concentration inequality for Poisson random variables (see Lemma A.1 for
x = 2), there exist c′, c > 0 such that, since rk = Θ(k1/d),

P0
(¬A(k)

small-in
)≤ exp

(−c′rd
k

)= exp(−ck).(7.35)

Returning to (7.34), the event A(k)

regular(η) =A(k,in)

regular(η) ∩A(k,out)
regular(η), defined in (7.14), holds

with probability tending to 1 as k → ∞, again by concentration inequalities for Poisson
random variables (see Lemma A.1 for x = 2). Hence,

(7.36)
P0
(
A(k)

components ∩A(k)

regular(η)
)≥ P0

(
A(k)

components
)− P0(¬(A(k)

regular(η)
)

= P0
(
A(k)

components
)− ok(1).

We recall from (7.7) that A(k)

components = {|Cin(0)| > k} ∩ {|C(1)

out| > kMout − 1}. Translate the
hyperrectangle Rout in (7.6) containing C(1)

out to the origin of Rd :

(7.37) R′
out := Λ(0, kMout/ρ)× [1, logη(kMout/ρ)

)
,

and write C(1)

out′ , Cout′(0) for the largest component and for the component containing (0,w0)

in the subgraph of Gn induced by vertices in R′
out. As before, we may ignore the conditioning

(0,w0) ∈ V in Definition 1.2 in our computations. We use translation invariance of the prob-
ability measure and that the events {|Cin(0)| > k} and {|C(1)

out| > Moutk − 1} are independent
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because they are induced subgraphs of the disjoint hyperrectangles Rin and Rout in (7.6).
Hence,

P0
(
A(k)

components
)= P0

(∣∣Cin(0)
∣∣> k
)
P
(∣∣C(1)

out′
∣∣> Moutk − 1

)
≥ P0
(∣∣Cin(0)

∣∣> k
)
P0
(∣∣Cout′(0)

∣∣> Moutk
)
.

The bound P0(|Cn(0)[1, logη n)| ≥ ρn) ≥ ρ in (7.2) in Proposition 7.1 holds for all n suffi-
ciently large by assumption. In particular, since Cin(0) = Ck/ρ(0)[1, logη(k/ρ)) by definition
of Rin in (7.6), and Cout′(0) = CkMout/ρ,η(0) by definition of R′

out in (7.37), we obtain for k

sufficiently large

(7.38)
P0
(
A(k)

components
)≥ P0

(∣∣Ck/ρ(0)[1, logη(k/ρ)
)∣∣> k)

· P0
(∣∣CkMout/ρ(0)[1, logη(kMout/ρ)

)∣∣> Moutk) ≥ ρ2,

implying that P0(A(k)

components ∩A(k)

regular(η)) ≥ ρ2 − ok(1) > 3ρ2/4 in (7.36). Since the event

A(k)

components ∩A(k)

regular(η) is measurable with respect to the σ -algebra generated by the sub-
graph GRin ∪ GRout , we take expectation over all possible realizations of the latter satisfying
A(k)

regular(η), and recalling the definition of the measure P̃ from (7.15), we obtain by the defi-

nition of P̃ in (7.15)

P0
(
A(k)

isolation

∣∣A(k)

components ∩A(k)

regular(η)
)

= E0
[
P0
(
A(k)

isolation

∣∣GRin ∪ GRout,A
(k)

components,A(k)

regular(η)
)]

= E0
[
P̃0
(
A(k)

isolation
)]

.

We apply Lemma 7.2 on the right-hand side, and substitute the bound 3ρ2/4 below (7.38)
into (7.36) and then in turn into (7.34) and (7.35), to obtain for k sufficiently large

P0
(
A(k)

components ∩A(k)

isolation ∩A(k)

small-in ∩A(k)

regular(η)
)

≥ (ρ2/2
)

exp
(−Akζ�(log k)m�−1)− exp(−ck)(7.39)

≥ (ρ2/2
)

exp
(−A′kζ�(log k)m�−1).(7.40)

We obtained the second row by substituting rk = (kMin)
1/d in (7.5) and setting A′ := AM

ζ�

in /2
that also compensates for the constants from the log-correction term. Since ζ� < 1 by
Lemma 7.7, the second term in (7.39) is of smaller order than the first term in (7.39).
By (7.34), this finishes the proof of (7.3). We turn to the proof of (7.4).

Lower bound on second-largest component. We generalize an argument from [42]. We
have to bound P(|C(2)

n | < kn,ε) from above for a suitably chosen ε in the definition of kn,ε

in (7.1). To do so, we fix ϑ ∈ (0,1) to be specified later, and assume for simplicity that
n(1−ϑ)/d ∈N. We then partition Λn into mn := n1−ϑ many subboxes Λ

(1)

ñ
, . . . ,Λ

(mn)

ñ
, centered

respectively at x1, . . . , xmn , each of volume ñ := nϑ . By disjointness, the induced subgraphs
G(1)

ñ
, . . . ,G(mn)

ñ
in these boxes are independent realizations of Gñ, translated to x1, . . . , xmn . We

write G̃(1)

ñ
, . . . , G̃(mn)

ñ
for the induced subgraphs, translated back to the origin; Ṽ (in,i)

≤Mγ�
for the

vertex set in G̃(i)

ñ
that is below Mγ� and inside Bin after the translation (see (7.10)); and write

V (in,i)

≤Mγ�
for the same vertex set before the translation. For the translated subgraphs (G̃(i)

ñ
)i≤mn ,

we define for k = kn,ε the same events as in (7.7), (7.33), (7.14),

A(i)

good :=A(kn,ε),i

components ∩A(kn,ε),i

isolation ∩A(kn,ε),i

small-in ∩A(kn,ε),i

regular(η),
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where now in the definition of these events we replace C□(0) with the component containing
the point of V closest to the origin 0 ∈ Rd for □ ∈ {in, ñ}. We also assume that ñ = nϑ is
sufficiently large compared to kn,ε in (7.1) so that the spatial projection of the box Rout still
fits within Λñ. This can be ensured even if kn,ε = Θ(nε) is maximal in (7.1) by choosing
ε < ϑ . If A(i)

good holds for some i ≤ mn, then the induced graph G(i)

ñ
in subbox Λ

(i)

ñ
contains

a component C(i)

ñ
in V (in,i)

≤Mγ�
(which we call a “candidate” second-largest component of Gn)

with size at least kn,ε that is, not the largest component in its own box, and all vertices in Λ
(i)

ñ
are below Mγ�(xi), that is, Mγ� shifted to xi .

Since the event A(i)

good is restricted to the induced subgraph G(i)

ñ
, on A(i)

good there might still

be an edge from a candidate second-largest component C(i)

ñ
to a vertex in a different box Λ

(j)

ñ
.

We exclude such edges in another event: we demand that the whole vertex set V (in,i)

≤Mγ�
has no

edge to any other box, so that the component C(i)

ñ
is isolated also in Gn and has size at least

kn,ε . Taking complements we obtain that{∣∣C(2)

n

∣∣< kn,ε

}⊆ {∃i ≤ mn : V (in,i)

≤Mγ�
∼ Vn \ V (i)

ñ

}∪ ( ⋂
i≤mn

(¬A(i)

good
))

.

By translation invariance, a union bound, and the independence of (G(i)

ñ
)i≤mn ,

P
(∣∣C(2)

n

∣∣< kn,ε

)≤ mnP
(
V in≤Mγ�

∼ Vn \ Vñ

)+ (1 − P
(
A(1)

good
))mn =: T1 + T2.(7.41)

By the definitions in (7.10) and (7.5), each u ∈ V in≤Mγ�
has ‖xu‖ ≤ rk with k = kn,ε , and

mark wu ≤ f�(rkn,ε
), (f� = fγ� is from below (7.24)). As a result, V in≤Mγ�

⊆ V(2rkn,ε
)d [1,

f�(rkn,ε
)) ⊆ Vñ, whenever (2rkn,ε

)d = kn,εMin2d < nϑ , which holds whenever ε < ϑ by (7.1).
Hence we can bound T1 as

T1 ≤ mnP
(
V(2rkn,ε

)d [1, f�(rkn,ε
)
)∼ Vn \ Vñ).

We can directly apply Claim 6.6 to the right-hand side, that is, setting there N := ñ = nϑ

and n := (2rkn,ε
)d = kn,εMin2d (by (7.5)) and w := f�(rkn,ε

). The profile f� = fγ� is defined

below (7.24), using (7.8) with exponent γ� and rk = (Mink)1/d in (7.5), and finally kn,ε from
(7.1) we obtain

w := f�(rkn,ε
) = C

−γ�d
β r

γ�d
kn,ε

= C
−γ�d
β M

γ�

in kγ�
n,ε.

Condition (6.26) holds whenever ε < ϑ , since N = Θ(nϑ) while kn,ε = O(nε) and we trun-

cated γ� in (7.24) at 1/(σ + 1), so also wσ+1 = Θ(k
γ�(σ+1)
n,ε ) = O(nε). Then Claim 6.6 yields

for some C > 0

T1 ≤ mnC6.6f�(rkn,ε
)c6.6
(
kn,εMin2d)n−ϑ min(α−1,τ−2)(1 + 1{α=τ−1} log

(
nϑ ))

≤ C(logn) · k1+γ�c6.6
n,ε · n1−ϑ min(α,τ−1).

Since kn,ε in (7.1) is at most nε , as long as 1 − ϑ min(α, τ − 1) < 0, we can choose ε > 0 in
(7.1) small such that, for any δ ∈ (0, ϑ min(α, τ − 1) − 1), for all n sufficiently large,

(7.42) T1 ≤ n−δ.

We turn to bound T2 in (7.41) using (1 − x)mn ≤ exp(−mnx), where we apply (7.40) on
x = P(A(1)

good) to obtain a lower bound on the exponent

mnP
(
A(1)

good
)≥ (ρ2/2

)
n1−ϑ exp

(−A′kζ�
n,ε(logkn,ε)

m�−1)
= (ρ2/2

)
exp
(
(1 − ϑ)(logn)− A′kζ�

n,ε(logkn,ε)
m�−1).
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In order to show T2 ≤ n−δ in (7.41), it is much stronger to show that with m� − 1 =m′,

(7.43) ∀ε′ > 0, there exists ε1 > 0 s.t. for all ε < ε1 : A′kζ�
n,ε(log kn,ε)

m′
< ε′ logn.

We recall the definition of kn,ε in (7.1) and formally check the two cases.

Case 1. ζ� > 0. We substitute kn,ε in the first row of (7.1) to (7.43)

A′kζ�
n,ε(log kn,ε)

m′ = A′ ε logn

(log logn)m
′ ·
(

log
(

ε logn

(log logn)m
′

)1/ζ�
)m′

.

The last factor is at most ζ−m′
� (log logn)m

′
, and (7.43) follows whenever ε < ε′ζm′

� /A′.

Case 2. ζ� = 0. We substitute kn,ε in the second row of (7.1) to (7.43)

A′kζ�
n,ε(log kn,ε)

m′ = A′(log
(
exp
[
(ε logn)1/m′]))m′ = A′ε logn,

and (7.43) again follows. Choose now any ϑ ∈ (1/min(α, τ −1),1)—which is possible since
α > 1, τ > 2—and then combine (7.42) with T2 ≤ n−δ to bound (7.41). This finishes the
proof of (7.4) and hence Proposition 7.1 subject to Lemma 7.2. □

7.4. Lower tail of large deviations. We finish this section with the proof of Theorem 2.4,
which is based on Lemma 7.2.

PROOF OF THEOREM 2.4. For ρ ≥ 1 the statement is trivial. There exists a constant
C > 0 such that, for any ρ ∈ (0,1) and n ≥ 1, a box of volume n is contained in the union of
 C/ρ! (partially overlapping) balls of volume nρ/2. We use balls instead of boxes to reuse
the optimally-suppressed mark profile from (7.8) which is defined for a ball; this is a minor
technical detail. Fix ρ ∈ (0,1), and write V (i) for the vertices in the ith ball of such a cover
of balls of volume nρ/2. Recall that |E(A,B)| denotes the number of edges between the sets
A, B . Then

(7.44)
{∣∣C(1)

n

∣∣< ρn
}⊇ ⋂

i≤ C/ρ!

{∣∣E(V (i),V \ V (i)
)∣∣= 0

}∩ {∣∣V (i)
∣∣< ρn

}
.

Indeed, on the event on the right-hand side, each connected component of Gn is fully con-
tained in some ball (or the intersection of some balls) with at most ρn vertices. We apply an
FKG inequality to bound the probability of intersection from below.

We give a (natural) definition of increasing events, using the collection Ψ from Def-
inition 5.3 that encodes the presence of edges using a set of uniform random variables
ΨV = {ϕu,v : u, v ∈ V}. We say that a function f (V,ΨV) defined on the marked vertex set V
and edge-variable set ΨV is increasing if it is nondecreasing in V with respect to set inclusion
(formally, if V ′ ⊇ V , ΨV ′ ⊇ ΨV , then f (V ′,ΨV ′) ≥ f (V,ΨV) holds), as well as coordinate-
wise nonincreasing with respect to the edge variables (formally, if Ψ ′

V satisfies ϕ′
u,v ≤ ϕu,v

for all u, v ∈ (V2), then f (V,Ψ ′
V) ≥ f (V,ΨV) holds). Intuitively this means that more ver-

tices and edges increase the value of f . Similarly to [21], we obtain that for two increasing
functions f1, f2,

E
[
f1(V,ΨV) · f2(V,ΨV)

]= E
[
E
[
f1(V,ΨV) · f2(V,ΨV)|V]]

≥ E
[
E
[
f1(V,ΨV)|V] ·E[f2(V,ΨV)|V]]

≥ E
[
f1(V,ΨV)

] ·E[f2(V,ΨV)
]
,

by applying FKG to the random graph conditioned to have V as its vertex set for the first in-
equality using that f1 and f2 are increasing in the edge-set, and then FKG for point processes
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for the second inequality [47], Theorem 20.4. We say that an event A is decreasing iff the
function −1A is increasing. It follows that for decreasing events A, A′

(7.45)

P
(
A∩A′)= E

[(−1A(V,ΨV)
) · (−1A′(V,ΨV)

)]
≥ E
[
1A(V,ΨV)

] ·E[1A′(V,ΨV)
]

= P(A) · P(A′).
Observe that the events on the right-hand side in (7.44) are all decreasing (adding ver-
tices/edges make the events less likely to occur) so that (7.45) applies. Hence,

(7.46) P
(∣∣C(1)

n

∣∣< ρn
)≥ ∏

i≤ C/ρ!
P
(∣∣E(V (i),V \ V (i)

)∣∣= 0
) · P(∣∣V (i)

∣∣< ρn
)
.

Since each ball has volume nρ/2, the event {|V (i)| < ρn} holds with probability at least 1/2 by
concentration inequalities for Poisson random variables (Lemma A.1 for x = 2). To bound
P(|E(V (i),V \ V (i))| = 0), we consider the optimally-suppressed mark profile translated to
the center of the ith ball, with kMin replaced by nρ/2. We restrict V to be below the mark
profile, and to have no edges between V (i) and V \V (i). We apply Lemma 7.2, integrate over all
realizations of Gin, Gout satisfying Aregular, and use that the event Aregular in the conditioning
in P̃ in (7.15) holds with high probability by Poisson concentration (Lemma A.1 for x = 2);
see the argument below (7.35). We obtain that for all i ≤  C/ρ!,

P
(∣∣E(V (i),V \ V (i)

)∣∣= 0
) · P(∣∣V (i)

∣∣< ρn
)≥ exp

(−Θ
(
nζ�(logn)m�−1))/2,

which proves (2.8) when taking the product over  C/ρ! balls in (7.46). □

8. Proofs of main results. We conclude the paper by formally verifying the statements
in Sections 1 and 2, starting with the main results.

PROOFS OF THEOREMS 2.1–2.2(i). Proposition 7.1 proves the lower bounds in Theo-
rems 2.1–2.2: its condition (7.2) on having a large enough component on restricted marks
occurs with positive probability by Proposition 5.14 when ζhh > 0. The assumption τ > 2 is
necessary to have a locally finite graph with multiple components. □

PROOFS OF THEOREMS 2.1–2.2(ii-iii), AND COROLLARY 2.3. Proposition 5.1 proves
the upper bounds (part ii-iii) in Theorem 2.2. Substituting k = kn = (A logn)1/ζhh for a suf-
ficiently large constant A = A(δ) yields part (ii), which uses τ ≥ σ + 1. For part (iii), that
is, when τ < σ + 1, we substitute k = (A logn)σ+1−(τ−1)/α instead. The condition ζhh > 0
is required to construct a backbone of high-mark vertices (Lemma 5.2), and to merge com-
ponents of size at least k with the backbone via a high-mark vertex in (5.43). The distinction
between τ ≥ σ + 1 and τ < σ + 1 arises from the cover-expansion step in Lemma 5.9.

For the proof of Theorem 2.1(ii-iii) and Corollary 2.3 it suffices to verify prerequi-
sites (6.1)–(6.3) of Proposition 6.1. Let ζ = ζhh when τ ≥ σ + 1 and ζ = 1/(σ + 1 − (τ −
1)/α) when τ < σ + 1. Set c1 = 0, c2 = 1, and let c3 > 0 be a sufficiently small constant.
Then (6.1) is implied by Proposition 5.1, (6.2) by Corollary 5.11, and (6.3) by Proposi-
tion 5.12 (we leave it to the reader to verify that these statements hold for the Palm-version
P0 of P as well). □

We continue with the statements in Section 1.

PROOF OF THEOREM 1.1. For continuum scale-free percolation, geometric inhomoge-
neous random graphs, and hyperbolic random graphs we have σ = 1. When τ ∈ (2,3), then
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τ ≥ σ + 1, and ζGIRG = (3 − τ)/(2 − (τ − 1)/α) agrees with ζhh from (1.18). The statement
assumes that ζGIRG > max(2 − α, (d − 1)/d) = max(ζll, ζshort) by (1.14) and (1.13). This
implies that α > τ − 1, and also that ζGIRG > ζhl = (τ − 1)/α − (τ − 2) when α > τ − 1. As
a result, m� in (2.1) is equal to 1 and there are no polylog factors in Theorems 2.1–2.2(i), and
ζ� = ζGIRG by Lemma 7.7. The statements in (1.3) now follow from Theorems 2.1–2.2(i-ii),
2.4, and Corollary 2.3. We mention that hyperbolic random graphs are generally defined with
exactly n vertices on an n-dependent hyperbolic space, giving an n-dependent vertex-mark
distribution and an n-dependent connection probability function. However, these converge
(fast) to their limiting distribution and connection probabilities, and can be bounded from
above and from below by connection probabilities satisfying Assumption 1.3, respectively;
see [44], below equation (9.8); and equations (9.16) (9.17). So, one can build the same struc-
tures as we did here and use these upper bounding connection probabilities in upper bounds
and the lower bounding connection probabilities in lower bound estimates to arrive to the
same result for HRGs. The results generally extend to models where the number of vertices
is exactly n, and where vertex locations are independent uniform random variables on Λn,
by conditioning on a Poisson(n) variable to be exactly n. We leave this technical extension
to the reader: one needs to replace concentration bounds for Poisson random variables with
Chernoff bounds, and one also needs to add extra events that control the number of vertices
in certain space-mark areas. □

PROOF OF CLAIM 1.4. The statement is implied by Lemma 7.7. □

APPENDIX: AUXILIARY PROOFS

PROOF OF PROPOSITION 5.12. We give the detailed proof for τ ≥ σ + 1. At the end
of the proof we explain the adjustments for τ < σ + 1. We will first derive a bound on
P(∃v ∈ Vn[w,∞) : v /∈ C(1)

n ) for arbitrary w ≥ 1. We make use of the backbone construction
from Section 5: we will show that vertices with mark at least w are likely to connect by an
edge to the backbone Cbb, which will be a subset of the giant component. Observe that the
event in (5.46) allows us to choose the size of the boxes when we build the backbone, that
is, the value of k is not yet defined with respect to w. We define k = k(w) implicitly by
w =: A1k

1−σγhh , where A1 is a large enough constant to be determined later. We aim to show
that for some A2 > 0, and n ≥ k,

(A.1) P
(¬Amark-giant(n,w)

) := P
(∃v ∈ Vn[w,∞) : v /∈ C(1)

n ) ≤ n exp
(−A2k(w)ζhh

)
.

If this bound holds, then substituting w = wn = (Mw logn)(1−σγhh)/ζhh yields the value

k(wn) = A
−1/(1−σγhh)
1 w1/(1−σγhh)

n = A
−1/(1−σγhh)
1 (Mw logn)1/ζhh .

When we substitute this back to (A.1) we obtain that for Mw sufficiently large the right-hand
side is at most n−δ , as required in (5.46). We now prove (A.1).

Recall Abb(n, k) and Cbb(n, k) from (5.10). Distinguishing two cases depending on
whether Abb(n, k) holds for Gn,2 = Gn[1,2whh) or not (with whh(k) in (5.8)), by Lemma 5.2,

P
(¬Amark-giant(n,w)

)≤ P(¬Abb)+E
[
1{Abb}P

(¬Amark-giant(n,w)|Gn,2,Abb
)]

≤ 3n exp
(−c5.2k

ζhh
)

+E
[
1{Abb}P

(¬Amark-giant(n,w)|Gn,2,Abb
)]

.

(A.2)

On the event Abb, there is a backbone Cbb. This backbone is either not part of the giant
component, or if it is, then a vertex with mark at least w outside the giant has no connection
to any of the vertices in the backbone. Hence, conditionally on the event Abb,

¬Amark-giant(n,w) ⊆ {Cbb ⊈ C(1)

n

}∪ {∃v ∈ Vn[w,∞) : v ≁ Cbb,Cbb ⊆ C(1)

n

}
.
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By a union bound and Corollary 5.10, this implies that

P
(¬Amark-giant(n,w)|Gn,2,Abb

)
≤ (n/k) exp

(−c5.1k
ζhh
)+ P
(∃v ∈ Vn[w,∞) : v ≁ Cbb|Gn,2,Abb).

(A.3)

Recall that Gn,2 is the graph spanned on vertices with mark in [1,2whh); see Definition 5.6.
With C1 from (5.6)–(5.7), we may assume A1 ≥ 2C

−1/(τ−1)
1 . Since whh = C

−1/(τ−1)
1 kγhh

defined in (5.8), and since 1 − (1 + σ)γhh ≥ 0 (see (5.16)), this implies that

w = A1k
1−σγhh ≥ 2whh = 2C

−1/(τ−1)
1 kγhh .

Hence, vertices of mark at least w are part of Vn[2whh,∞) and are not revealed in Gn,2. Con-
ditioning on the number of vertices |Vn[w,∞)|, the location of each vertex is independent
and uniform in Λn. Taking a union bound over these vertices in Vn[w,∞), yields

P
(∃v ∈ Vn[w,∞) : v ≁ Cbb|Gn,2,Abb)

≤ E[|Vn

[
w,∞)|] · sup

v∈Vn[w,∞)

P(v ≁ Cbb|Gn,2,Abb)

≤ n sup
v∈Vn[w,∞)

P(v ≁ Cbb|Gn,2,Abb).

(A.4)

Now we use that the backbone is spatially “everywhere”. Let Q(v) be the box of v as in
(5.4). Conditionally on Abb, Q(v) contains at least sk = Θ(kζhh) vertices in Cbb with mark in
[whh,2whh), where whh is defined in (5.8), yielding the set of vertices S(v) in (5.22). We use
the distance bound in (5.5), and p, κσ defined in (2.9), and (1.7), respectively, and the value
w in (A.4), to obtain that for any v ∈ Vn[w,∞) and u ∈ S(v), when α < ∞,

p(u, v) ≥ p
(
1 ∧ (βκσ

(
whh,A1k

1−σγhh
)
(2
√

d)−dk−1))α
= p
(
1 ∧ (βC

−σ/(τ−1)
1 kσγhhA1k

1−σγhh(2
√

d)−dk−1)α)= p,

whenever A1 ≥ (2
√

d)dC
σ/(τ−1)
1 /β , since the exponent of k in the second term of the min-

imum is 0. The same bound holds when α = ∞. Since v connects by an edge to each of
the sk = Θ(kζhh) many backbone vertices in S(v) with probability at least p, conditionally
independently of each other, we bound (A.4) by

P
(∃v ∈ Vn[w,∞) : v ≁ Cbb|Gn,2,Abb) ≤ n(1 − p)sk .

Since sk = Θ(kζhh) in (5.8), combining this with (A.2) and (A.3) yields (A.1) for A2 suffi-
ciently small. As argued below (A.1), this yields (5.46) when τ ≥ σ + 1. When τ < σ + 1,
the exponent ζhh in the exponential on the right-hand side in (A.1) and in the first term on the
right-hand side in (A.2) and (A.3) change to 1/(σ + 1 − (τ − 1)/α) due to Corollary 5.10.
Setting wn = (Mw logn)(1−σγhh)(σ+1−(τ−1)) proves (5.46) when τ < σ + 1. □

It remains to prove Lemma 7.6.

PROOF OF LEMMA 7.6. We start with three helping statements to prove the bounds for
α < ∞. First, we prove the implication

(⇒1) max

⎧⎪⎪⎨⎪⎪⎩
1 − γlong(τ − 1),

1 − γ�(τ − 1),

2 − α + γ�ξ�

⎫⎪⎪⎬⎪⎪⎭≥ 0 =⇒

⎛⎜⎜⎝
1 − γlong(τ − 1)

= 1 − γ�(τ − 1)

= 2 − α + γ�ξ�

⎞⎟⎟⎠ .
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Since γ� = min(γlong,1/(σ + 1)) by definition in (7.24), the second term in the maximum
is at least the first term. Since γlong is the smallest γ such that 1 − γ (τ − 1) ≤ 2 − α + γ ξ�

by (7.23), the second term in the maximum is at least the third term. Thus the left-hand side
is equivalent to 1 − γ�(τ − 1) ≥ 0. By the same definitions, the right-hand side only fails
to be true if γlong �= γ�, which is when γlong > γ� = 1/(σ + 1). Thus, (⇒1) is equivalent to
showing

(A.5) 1 − γ�(τ − 1) ≥ 0 =⇒ γlong ≤ 1/(σ + 1).

If γlong = γ�, the implication holds since γ� ≤ 1/(σ + 1) by definition. If γlong > γ�, then
γ� = 1/(σ + 1) and the left-hand side is equivalent to τ − 1 ≤ σ + 1. We substitute γlong
from (7.23) with ξ� from (7.19) to see that γlong ≤ 1/(σ + 1) is equivalent to

max
(
τ − 1, α, (σ + 1)α − (τ − 1)

)≥ (α − 1)(σ + 1).

The third term in the maximum is at least (α − 1)(σ + 1) if τ − 1 ≤ σ + 1, proving (A.5)
which is equivalent to (⇒1).

We now state and prove another, second implication. Recall ζhh = 1 − γhh(τ − 1), ζll =
2 − α, and ζhl = 1 − (1 − 1/α)(τ − 1) from (1.18), (1.14), and (1.16), and ξhh = (σ + 1)α −
2(τ − 1), ξll = 0, and ξhl = α − (τ − 1) from (7.19). We prove now

(⇒2) ζhh < 0 ≤ max(ζll, ζhl) =⇒ ξhh < max(ξll, ξhl).

By (1.18), ζhh < 0 if and only if σ +1 < τ −1, while max(ζll, ζhl) ≥ 0 implies by elementary
operations that α ≤ max(2, (τ − 1)/(τ − 2)). On the one hand, if α ≤ 2 and σ + 1 < τ − 1,
(⇒2) follows immediately since

ξhh < 2(τ − 1) − 2(τ − 1) = 0 = ξll.

If on the other hand α ≤ (τ − 1)/(τ − 2) and σ + 1 < τ − 1, then

ξhh = ξhl + σα − (τ − 1) ≤ ξhl + (τ − 1)

(
σ

τ − 2
− 1
)

< ξhl,

which finishes the proof of (⇒2). Next, we prove a third implication

(⇒3) max(ζll, ζhl, ζhh) ≥ 0 =⇒ 1 − γlong(τ − 1) = max(ζll, ζhl, ζhh).

Recalling the definitions of ζll = 2−α, ζhl = 1− (α − 1)(τ − 1)/α, and ζhh = 1− γhh(τ − 1)

from (1.14), (1.16), and (1.18), as well as γlong from (7.23), the right-hand side is equivalent
to showing

(A.6)
α − 1

max(τ − 1, α, (σ + 1)α − (τ − 1))
= min

(
(α − 1)/(τ − 1), (α − 1)/α, γhh

)
.

If τ ≤ 2 + σ , the definition of γhh = (1 − 1/α)/(σ + 1 − (τ − 1)/α) in (1.17) proves the
equality in this case. If τ > 2 + σ , then ζhh < 0 by definition in (1.18), and we need to show
1 − γlong(τ − 1) = max(ζll, ζhl).

If max(ζll, ζhl) ≥ 0 > ζhh, (⇒2) implies (by subtracting τ − 1 from each of the ξ values)
that the maximum in the denominator on the left-hand side in (A.6) is never attained at the
third term in (A.6). Hence, 1 − γlong(τ − 1) = max(ζll, ζhl) follows since formally clearly

α − 1

max(τ − 1, α)
= min

(
(α − 1)/(τ − 1), (α − 1)/α

)
holds. Using similar rearrangements and the definitions, the reader may verify that

(⇒4) max(ζll, ζhl, ζhh) < 0 =⇒ 1 − γlong(τ − 1) < 0.
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We prove now (7.25). By definition of γlong and γ� in (7.23) and (7.24), 2 − α + γ�ξ� ≤
1 − γ�(τ − 1), leaving to verify the equality in (7.25). First assume max(ζll, ζhl, ζhh) < 0, so
that 1− γlong(τ − 1) < 0 by (⇒4). Then (⇒1) implies that also 1− γ�(τ − 1) < 0, otherwise
they would be equal and all nonnegative. So, (7.25) holds in this case since (d − 1)/d ≥ 0
for all d ≥ 1. Finally we assume max(ζll, ζhl, ζhh) ≥ 0. Then, (⇒3) and (⇒1) imply that then
max(ζll, ζhl, ζhh) = 1 − γ�(τ − 1). Thus, (7.25) follows again.

To prove (7.26), we introduce some general notation in which we count the multiplicity of
the maximum. Let for a list (with potentially repeated elements) Y = {y1, . . . , y�} ⊆R,

(A.7) m(Y) :=m(y1, . . . , y�) :=
∑
i∈[�]

1{yi=max(Y)}.

Define sign :R �→ {−,0,+} as sign(x) =− for x < 0, sign(x) =+ for x > 0, and sign(0) =
0. Consider now two lists of numbers {y1, . . . , y�} and {z1, . . . , z�} of length �. We claim that

(A.8)
(
sign(yi − yj ) = sign(zi − zj ) ∀i �= j

) =⇒ m(y1, . . . , y�) =m(z1, . . . , z�).

Indeed, the index of a maximal element in both lists can be identified in a list if all sign
differences are equal to 0 or +, and the multiplicity can be computed by counting how often
the sign difference with the other elements equals 0. We will use this observation to prove

(⇒5) max(ζll, ζhl, ζhh) ≥ 0 =⇒ m(ζll, ζhl, ζhh) =m(ξll, ξhl, ξhh) =mlong.

We claim that m(ξll, ξhl) = m(ζll, ζhl): using the definitions of ξll = 0 and ξhl = α − (τ −
1) from (7.19), and ζll = 2 − α and ζhl = 1 − (1 − 1/α)(τ − 1) in (1.14) and (1.16), it is
elementary to compute that sign(ξll − ξhl) = sign(ζll − ζhl).

Assume now that ζhh < 0 ≤ max(ζll, ζhl), so m(ζll, ζhl, ζhh) = m(ζll, ζhl) = m(ξll, ξhl).
By (⇒2), also ξhh < max(ξll, ξhl), so m(ξll, ξhl) = m(ξll, ξhl, ξhh). Thus, (⇒5) follows when
ζhh < 0 by definition of mlong in (7.19).

Assume next that ζhh = 1 − γhh(τ − 1) ≥ 0. Using γhh = (α − 1)/((σ + 1)α − (τ − 1))

and ξhh = (σ + 1)α − 2(τ − 1), we leave it to the reader to verify that also sign(ξll − ξhh) =
sign(ζll − ζhh) and sign(ξhl − ξhh) = sign(ζhl − ζhh). This proves (⇒5) in all cases.

We now analyze the left-hand side in (7.26), and note that m� =m(ζll, ζhl, ζhh, (d − 1)/d)

by definition in (2.1). Thus,

m� − 1 = (m(ζll, ζhl, ζhh) − 1
)
1{max(ζll,ζhl,ζhh)>

d−1
d

} +m(ζll, ζhl, ζhh)1{max(ζll,ζhl,ζhh)= d−1
d

},

as m(ζll, ζhl, ζhh, (d−1)/d)−1 = 0 if max(ζll, ζhl, ζhh) < (d−1)/d . Since (d−1)/d ≥ 0, we
can replace the multiplicities on the right-hand side by mlong using (⇒5). By (⇒1) and (⇒3)
we can replace the maximum inside the indicators by 2 − α + γ�ξ�. Thus,

m� − 1 = (mlong − 1)1{2−α+γ�ξ�>
d−1
d

} +mlong1{2−α+γ�ξ�= d−1
d

}.

This proves the equality in (7.26). We turn to the inequality in (7.26). If the right-hand side
of (7.26) is zero, the bound holds trivially since m� ≥ 1. If the right-hand side of (7.26) is
one, that is, 1− γ�(τ − 1) = d−1

d
, then by (⇒1) and (⇒3) also max(ζll, ζhl, ζhh) = (d − 1)/d ,

and m� ≥ 2, proving (7.26).
Finally, we prove the statements for α =∞. We compute limα→∞ ζll = 2 − α =−∞ and

limα→∞ ζhl = (τ − 1)/α − (τ − 2) =−(τ − 2). Hence, max(ζll, ζhl) < (d − 1)/d . By (7.24),
γ� = 1/(σ + 1), and ζhh = 1 − (τ − 1)/(σ + 1) by (1.18). So, 1 − γ�(τ − 1) = ζhh, proving
max(1 − γ�(τ − 1), (d − 1)/d) = max(ζll, ζhl, ζhh, (d − 1)/d). By the same argumentation

m� − 1 =m
(
ζll, ζhl, ζhh, (d − 1)/d

)− 1

=m
(
ζhh, (d − 1)/d

)− 1 = 1{1−γ�(τ−1)=(d−1)/d}. □

Lastly, we state a Poisson concentration bound (without proof) that we often rely on in the
paper.
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LEMMA A.1 (Poisson bound [51]). For x > 1,

P
(
Poi(λ) ≥ xλ

)≤ exp
(−λ
(
1 + x logx − x

))
,

and for x < 1,

P
(
Poi(λ) ≤ xλ

)≤ exp(−λ
(
1 − x − x(log 1/x)

)
.
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SUPPLEMENTARY MATERIAL

Supplement to “Cluster-size decay in supercritical kernel-based spatial random
graphs” (DOI: 10.1214/24-AOP1742SUPP; .pdf). This supplement presents the remaining
proofs: it contains the proof of Proposition 5.14 that the origin is with positive probability
in in a linear-sized component inside the graph whose marks are restricted, and presents the
proofs of Claims 6.4 and 6.6 for the upper bound on subexponential decay (both based on
the computation of first moments), and contains the computations of the integrals that prove
Lemmas 7.3 and 7.4 for the lower bounds, and a sketch of Lemma 7.7.
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