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Abstract

The accurate computation of the irradiance incident on the surface of photovoltaic

modules is crucial for the simulation of the energy yield of a photovoltaic system.

Depending on the geometrical complexity of the surroundings, different approaches

are commonly employed to calculate the irradiance on the photovoltaic system. In

this article, we introduce a backward ray tracing simulation approach to calculate the

irradiance on photovoltaic systems in geometrically complex scenarios. We explain

how the repetition of time-consuming simulation steps can be avoided with the pro-

posed approach by storing a selection of the results from the most computationally

expensive parts of the problem, and we show that the irradiance calculated with the

proposed approach is in good agreement with the results of Radiance, a well-

established irradiance simulation tool. Furthermore, we present an experimental vali-

dation carried out using a pyranometer and a reference cell over a period of 6 months

in a complex scenario, which shows errors lower than 5% in the calculation of the

daily irradiation. Finally, we compare high-resolution spectral simulations with mea-

surements taken with a spectroradiometer under different sky conditions. The pro-

posed approach is particularly well-suited for the simulation of bifacial and tandem

photovoltaic modules in complex urban environments, for it enables the efficient sim-

ulation of high-resolution spectral irradiance in scenarios with time-varying reflec-

tance properties.

K E YWORD S

bifacial PV, irradiance modelling, ray tracing, spectral irradiance, tandem PV, urban PV

1 | INTRODUCTION

The developments in the photovoltaic (PV) field over the last

decades have fostered the deployment of PV modules from utility-

scale power plants to buildings1,2 to vehicles.3,4 As a result, many

PV systems are installed in landscapes with complex geometries

where PV modules are often subject to partial shading. Moreover,

partially shaded PV systems will become increasingly common since

the integration of PV in the urban environment will be of utmost

importance for the development of net-zero-energy districts and the

achievement of the UN Sustainable Development Goals.5 In these

scenarios, sophisticated simulation models are required to calculate
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the irradiance incident on the solar cells and, subsequently, the elec-

trical yield of a PV system.

The selection of an adequate irradiance simulation model for a

specific application depends mainly on the size of the PV system and

the complexity of the landscape surrounding the installation. Since

the accuracy of the models increases proportionally to the required

computing power and computation time, there is not a single model

that is adequate for every application. The most common irradiance

simulation models for PV applications can be classified in three main

groups: transposition models, view factor models and ray tracing

models.

Transposition models determine the irradiance incident on a PV

module by adding the contributions of the beam, diffuse and ground

reflected sunlight components on the plane of array (PoA). The diffuse

component can be determined using one of several sky diffuse models

that make different levels of approximations to describe the radiance

distribution over the sky dome.6–8 Transpositions models are the sim-

plest and fastest approach to calculate the PoA irradiance. For exam-

ple, the irradiance impinging on each cell of a 72-cell PV module can

be simulated with 1-min resolution for an entire year using the simpli-

fied Perez diffuse sky model7 in a few seconds with a modern per-

sonal computer. The main limitation of transposition models is the low

accuracy in the calculation of the diffuse and reflected irradiance com-

ponents. In a simple landscape, the expected simulation error is typi-

cally below 10%.9 However, errors can increase to about 15% when

the PV module is not optimally oriented.10,11 Further limitations of

these models are the underlying assumptions that the ground is uni-

formly illuminated and its reflectivity is constant.12 As a result, trans-

position models are mostly used to simulate the irradiance on

monofacial PV modules in relatively open landscapes such as large PV

power plants or on rooftop PV systems in areas with low building

density.

View factor models calculate the ground reflected irradiance com-

ponent by computing the view factors from the PV module to the

shaded and unshaded areas on the ground. This refinement makes

view factor models suitable for simulating the irradiance on the rear

side of modules in bifacial PV power plants. In addition, view factor

models can be classified in two main types. The first type, usually

referred to as 2D view factor models, assumes that rows of modules

are infinitely long to simplify the calculation of view factors.13 Two-

dimensional view factor models have been implemented in commer-

cial software packages14 and errors lower than 16% have been

reported in the calculation of the rear side irradiance.15 The second

type of view factor models, usually referred to as 3D view factor

models,16–19 considers that rows of PV modules are finite in length,

which allows to include edge effects in the simulations. Experimental

studies have reported errors that range from 5% to 15% in the rear

side irradiance calculation.20,21 Three-dimensional view factor models

are also quite fast because the view factors are computed with

closed-form formulas.22 However, these formulas are not directly

applicable in geometrically complex scenarios with non-horizontal sur-

faces, such as urban environments. In these cases, the estimation of

view factors can be achieved by means of ray casting methods.23

Ray tracing (RT) models are the most general irradiance simulation

approach and enable the simulation of surfaces with arbitrary orienta-

tions and bidirectional scattering distribution functions (BSDF).24 RT

algorithms are classified in two main types, forward and backward

RT. Forward RT (FRT) algorithms calculate the irradiance on the PV

module by tracing rays from the light sources (i.e., the sun and the sky

dome) to the PV module and its surroundings.25 FRT is often ineffec-

tive because most of the traced rays do not contribute to the compu-

tation of the irradiance on the PV module. In comparison, backward

RT (BRT) algorithms calculate the irradiance on the PV module by fol-

lowing the path of rays from the PV module to the light sources,

which significantly reduces the number of rays needed to compute

the incident irradiance. In practice, BRT is mainly employed to solve

the irradiance incident on the front (or back) surface of a PV module

and FRT is typically used in combination with wave optics to solve the

reflection and absorption in the internal layers of the PV module and

the solar cells.26–28 Radiance29 is the most widely adopted backward

ray tracer in the field of photovoltaics.30–34

In order to alleviate the computational time, RT models are usu-

ally employed to calculate daylight coefficients,35 which are defined

as the ratio between the irradiance incident on a target surface to the

radiance emitted by a specific sky sector. Daylight coefficients are cal-

culated to decouple the illumination conditions from the ray tracing

solution of a specific geometry.36 RT models provide a practical

method to calculate daylight coefficients and to generate sensitivity

maps25 or daylight coefficient matrices.32 These maps or matrices can

then be multiplied by the sky radiance to calculate the irradiance on

the solar cells under different sky conditions without repeating the

ray tracing simulations.

Two main desirable features for irradiance models, which are not

readily available in current ray tracing models, are the ability to per-

form spectrally-resolved simulations and to simulate surfaces with

time-varying optical properties. Spectrally resolved irradiance simula-

tions are important for bifacial PV systems37–39 and will be essential

in the near future to simulate the yield of tandem PV modules.40,41

Meanwhile, the ability to simulate time-varying optical properties can

be useful to model the effects of rain and snow on the surface reflec-

tivity42 and improve the calculation of the bifacial energy gain in large

PV power plants.43 Whereas the implementation of these features in

transposition and view factor models is rather simple, adding these

simulation capabilities to existing RT implies a heavy computational

burden. Considering that daylight coefficients depend on the

wavelength-specific optical properties of the surfaces composing the

scene, ray tracing simulations should be repeated to calculate daylight

coefficients at every wavelength and for every possible combination

of optical properties.

In this article, we propose a backward ray tracing model to com-

pute the irradiance on PV modules in scenarios with arbitrarily ori-

ented diffuse and specular surfaces. The main novelty in this

approach, is that the ray tracing calculations, the illumination condi-

tions and the optical properties of the materials are decoupled. As a

consequence, it is possible to avoid the repetition of the highly time-

consuming ray tracing calculations when considering surfaces with
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time-varying optical properties and performing spectrally resolved

irradiance simulations.

This article is organised in the following way. In Section 2, rele-

vant radiometry concepts are presented. The proposed approach is

described in detail in Section 3. In Section 4, the model is validated

with measurements taken with different sensors at the PVMD moni-

toring station in Delft, the Netherlands. Finally, conclusions are pre-

sented in Section 5.

2 | BASIC RADIOMETRIC CONCEPTS

The irradiance G on a differential area element of a solar cell dAc is

defined as the total incident radiant flux dΦ per unit area. G can be

divided into three components depicted in Figure 1: (1) The beam irra-

diance (Gbeam) due to the radiant flux coming from the sun disk; (2) the

diffuse irradiance (Gdiff) due to the radiant flux coming directly from

the sky dome; and (3) the reflected irradiance (Grefl) due to the radiant

flux that bounces on the surface of objects in the scene before reach-

ing the solar cell*:

Gtot ¼ dΦ
dAc

¼GbeamþGdiffþGrefl ð1Þ

Assuming that the Sun is a point source, the beam irradiance can

be calculated using Equation (2) from the direct normal irradiance

(DNI), and the scalar product of the normal vector to the solar cell nc

and the vector that points from the centre of the solar cell to the cen-

tre of the solar disk b:

Gbeam ¼DNI ðb �ncÞ ð2Þ

The diffuse irradiance can be determined by integrating the sky

radiance Lsky incident from direction r over the visible part of the

sky ΩV:

Gdiff ¼
ð
ΩV

LskyðrÞ ðr �ncÞ dΩ¼ π

ð
ΩV

LskyðrÞ dFc!s ð3Þ

where dΩ is the solid angle of a differential sky sector (i.e., sky

patch). The second integral in Equation (3) is expressed in terms

of the view factor from the differential area of the solar cell to a

differential area element of the sky, which is defined as:

dFc!s ¼1
π
ðr �ncÞ dΩ ð4Þ

Likewise, the reflected irradiance can be calculated by integrating

the reflected radiance Lr incident from direction r over the part of the

sphere around the solar cell that is blocked by surrounding reflective

surfaces ΩB:

Grefl ¼
ð
ΩB

LrðrÞ ðr �ncÞ dΩ ð5Þ

The reflected radiance Lr is determined by the radiance

incident on the reflector and its optical properties described by

the Bidirectional Reflectance Distribution Function (BRDF). The

BRDF of an opaque reflective surface with normal nr, is defined as the

ratio between the outgoing radiance dLr in direction r to the radiance

incident Li from direction r:

LrðrÞ¼
ð
ΩH

dLrðrÞ¼
ð
ΩH

BRDFðr, rÞ LiðrÞ ðr �nrÞ dΩ ð6Þ

where ΩH is the hemisphere in front of the reflective surface.

It must be noted that the incident radiance on each reflector

Li depends on higher order reflections. Since the radiance incident on

the reflector (Li ) must be the emitted or reflected radiance at a point

on another surface, Lr is defined in terms of itself.44 Therefore,

practical methods, such as ray tracing, are needed to limit the recur-

sivity of the problem and approximate the reflected irradiance on a

solar cell.

3 | THE PROPOSED SIMULATION
APPROACH

The irradiance simulation approach described in this section is based

on a deterministic backward ray tracer limited to two ray bounces,

which allows to simulate Lambertian and specular reflectors. The nov-

elty of the approach lies in the order in which calculations are per-

formed and the selection of results that are saved to reduce the

computation time.

F IGURE 1 Irradiance components incident on a differential area

of a solar cell dAc. The beam component originates in the Sun, the
diffuse component emanates from the sky dome and the reflected
component comes from surfaces around the solar cell

*All the vectors in the equations of this article are unitary vectors.

136 ANDRES ET AL.
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3.1 | Ray tracing

When surfaces in the scene have arbitrary shapes and orientations, it

is not possible to calculate view factors using closed-form formulas as

in 3D view factor models and the scene must be sampled by casting

rays. In this section, the scene in Figure 2A is used to illustrate the

steps of the ray tracing algorithm in the proposed approach.

First, a deterministic hemispherical sampling is performed by dis-

cretising an imaginary sphere centred at the solar cell as shown in

Figure 2B. In Figure 2B, an equiangular discretisation is applied, yet it

is important to note that the method is not limited to this specific dis-

cretisation. With the sky discretisation, the view factors from the solar

cell to each sky patch (dFc!s) are determined by the position (s) and

the solid angle of the sky patch (dΩ) as expressed in Equation (4).

Next, primary rays are cast from the centre of the solar cell to the

centroids of the sky patches in front of the cell (Figure 2C). Intersec-

tions between the scene and the rays can be solved combining an

appropriate data structure (e.g., octrees and kD-trees) with efficient

ray-surface intersection algorithms (e.g., Möller-Trumbore45). Rays

that do not intersect with surfaces in the scene correspond to sky

patches that are visible from the solar cell (“visible sky patch” in

Figure 2D). For rays that intersect with surfaces in the scene, the pro-

jections of the corresponding sky patches at the intersection points

are considered (“projection of blocked patch” in Figure 2D). It should

be noted that the view factor from the solar cell to each blocked sky

patch (in Figure 2E) is equal to the view factor from the solar cell to

the corresponding projected patches. A list with all the blocked rays

and the indices of the corresponding intersected surfaces is stored in

memory after the primary ray tracing.

A second independent hemispherical sampling is performed with

a higher angular resolution from the centre of the solar cell to gener-

ate a shadow map. A shadow map is a binary representation of the

sky visibility from a given point in the scene, and it will be used to cal-

culate the beam irradiance component. To generate shadow maps

only rays that point forward from the solar cell and to the sky need to

be traced. An example of a shadow map is shown in Figure 3, where

F IGURE 2 Graphical representation of the proposed ray tracing approach. (A) Example of a solar cell surrounded by two obstacles.
(B) Spherical discretisation. (C) Hemispherical sampling. (D) Visible and blocked sky patches. (E) Projection of the blocked patches on the surfaces
intersected by the primary rays. (F) Primary and secondary rays

F IGURE 3 Shadow map. This shadow map corresponds to the
solar cell in Figure 2A, which is facing North and tilted 30�. The
angular resolution of this map was chosen for illustrative purposes.
The typical resolution of a shadow maps is 1� or better

ANDRES ET AL. 137
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the zeros correspond to sky patches blocked by the objects on the

scene and ones to visible sky patches. The resulting shadow map is

stored in memory. Shadow maps are binary arrays and require very

limited storage space despite the high angular resolution. Approxi-

mately, 1000 shadow maps with an angular resolution of 1� occupy

only 3 MB.

Then, for each intersection point between a primary ray and the

scene (i.e., for every primary intersection point), the simulation

develops differently depending on the type of intersected surface. If

the intersected surface is an ideal specular reflector, a single second-

ary ray is cast from the primary intersection point. The direction of

the secondary ray is given by the specular reflection of the primary

ray on the intersected surface. If the secondary ray does not intersect

with the scene, the index of the pointed sky patch is associated with

the specular reflector patch and stored in memory, otherwise it is

neglected. Otherwise, if the surface intersected by the primary ray is a

Lambertian reflector, a secondary hemispherical sampling is per-

formed from the primary intersection point (e.g., P1 in Figure 2F).

Again, some of the rays cast during the secondary hemispherical sam-

pling will reach the sky and some will intersect with surfaces in the

scene at secondary intersection points (e.g., P2 in Figure 2F). The

results of each of the secondary hemispherical samplings are stored in

memory, same as in the case of the primary sampling. A shadow map

is also generated and stored at every primary intersection point on a

Lambertian reflector.

Finally, at each secondary intersection point (e.g., P2 in Figure 2F),

the proposed approach only calculates the beam and diffuse irradi-

ance contributions. For this purpose, a tertiary hemispherical sampling

is performed to generate shadow maps at every secondary inter-

section point. The shadow map, the secondary intersection point and

the normal to the intersected surface are also stored in memory. To

reduce the number of hemispherical samplings, new shadow maps are

only calculated when a new intersection point is further than a spe-

cific user-defined distance from all previously calculated and stored

intersection points.†

The described ray tracer only distinguishes between specular and

diffuse reflectors. Therefore, the results of the hemispherical sam-

plings and the shadow maps stored in memory are independent from

the sky radiance and the reflectivity of the surfaces in the 3D model.

Once the ray tracing calculations are completed, the irradiance is cal-

culated as explained in the following section.

3.2 | Irradiance calculation

The beam irradiance incident on the solar cell is calculated by multi-

plying Equation (2) by the shading factor (SF), a time-dependent binary

function defined in Equation (7). The shading factor indicates when

the sun is blocked by the surroundings and it can be easily determined

using shadow maps as look-up tables.

SFðtÞ¼ 1 if the sun is visible,

0 if the sun is blocked,

�
ð7Þ

The discrete form of Equation (3) is used to calculate the diffuse

component of the irradiance incident on the solar cell using the view

factors from the cell to the unobstructed sky patches. In this work,

the diffuse sky radiance (Lsky) in Equation (3) is calculated using Perez

sky radiance distribution model.46

The irradiance contribution of specular reflectors is calculated

considering that the BRDF is a Dirac delta function. Then, the

irradiance contribution of an ideal specular patch with normal nr and

solid angle dΩr intersected by a primary ray with direction r1 is

given by

dGrefl ¼ LskyðpÞFRðp,nrÞðr1 �ncÞdΩr1

¼ πLskyðpÞFRðp,nrÞdFc!r1
ð8Þ

where p is the specular reflection of r1 about nr, and FR is the Fresnel

factor which also depends on the refractive indices of the specular

material (n) and the air (nair).

In the case of Lambertian reflectors with normal nr and solid angle

dΩr1, the contribution to the irradiance on the solar cell is

calculated as

dGrefl ¼ ρ1
π
Ghemiðr1Þ ðr1 �ncÞdΩr1

¼ ρ1Ghemiðr1ÞdFc!r1

ð9Þ

where ρ1 and Ghemiðr1Þ are the reflectivity and the irradiance of the

primary Lambertian reflector intersected by r1, respectively. The

irradiance Ghemiðr1Þ consists of three components: (1) the beam

irradiance; (2) the diffuse irradiance; and (3) the reflected irradiance

by secondary reflectors (i.e., surfaces intercepted by secondary rays).

The first two components can be determined using Equation (2) and

Equation (3) from the position of the primary reflector instead of the

position of the solar cell. The third component is calculated

recursively using Equation (9) from the position of the primary

reflector. To limit the recursivity of the problem, the irradiance

incident on secondary reflectors (Ghemiðr2Þ) is calculated considering

only the sky beam and sky diffuse irradiance according to

Equation (10).

Ghemiðr2Þ ¼DNI ðb �n2Þ SFþPz DHI, SVFð Þ ð10Þ

where n2 is the normal vector to the secondary reflector and Pz is the

simplified Perez diffuse irradiance model according to which

the diffuse irradiance is calculated as the sum of the circumsolar,

horizon band and isotropic background contributions.7 For

each secondary reflector, the shading factor (SF) and the sky

view factor (SVF) are calculated from the shadow maps stored in

memory.

It should be noted that an intrinsic bias arises in this approach

since it is limited to two ray reflections. This means that, even for an

ideal simulation where the number of rays tends to infinity, the†In this work this parameter was set to 0.2 m

138 ANDRES ET AL.
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simulated irradiance on a specific sensor might differ from the actual

irradiance received by the sensor. Assuming a perfect description of

the optical properties of the materials in the scene and a perfect

description of the sky radiance distribution, the proposed approach

should result in an underestimation of the irradiance incident on the

sensor. It is also worth noting, that this bias is even larger in view fac-

tor models (both 2D and 3D) because most methods described in the

literature are equivalent to a ray tracing model limited to a single ray

bounce. To compensate this bias in view factor models, the most com-

mon practice consists in overestimating the irradiance incident on the

ground by considering that unshaded sectors receive the global hori-

zontal irradiance (GHI) and shaded sectors receive only the diffuse

horizontal irradiance (DHI).16,18–20 The overestimation of irradiance

approximately compensates the bias introduced by the limitations of

the view factor models. It is possible to apply a similar workaround to

the proposed approach by adding a third term to Equation (10) to

approximate the reflected light on secondary reflectors considering

the local albedo α:

Ghemiðr2Þ ¼DNI ðb �n2Þ SFþ
Pz DHI, SVFð Þþ

α GHI ð1�SVFÞ
ð11Þ

Using the ray tracing results, the irradiance incident on the

solar cell can be quickly recalculated if the reflectivity of a surface

changes. This allows to efficiently simulate surfaces with

time-varying reflectivity values by considering ρðtÞ in Equation (9).

Furthermore, all the presented equations can be expressed as a

function of a specific wavelength and later integrated over the

relevant spectral range to quickly perform spectrally resolved irradi-

ance simulations. To demonstrate the ability of the proposed

approach to perform spectral simulations, in this work the solar spec-

trum is modelled combining DNI and DHI spectra generated with the

SMARTS model47–49 and the SBDART model.50 The DNI and DHI

spectra were originally generated for solar azimuth angles ranging

from 0� to 89� in steps of 1�, and then interpolated to calculate the

spectral distribution of the beam and diffuse components for different

solar altitude values. SBDART was used to generate spectra for 3 dif-

ferent sky conditions (clear, cloudy and overcast) and a DNI-based sky

classifier was used to identify the sky condition at each time as

explained in Appendix D. By contrast, SMARTS can only generate

spectra for clear sky conditions, thus it is expected to differ signifi-

cantly from the actual spectra under partially cloudy and overcast

skies. It is worth to note that several studies propose spectral sky

models,51–56 yet more research is needed to develop a generalised

model that can accurately describe the spectral sky radiance in the

presence of clouds.

Another relevant characteristic of the proposed approach is that

it allows to directly simulate the effect of the incidence angle modifier

(IAM) and the transmissivity of the PV module front layer.57 Since the

direction of all the irradiance contributions is known, the angular

effects can be easily included by adding a multiplicative factor in

Equations (2), (3) and (5).

4 | EXPERIMENTAL VALIDATION

4.1 | Measurement setup

The irradiance model described in Section 3, was implemented and

validated using measurements taken at the PVMD monitoring station

shown in Figure 4A located in Delft, the Netherlands. At the monitor-

ing station, a Kipp & Zonen SOLYS2 sun tracker equipped with a SMP

21 pyranometer and a SHP1 pyrheliometer was used to measure the

diffuse horizontal irradiance (DHI) and the direct normal irradiance

(DNI), respectively. The three irradiance sensors indicated in Figure 4B

were used to validate the model: a monocrystalline ISET sensor (IKS

Photovoltaik) facing South and tilted 30� (S1); a SMP10 thermopile

pyranometer (Kipp & Zonen) facing 65� East from North and tilted

90� (S2); and a MS-700 spectroradiometer (EKO Instruments)

mounted horizontally (S3).

The 3D model of the monitoring station shown in Figure 4B was

generated to simulate the irradiance at the position of sensors S1, S2

and S3. The 3D model was created combining information from floor

plans, Lidar data and in-situ measurements with a laser distance

meter. The accuracy of the 3D model was further evaluated by com-

paring photographs taken with an Horicatcher device at 10 positions

with raster images generated from the 3D model. The relative differ-

ence in the sky view factor between the photographs and the raster

images is below 2% for all the positions evaluated. Rasterised images

generated with the implemented ray tracer from the perspective of

the three sensors are presented in Appendix A.

F IGURE 4 PVMD monitoring station. (A) Photograph. (B) Ray
tracing-based rendering generated with the CAD model
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All the surfaces in the scene are either ideal specular or Lamber-

tian reflectors. Samples of most surfaces in the scene were taken and

characterised using a LAMBDA 1050 spectrophotometer. The spec-

tral reflectance of the surrounding vegetation and the concrete was

retrieved from the ECOSTRESS Spectral Library.58,59 The spectral and

average reflectivity of all the materials in the scene is presented in

Figure 5.

4.2 | Simulation parameters

The irradiance calculated with the proposed approach was compared

to measurements and to simulations performed with Radiance (using

the program rtrace), a well-established lighting simulation software

described in Appendix B. The selection of the input parameters for

rtrace is crucial to obtain accurate results and reasonable computation

times. Considering the size and the level of detail of the scene the fol-

lowing values were chosen: ad¼1024, as¼64, ab¼2, aa¼0:1,

ar¼1024.

The effect of the ambient bounces (ab) in the simulated irradiance

on sensor S2 is shown in Figure 6 using DNI and DHI minutely mea-

sured during 21 August 2020, as inputs to calculate the sky radiance

distribution. As already explained, higher ab improves the accuracy of

the simulation; however, doubling the value of ab approximately dou-

bles the computation time. Due to the highly reflective white wall

(ρ¼0:74) in front of the sensor, it is clear that more than one ambient

bounce is required to obtain reasonable results. The normalised‡ mean

bias errors (nMBE) and root square errors (nRMSE) are given in

Table 1. As expected, results converge when the number of ambient

bounces is increased. In this scenario, the most accurate simulation

(ab¼4) overestimates the daily irradiation by 2% as indicated by the

nMBE value in Table 1. Results also indicate that using more than

three ambient bounces offers no improvement in the simulation accu-

racy, yet it significantly increases the total computation time. Never-

theless, for the simulation presented in the following section the

ambient bounces were limited to 2, since this ab value offered the

most reasonable compromise between accuracy and

computation time.

To make a fair comparison between the proposed approach and

Radiance, the number of rays in both models must be similar. The sim-

ulation results of the proposed approach presented in the following

sections were obtained using an equiangular discretisation (Figure 2B)

with 60 azimuthal and 30 polar divisions. Hence, when hemispherical

sampling is performed, 900 rays are cast with the proposed approach

compared to the ad value of 1024 typically employed in Radiance.

When using the proposed approach, the results of the ray tracing

calculations for each of the simulated sensors were stored in memory

to accelerate the irradiance calculations. Ray tracing results include

the indices of the primary and secondary rays that intersect with the

scene, the normal vectors and the optical properties of the intersected

surfaces, and the shadow maps. The simulations results with 900 pri-

mary rays occupied only 5gb in average per each evaluated test point.

Consequently, the ray tracing results of a 72-cell PV module with

4 test points per cell in a complex scenario would occupy less than

1.5 GB of storage space.

4.3 | Irradiation simulations

The irradiance incident on sensors S1 and S2 was simulated using

minutely DNI and DHI measurements taken between August 2020

and February 2021. A comparison between the proposed approach

and Radiance was carried out considering the average reflectivity

values for the surfaces listed in Figure 5.

The incidence angle modifier (IAM) of reference cell S1 was mod-

elled according to the physical model presented in De Soto et al60

F IGURE 5 Spectral reflectivity of the surfaces in the scene. The
weighted average reflectivity of each material considering the
AM1.5G solar spectrum is indicated in the legend in between
parentheses

F IGURE 6 Effect of the ambient bounces (ab) parameter on the
simulated irradiance on sensor S2 with Radiance. The simulation with
ab¼0 only calculates the beam irradiance incident on the sensor

‡Errors are normalised by the mean irradiance value.
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since manufacturer data were not available. In the proposed approach,

the calculation of the IAM for the radiance incident on the solar cell

from each direction is straightforward, as explained in Section 3.2. On

the other hand, rtrace does not inform the angular distribution of the

incident radiance. Hence, to improve the simulation of the IAM effect,

the diffuse and reflected components were separated from the beam

component by performing simulations with 0 and 2 ambient bounces.

Then, the angle of incidence of the beam component was calculated

as in Equation (2), and the effective angle of incidence of the reflected

and diffuse components (56.8�) was calculated according to Gilman

et al.61

In Figure 7, the irradiance simulated with the proposed approach

is compared to the measurements of sensors S1 and S2 in clear sky

and overcast conditions. The simulated global irradiance was decom-

posed into its three components. The reflected irradiance component

on sensor S1 is almost negligible due to the low tilt of the sensor.

Contrarily, the reflected component has a significant contribution on

the global irradiance received by sensor S2, which is oriented verti-

cally and in close proximity to a highly reflective white wall. This

effect is more evident during the afternoon of the clear sky day

(21 August 2020), when the sun is behind the sensor and the white

wall is directly illuminated.

The proposed approach is compared to Radiance and the mea-

surements in Figure 8, where it is possible to see that both models

TABLE 1 Normalised mean bias error, mean absolute error and
root mean square error corresponding to Figure 6

ab 0 1 2 3 4

nMBE (%) 58.0 12.3 0.3 �2.0 �2.1

nMAE (%) 58.0 12.4 4.1 3.9 4.0

nRMSE (%) 65.1 14.5 5.6 6.3 6.3

Note: Values are normalised by the mean of the measured data and

negative nMBE values indicate that the simulation overestimates the

irradiance.

F IGURE 7 Simulated irradiance components on sensors S1 and S2 with the proposed approach. (A) Measured and simulated irradiance on
sensor S1 during a clear sky day. (B) Measured and simulated irradiance on sensor S1 during an overcast day. (C) Measured and simulated
irradiance on sensor S2 during a clear sky day. (D) Measured and simulated irradiance on sensor S2 during an overcast day

F IGURE 8 Comparison between the measured and simulated
weekly irradiation on reference cell S1 (A) and pyranometer S2 (B)
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can accurately simulate the weekly irradiation throughout the entire

period. The irradiation was calculated by integrating the minutely irra-

diance over an entire week after filtering out the outliers (0.2% of the

data points). The relative mean absolute error in the daily irradiation

simulated with the proposed approach is 3.5% and 4.3% for sensors

S1 and S2, respectively. The normalised errors calculated based on

the minutely measurements are presented in Table 2. The simulated

irradiance on sensor S1 is more accurate with the proposed approach

than with Radiance mainly due to the approximation of the effective

angle of incidence of the diffuse irradiance component. Despite the

fact that reference cells tend to underestimate the measured irradi-

ance in cloudy skies and low solar altitudes as a result of the spectral

response of silicon,62 the simulated irradiances on reference cell S1

present lower nMAE compared to pyranometer S2. The reason is

because sensor S1 receives much less reflected irradiance than sensor

S2. It can also be noticed, especially in Figure 8B, that the proposed

approach tends to yield higher values than Radiance. In part, this is

because the proposed approach considers the contribution of the

reflected irradiance on secondary reflectors expressed in

Equation (11). If this contribution is neglected and Equation (10) is

used instead, the nMBE of the proposed approach at sensor S2

increases to 0.5%. On the other hand, the high nRMSE of sensor S1 is

explained by the large response time difference between the refer-

ence cell S1 (τ95% < 100ms) and the thermopile sensors that measure

DNI and DHI (τ95% <2s). Especially during partially cloudy day when

illumination conditions are varying quickly, the difference in response

time leads to an increased RMSE.

TABLE 2 Normalised mean bias error, mean absolute error and
root mean square error of the simulated irradiance on sensors S1 and
S2 between 19 August 2020 and 5 February 2021

Proposed approach Radiance

Sensor S1 S2 S1 S2

nMBE (%) 0.1 -0.1 1.4 3.4

nMAE (%) 7.7 8.1 7.2 7.6

nRMSE (%) 21.1 12.7 21.5 12.9

Note: Values are normalised by the mean of the measured data and

negative nMBE values indicate that the simulation overestimates the

irradiance.

F IGURE 9 Spectral irradiance simulations with the proposed approach. (A) Integrated measured and simulated spectral irradiance on sensor
S3. The green arrows indicate the time instants at which the spectra are compared. The yellow dashed line indicates which SBDART spectra was
chosen at each time according to the simple sky classifier in Appendix D. (B–D) Spectra and sky images at 8:00 a.m. 1:00 p.m., 3:30 p.m. and 6:00
p.m., respectively
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4.4 | Spectral simulations

To demonstrate the ability of the proposed approach to perform spec-

trally resolved simulations, the measured and simulated irradiance at

the position of spectroradiometer S3 are compared in Figure 9 during

an entire day. The irradiance was simulated with 5nm resolution

between 300 and 2500 nm, using DNI and DHI measurements to scale

the spectra generated with SMARTS and SBDART(refer to Tables 3

and 4). The time resolution for the spectral simulations was 30 s.

Using the precalculated ray tracing solution at the position of S3, it

took approximately 3 min to evaluate the spectral irradiance for an

entire day.

The irradiance in Figure 9A is integrated between 350 and

1050 nm, which is the valid measurement range of S3. It should be

noticed, that this wavelength range concentrates approximately

77.5% of the power in the AM1.5G spectrum and covers the most sig-

nificant part of the spectral responsivity of any PV module on the

market. The sky camera pictures in Figure 9 show that during the

morning it was rainy and the sky was overcast. Towards the after-

noon, the clouds were dispersed and the sky became clear. Overall,

the simulated integral irradiance is in good agreement with the mea-

surements. The largest deviations from the measurements occur when

the sun is covered by clouds.

In particular, the comparison between the measurements and the

simulations using SMARTS spectra as input (Figure 9B) shows a signif-

icant spectral mismatch in the morning. This mismatch was expected

since clouds cause a red-shift in the spectrum51 and SMARTS can only

be used to generate spectra for clear sky days. It can also be noted

that, as clouds disappear in Figure 9D,E, the spectral match improves

for exactly the same reasons.

As expected, in the presence of clouds, the results of the simula-

tions using SBDART spectra are in better agreement with the mea-

surements compared to SMARTS. However, the spectral mismatch at

8 a.m. illustrates the challenge of generalising cloudy and overcast

spectra. Spectral matching in the presence of clouds could be

improved by defining new sky types and using additional inputs to the

sky classifier algorithm to identify each sky type.

These results show that the proposed approach is able to perform

simulations with high spectral and temporal resolution. Nevertheless,

it is also evident the importance of using a proper sky model to

describe the effect of clouds.

5 | CONCLUSIONS

A model for simulating the irradiance incident on PV systems in geo-

metrically complex scenes has been presented. The model is a back-

ward ray tracer limited to two ray bounces, which only considers

ideally diffuse and specular reflectors to simplify the calculation of

interreflections.

The main advantage of the presented simulation approach is that

it allows to fully decouple the solution of the ray tracing problem from

both the optical properties (i.e., reflectivity) of the surfaces in the

scene and the illumination conditions. The decoupling of the irradi-

ance simulation problem into three parts allows to significantly reduce

computation times in comparison to conventional ray tracing simula-

tion approaches. The highly time consuming ray tracing simulations

only need to be solved once and the results are stored in memory to

quickly evaluate the irradiance profile on the module. Moreover, with

the presented approach, it is possible to solve problems that could

otherwise imply a very long computation time, e.g., solving the irradi-

ance incident on a PV module with high spectral resolution (over

100 spectral bands) at every minute during an entire year.

A validation study was carried out using measurements of differ-

ent types of irradiance sensors installed at the PVMD monitoring sta-

tion, in the Netherlands. A detailed 3D description of the monitoring

station was created to simulate the irradiance incident on the sensors.

TABLE 3 SMARTS parameters

Parameter Value

Surf. Pressure (mb) 1013.25

Altitude (km) 0

Atmosphere U.S. Std Atm 1976

Water vapoUr From ref. atm. and alt.

Ozone Def. ref. atm.

CO2 (ppvm) 370

Ext. Spectrum Gueymard 2002

Aerosol model Urban S&F

Turbidity at 500 nm 0.084

Albedo Light soil

Spectral range (nm) 280–4000

Circumsolar Radiometer aperture 2.9

TABLE 4 SBDART parameters

Parameter Clear Cloudy Overcast

NF 1 1 1

ISAT 0 0 0

WLINF 0.28 0.28 0.28

WLSUP 4 4 4

WLINC 0.001 0.001 0.001

SZA 0:89.5 0:89.5 0:89.5

ISALB 6 6 6

IDATM 6 6 6

UW 1.42 1.42 1.42

UO3 0.324 0.324 0.324

IAER 1 1 1

TBAER 0.084 0.084 0.084

ZCLOUD n/a 2.0 2.0 �6.0

TCLOUD n/a 1.0 60.0 60.0

NRE n/a 10.0 20.0 20.0

ZOUT 0,1 0,1 0,1

IOUT 1 1 1
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It was determined that the mean absolute error of the daily irradiation

simulated with the proposed approach over a period of 6 months is

lower than 5% using both a pyranometer and a reference cell. A com-

parison with Radiance limited to two ambient bounces, suggests that

the optical performance of the proposed approach is slightly better

and the computation time can be reduced by three orders of magni-

tude when performing annual irradiance simulations with minutely

resolution.

Finally, spectral simulations were performed using the diffuse and

beam spectra generated with SMARTS and SBDART as inputs to the

irradiance model, and compared to measurements taken with a spec-

troradiometer. Results indicate that even though the proposed

approach is capable of quickly computing the incident irradiance with

high spectral and temporal resolution, the simulated spectrum can sig-

nificantly differ from the measurements. While under clear sky condi-

tions there is a good agreement between measurements and

simulations, in the presence of clouds there is a larger mismatch due

to the a red-shift in the spectrum in comparison to clear sky condi-

tions. The presented results put in evidence the need for a more

sophisticated spectral sky model to reproduce the atmospheric condi-

tions and account for the effect of clouds.

The ability of the proposed irradiance simulation approach to dis-

tinguish between different types of reflectors instead of using a single

albedo value allows to improve the accuracy of the estimation of the

irradiance impinging on PV modules that receive a large portion of

reflected irradiance. Moreover, in comparison to traditional ray

tracers, the presented approach offers a practical way to simulate sur-

faces with time varying optical properties and compute the spectral

irradiance incident on a PV module. These features are particularly

valuable for the simulation of bifacial and tandem PV systems.
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APPENDIX A: VIEW FROM ANALYSED SENSORS APPENDIX B: IRRADIANCE SIMULATIONS WITH RADIANCE

Radiance44 is a highly flexible and optimised lighting simulation tool

that has been continuously improved and validated over the last three

decades. There are several programs that form part of this software

suite. The program rtrace is used to trace the rays through the scene

and calculate the irradiance on the solar cells. It is relevant to highlight

the similarities and differences between Radiance and the proposed

approach.

In order to perform a ray tracing simulation with rtrace, the illumi-

nation conditions (i.e., DNI, DHI and the solar position) must be speci-

fied to generate a description of the light sources with the program

gendaylit. In Radiance, direct and diffuse light sources are sampled sep-

arately.44 The sun is considered a directional point light source and it

is sampled with a single deterministic ray. The sky dome is considered

an extended diffuse light source described by Perez model,46 and it is

sampled stochastically. The stochastic sampling approach, in opposi-

tion to the proposed deterministic sampling, allows to eliminate alias-

ing artefacts in image rendering.63 Furthermore, Radiance can

simulate surfaces with arbitrary BSDF functions, not only ideally dif-

fuse and specular reflectors as in the proposed approach. The density

of sampling rays can be adapted according to the illumination condi-

tions to refine the sampling in in regions with larger irradiance gradi-

ents. Hence, when the program rtrace is used to calculate irradiance,

the ray tracing simulations must be repeated for every time step and

F IGURE B1 Relative computation time of year-long simulations
of a 72-cell PV module considering 2 ambient bounces with different
temporal resolutions. It is assumed that the computation time is
proportional to the number of traced rays according to Appendix B

F IGURE A1 Raster images generated with our ray tracer
depicting the field view from the perspective of the irradiance
sensors. The black regions in the rasters correspond to the
hemisphere behind the plane of array of the sensors. (A) View from

reference cell S1 tilted 31� and facing South. (B) View from
pyranometer S2 tilted 90� and facing 65� East from North
(approximately North-Northeast). (C) View from spectroradiometer S3
installed horizontally
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sky condition. Alternatively, the program rfluxmtx in Radiance, can be

used to calculate daylight coefficients,64 but this program was not

used for this study.

The calculation of diffuse interreflections in Radiance is not lim-

ited to two ray bounces as in the proposed approach. A user-defined

parameter is used to set the maximum number of ray bounces. More-

over, ray tracing calculation are accelerated using the irradiance cach-

ing algorithm,65 which significantly reduces the number of points

where higher order hemispherical sampling is performed. Irradiance

caching is based on the assumption that diffuse illumination varies

slowly over the scene, and hence it is not always necessary to initiate

a new hemispherical sampling at each intersection point between a

sampling ray and the scene. Under certain conditions, the irradiance

at the new sampling point can be interpolated from cached values

using irradiance gradients. The user can control the radius of validity

of the gradient-based interpolation with different input parameters.

The most relevant rtrace parameters for PV simulations are:

• Ambient divisions (ad): It indicates the number of primary rays used

for hemispherical sampling.

• Ambient super-samples (as): It indicates the number of additional

sample rays used in ambient divisions that present high variance.

• Ambient bounces (ab): It limits the maximum number of ray

bounces allowed in the calculation of interreflections.

• Ambient accuracy (aa): There is an associated error that is esti-

mated for each point where the irradiance is interpolated using

irradiance gradients. If the interpolation error is larger than the

ambient accuracy parameter, interpolation cannot be used and a

new hemispherical sampling is initiated.

• Ambient resolution (ar): it determines the minimum distance

between ambient sampling points. When the distance between

two sampling points is smaller than the maximum scene dimension

multiplied by aa and divided by ar, the new ambient value is inter-

polated from the irradiance gradient independently of the error

associated with the interpolation.

One major difference between using rtrace and the proposed

approach is the computation time. The program rtrace must be exe-

cuted one time per simulated time instant; hence, the total computa-

tion time increases linearly with the number of simulated time

instants. On the contrary, the total computation time with the pro-

posed approach is almost independent of the number of simulated

instants. A comparison considering year-long simulations of a 72-cell

PV module with different temporal resolutions is presented in

Figure B1. The proposed approach is about 45 times faster than Radi-

ance at calculating the hourly irradiance, and about 2700 times faster

at performing year-long simulations with minutely resolution.

Another important aspect is that the proposed approach can eas-

ily handle dozens of spectral bands. However, Radiance is limited to

only three independent channels (denominated R, G, and B) to calcu-

late spectral irradiance. These channels can be used to perform spec-

tral simulations using three arbitrary spectral bands, not necessarily in

the visible spectrum. As a result, when using Radiance, ray tracing

simulations must be repeated to evaluate the spectral irradiance with

more bands.

APPENDIX C: COMPUTATION COMPLEXITY COMPARISON

The total computation time of ray tracing irradiance models is mainly

determined by the total number of cast rays.

In Radiance, the irradiance caching algorithm limits the geometric

growth of the number of samplings required to solve diffuse interre-

flections. Assuming that in average, the irradiance caching algorithm

allows to reduce the number of sampling required at each higher level

by 50%,44 the total number of rays that are traced in one execution of

the program rtrace when ab¼2 is approximately:

R1 ¼ rþ r2

2
þ r3

8
ðC1Þ

where r is the original number of sampling rays (i.e., primary rays). The

irradiance caching algorithm is particularly effective to evaluate the

irradiance on multiple test points, thus R1 is assumed to be indepen-

dent of the number of evaluated test points. Nevertheless, since rtrace

must be executed once per simulated time instant, the total number

of traced rays and thus the total computation, time increase linearly

with the number of simulated time steps.

By contrast, the total number of rays that are traced with the pro-

posed approach is independent of the number of simulated time

steps, and it equals to the sum of the primary rays, secondary rays and

the rays needed to generate the shadow maps. Therefore, the total

number of rays needed to evaluate p test points with the proposed

approach is:

R2 ¼ p ðrþ r2þ rmþ r r2mÞþm rm ðC2Þ

F IGURE C1 Required number of rays for a typical simulation of a
72-cell PV module. The number of required rays is approximated
using Equations (C1) and (C2) where r¼900, rm ¼32400, p¼288 and
m¼10000
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where r is the number of rays cast in each primary and secondary

samplings, rm is the number of rays cast to create each shadow map,

and m is the number of shadow maps to solve the irradiance at sec-

ondary intersection points. For shadow maps with an angular resolu-

tion of 1�, rm ¼360�90. Since shadow maps at secondary

intersection points are cached, typically less than 10000 shadow maps

are enough to calculate the irradiance on all secondary

intersection points.

Figure C1 shows a comparison between the total number of rays

required by Radiance (using the program rtrace) and the proposed

approach for simulating a PV module with 72 solar cells and 4 test

points per cell. The figure shows that the ray tracing calculations with

the proposed approach take about the same time as 100 rtrace execu-

tions. In other words, the proposed approach is faster than using

rtrace when simulating more than 100 time steps.

It should be noted that, when performing irradiance simulations

in scenes with invariant optical properties, the daylight coefficient

method is relatively faster compared to the proposed approach. As

daylight coefficients can be calculated applying a stochastic and adap-

tive hemispherical sampling method, less rays need to be traced com-

pared to the deterministic hemispherical sampling in the proposed

approach. On the other hand, when performing spectrally resolved

irradiance simulations, the computation time of the daylight coeffi-

cient method increases linearly with the number of spectral bands and

is significantly higher than that of the proposed approach.

APPENDIX D: SPECTRAL MODELS

SBDART allows to model the effect of clouds on the sunlight spec-

trum. Beam and diffuse spectra for three generic sky conditions (clear,

cloudy and overcast) have been generated using SBDART for the

results presented in Section 4.4. These spectra were then used as an

input to the proposed irradiance simulation approach.

The sky classifier algorithm in Figure D1 is proposed to distin-

guish the sky condition at each simulated time instant. A two-step

approach is used to count dips in the daily DNI time series and select

one of the three sky conditions at each time instant. As a first step,

the dominant sky condition during the day is identified. Then the DNI

time series is further evaluated by applying a 40 min moving window

to account for variations in cloud cover throughout the day.

The values of the parameters used to generate the spectra with

SMARTS and SBDART are listed in Tables 3 and 4, respectively.

F IGURE D1 Simple DNI-based sky classifier algorithm. The
function dipCnt determines the number of dips in a time series.
DNITðtÞ indicates an interval of the DNI time series with length T and
centred at instant t
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