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A B S T R A C T   

Study region: This study develops the first daily runoff forecast system for Bukan reservoir in 
Urmia Lake basin (ULB), Iran, a region suffering from water shortages and competing water 
demands. 
Study focus: A weather forecast downscaling model is developed for downscaling large-scale raw 
weather forecasts of ECMWF and NCEP to small-scale spatial resolutions. Various downscaling 
methods are compared, including deterministic Artificial Intelligence (AI) techniques and a 
Bayesian Belief Network (BBN). Downscaled precipitation and temperature forecasts are then fed 
into a rainfall-runoff model that accounts for daily snow and soil moisture dynamics in the sub- 
basins upstream of Bukan reservoir. The multi-objective Particle Swarm Optimization (MOPSO) 
method is used to estimate hydrological model parameters by maximizing the simulation accu
racy of observed river flow (NSEQ) and the logarithm of river flow (NSELogQ) in each sub-basin. 
New hydrological insights for the region: Results of the weather forecast downscaling model show 
that the accuracy of the BBN is greater than the various deterministic AI methods tested. Cali
bration results of the rainfall-runoff model indicate no significant trade-off between fitting daily 
high and low flows, with an average NSEQ and NSELogQ of 0.43 and 0.63 for the calibration 
period, and 0.54 and 0.57 for the validation period. The entire forecasting system was evaluated 
using inflow observations for years 2020 and 2021, resulting in an NSE of 0.66 for forecasting 
daily inflow into Bukan reservoir. The inflow forecasts can be used by policymakers and operators 
of the reservoir to optimize water allocation between agricultural and environmental demands in 
the ULB.   

1. Introduction 

Increased agricultural water consumption along with repercussions of climate change, drought, and mismanagement of water 
resources leads to competition for water supply between agriculture and environmental sectors and has brought adverse 
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environmental effects such as the destruction of ecosystems and natural bodies of water, especially in arid and semi-arid regions 
(Dehghanipour et al., 2020; Dunn et al., 2003; Khorasani et al., 2018; Mancosu et al., 2015; Sisto, 2009; Valipour et al., 2015; Xue 
et al., 2017). Seasonal weather forecast models can be an invaluable tool to manage competing water demands from agriculture and 
the environment (Rayner et al., 2005). Seasonal weather forecast models enable water resources managers to adapt their actions to 
pre-emptively resolve any shortages or decide optimal planning. Applying weather forecasts in water resources management leads to 
better foresight of water-related risks (Grillakis et al., 2018) and increases sustainability in agriculture and natural ecosystems. Several 
studies accounted for using weather forecasts in flood management (Voisin et al., 2011; Wang et al., 2012), multi-reservoir operation 
(Ficchì et al., 2016), and optimal agricultural water allocation (Kaune et al., 2020). 

The European Center for Medium Range Weather Forecast (ECMWF) and the National Center for Environmental Prediction (NCEP), 
provide real-time and seasonal weather forecasts. Various studies have evaluated ECMWF seasonal forecast capabilities, including its 
temperature forecast performance over South America (Gubler et al., 2020), precipitation performance over central Himalaya (Chen 
et al., 2021), temperature and precipitation skills in the Danube basin (Voisin et al., 2011), and prediction of Caspian sea level (Arpe 
et al., 2014). The NCEP forecasts showed good performance in various studies for precipitation and temperature forecasting (Phan-Van 
et al., 2018; Sangelantoni et al., 2019; Yuan et al., 2013) and drought prediction (Lang et al., 2020). 

These forecasts usually have a coarse spatial resolution, limiting their direct use in regional-scale applications (Siegmund et al., 
2015). Therefore, a downscaling method should be applied to convert the forecasts for regional-scale applications. In this regard, 
several studies have applied AI in developing precipitation (Kisi and Cimen, 2012), temperature (Chevalier et al., 2011), evaporation 
(Dehghanipour et al., 2021), and runoff (Adamowski, 2013; Munoz et al., 2021) forecast models using observed historical data (Liu 
et al., 2021). However, using observational data to forecast future precipitation increases uncertainty because precipitation is a 
random phenomenon requiring the use of complex dynamics and numerical procedures to be forecast (ECMWF, 2013). Hybrid AI 
models combine several methods that can reduce uncertainty (Ahmadi et al., 2019). However, few studies have applied hybrid AI for 
downscaling seasonal weather forecasts (Sun and Lan, 2021). 

In addition to using deterministic AI methods, probabilistic models such as BBNs have been applied for estimating weather vari
ables such as precipitation (Hruschka and Nicoletti, 2013). While BBNs are an appropriate approach in situations with high uncertainty 
and complexity (Molina et al., 2013), no study has used this method to downscale seasonal weather forecasts. 

In this study, we focus on weather and runoff forecasting in the ULB. Bukan reservoir is the largest reservoir in ULB, and is located 
upstream of the Zarrineh Rood River (ZRR). Recent research investigated the long-term climate change effects on water resources in 
the ZRR basin and indicated a decrease in precipitation upstream of ZRR, leading to a decline in runoff to Bukan reservoir in the future 
(Dariane and Pouryafar, 2021). In the face of reducing precipitation and increasing agricultural water consumption in ULB, the 
development of a runoff forecast system for this reservoir can help policymakers optimize water allocation between agricultural and 
environmental sectors in ULB. 

While there have been numerous modeling studies in ULB, runoff forecasting has received little attention, with past studies focusing 
on either simulating historical hydrological dynamics (Dehghanipour et al., 2020, 2019) or developing long-term scenarios and 
projections for the distant future (Emami and Koch, 2019; Mahmudi et al., 2021). Moreover, the simulation of snow accumulation and 
river runoff in sub-basins upstream of Bukan reservoir has only been done on a monthly scale so far (Ahmadaali et al., 2017; Mos
tafazade and Alizadeh, 2020). Finally, a model that can forecast future water balance components using real-time weather forecasts 
data has not been proposed for the region because most studies used observed historical data instead of forecast runoff (Gavahi et al., 
2019). 

In this study, a weather forecast downscaling model is coupled to a daily hydrological rainfall-runoff model to forecast inflow into 
Bukan reservoir. The resulting runoff and inflow forecasts support water resources management plans to increase the inflow to Urmia 
lake (UL) and reduce the impacts of both water scarcity and flooding. This research has the following innovations compared to pre
vious studies. First, a weather forecast downscaling model is developed, comparing hybrid deterministic AI and probabilistic BBN 
methods for downscaling the raw ECMWF and NCEP weather forecasts. Second, an existing rainfall-runoff model is implemented for 
the first time in this region for modeling daily snow and soil moisture dynamics with a two-storage method that accounts for snow 
accumulation and melt, actual evapotranspiration, irrigation, surface and subsurface runoff, and groundwater recharge. In contrast, 
previous studies have only considered monthly dynamics resulting in a less accurate simulation of water balance components. Third, 
although some research has developed a rainfall-runoff model for this region, these models (e.g., SWAT) are complex and require many 
input data and calibration parameters. Since the required data of these models are not available in the study area, simplifying as
sumptions were used to estimate the required data and parameters of the model, leading to errors and uncertainties in river runoff 
simulation. However, our method uses fewer input data collected in the region leading to no simplifying assumptions, and at the same 
time, the complexity of the model improves its performance and maintains the capabilities of previous models. 

The paper is divided into five sections. Section 2 introduces the study area. Section 3 describes the methodology, including 
developing the weather forecast model, the downscaling methods, the hydrological rainfall-runoff model, and the calibration 
approach. Results and discussion are presented in Section 4, and the conclusions are presented in Section 5. 

2. Study area 

ULB, with an approximate area of 51,760 km2, is one of the largest endorheic basins in Iran, located in the mountainous region of 
northwestern Iran. UL is located in the center of ULB, and it is a drainage place of the whole basin’s surface water. The surface water 
supply of UL originates from six important rivers: ZRR, Simineh Rood, Ajichay, Ghadarchay, Shahrchay, and Zolachay (Fig. 1a). 

ZRR is the largest and most important river in UL. The average annual runoff of this river is about 2000 MCM, and it supplies more 

A. Meydani et al.                                                                                                                                                                                                      



Journal of Hydrology: Regional Studies 44 (2022) 101228

3

than 40 % of the total annual environmental flow to UL (Ghaheri et al., 1999; Meydani et al., 2021). Moreover, Bukan reservoir, as the 
biggest reservoir in the ULB, is located on the ZRR (Dehghanipour et al., 2020, 2019). 

In this study, four sub-basins of the ZRR basin located upstream of Bukan reservoir are selected as a case study (Fig. 1). The sub- 
basins include Saqez River, ZRR upstream, Khoorkhooreh River, and Saruq River. The mean annual precipitation and temperature are 
about 650 mm and 10 ◦C, respectively, for these sub-basins (Yekom Consulting Engineers, 2016). Most of the precipitation from 
mid-December to early March is snow (Fig. 2), and the average snow area is 53 % of the total area (Yekom Consulting Engineers, 2016). 
Therefore, snow is one of this region’s primary water balance components, and the flow regime in these sub-basins is snow-rainy 
(Yekom Consulting Engineers, 2016). Snowmelt accounts for about 67 % of annual runoff. There are no significant aquifers in the 
region. 

Bukan reservoir was built in 1971 with a storage capacity of 650 MCM, which was increased to 808 MCM in 2005. Saruq, 
Khoorkhooreh, and Saqez rivers are tributaries of the ZRR and supply additional inflow into Bukan reservoir (Fig. 1b). Bukan reservoir 
provides drinking water for major cities such as Tabriz, Bukan, and Miyandoab, and it is also a strategic surface water source for 
irrigated agriculture in Sain Qaleh and Miyandoab plains downstream of the reservoir. Sain Qaleh and Miyandoab plains, with an 
approximate area of 17,000 ha and 100,000 ha, are the most modern and most extensive agricultural irrigated plains of this basin, and 
about 64% of the rural employment is in the agricultural sector (Dehghanipour et al., 2020). The net annual releases from Bukan 
reservoir amount to 500 and 80 MCM of water to meet agricultural and urban water demands in Miyandoab and Sain Qala plains, 
respectively (Yekom Consulting Engineers, 2016). 

3. Methodology 

In this study, a runoff forecast model was developed to forecast inflow to Bukan reservoir, an essential and strategic reservoir in 
ULB. The runoff forecast model helps policymakers optimize allocation to agricultural demands, drinking water, and environmental 
requirements downstream of Bukan reservoir. As outlined in Fig. 3, this model consists of (1) a weather forecast downscaling model 
and (2) a hydrological rainfall-runoff model. Meteorological input data for the models were based on observed data from Tekab 
synoptic station for the Saruq river sub-basin, and from Saqez synoptic station for the other sub-basins (Fig. 1). These two stations were 
chosen because they have high-quality data and little missing data during the modeling period. 

The weather forecast downscaling model was developed to downscale large-scale raw weather forecast data of ECMWF and NCEP 
to small-scale resolutions. The downscaling procedure helps to reduce errors between observed data and the nearest grid point. The 
forecasted weather variables include monthly precipitation and daily temperature. Since the rainfall-runoff model has a daily time 
scale, the monthly forecasted precipitation was disaggregated to daily forecasted precipitation based on the daily distribution of raw 
forecast data in each month. The spatially downscaled and temporally disaggregated precipitation and temperature data are subse
quently used as inputs to the hydrological rainfall-runoff model. The hydrological rainfall-runoff model simulates water balance 

Fig. 1. Location of the study area (a) Bukan reservoir and its main upstream rivers in ULB, Iran; and (b) Sub-basins in upstream Bukan reservoir (See 
the names of hydrometric stations (H1, H2, H3, and H4) in Table 5). 
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components, including snow storage, snowmelt, actual evapotranspiration, surface runoff, and subsurface flow for sub-basins up
stream of Bukan reservoir. The output of the hydrological rainfall-runoff model consists of daily forecasted inflow to Bukan reservoir at 
the beginning of each month and for a 1-month lead time. In the following sections, we discuss the various parts of both models in more 
detail. Furthermore, more details are provided in Table 1 about the periods and input data used in each model. 

Fig. 2. Ombrothermic diagram for sub-basins in upstream Bukan reservoir using monthly time-averaged observed precipitation and temperature 
data for the period 1995–2020. 
Source: Saqez and Tekab stations, Iran Meteorological Organization, see https://data.irimo.ir/. 

Fig. 3. Outline of the developed runoff forecast system including integrated weather forecast downscaling model and hydrological rainfall- 
runoff model. 

Table 1 
Summary of the calibration and validation process for weather forecast downscaling and hydrological rainfall-runoff models.  

Model Data Time 
scale 

Calibration period 
(Train) 

Validation period 
(Test) 

Forecast 
period 

Weather forecast 
downscaling 

Temperature ECMWF and NCEP’s temperature and 
observed temperature 

Daily 2010–2017 2017–2019 2019–2021 

Precipitation ECMWF and NCEP’s precipitation, Month 
number, and observed precipitation 

Monthly 

Hydrological rainfall-runoff Observed weather data and observed river 
discharge 

Daily 2003–2014 1999–2003  
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3.1. Weather forecast downscaling model 

3.1.1. ECMWF forecasts 
ECMWF is run by an independent intergovernmental entity supported by 34 European nations. These forecasts are based on 

mathematical models of the atmosphere and oceans to forecast weather variables based on current and initial weather conditions. 
Therefore, different meteorological organizations operate different models for forecasting atmospheric conditions, and the results vary 
for the same area. The ECMWF system has been upgraded every five years, with SEAS5 the fifth and latest seasonal forecast system 
(Johnson et al., 2019). Seasonal forecasts are possible due to the slow evolution of some of the earth’s components and their effect on 
the atmosphere. The seasonal forecasts provide information on the upcoming season’s weather conditions and are useful for various 
sectors, such as water resources management, agriculture, health, and energy (ECMWF, 2013). Here, we use SEAS5. ECMWF provides 
seasonal forecast data from 1993 to 2016 as hindcast data calibrated and verified using a set of retrospective seasonal forecasts for past 
dates and is more accurate compared to the historical data (Johnson et al., 2019). From 2017 onward, forecast instead of hindcast data 
is available. In this study, the ensemble mean of seasonal monthly and daily weather forecast data, i.e., respectively “Seasonal forecast 
monthly statistics on the single level” and “Seasonal forecast daily and sub-daily data on the single level”, were downloaded (ECMWF, 
2021a,b). These global products have a horizontal resolution of 1 degree. The lowest monthly precipitation lead time, i.e. 1-month lead 
time, was selected for downscaling to have more accurate forecasts. It should be noted that initially, the daily precipitation data were 
downscaled, while the results were not satisfactory because precipitation is a highly uncertain phenomenon, so monthly precipitation 
downscaling was considered as the main objective of this study. Daily temperature data were downscaled with a 6-month lead time 
because temperature forecasts are much less uncertain than precipitation. 

3.1.2. NCEP forecasts 
The US Government runs NCEP under the leadership of the National Oceanic and Atmospheric Administration and its subsidiary 

agencies. The second version of the Climate Forecast System (CFSv2) became operational in 2011. CFSv2 has higher skill than version 
1, due to improvements in the initial state of its underlying model (Saha et al., 2014). Data used in this study are from the “CFSv2 
operational forecasts time series” product and monthly precipitation and temperature, and daily temperature. In this study, to prevent 
confusion and easy understanding of results, GFSv2’s products are called NCEP. For NCEP, precipitation and temperature forecasts 
were downloaded for 1-month and 6-month lead times, respectively (NCEP, 2011). 

3.1.3. AI downscaling methods 
The meteorological models used in this study are global and large-scale. The outputs of meteorological models need to be 

downscaled to small-scale resolutions in the study region to reduce forecast errors. Recently, AI has been used for downscaling weather 
forecasts due to its ability to identify complex patterns and unforeseen behavior (Benderskaya, 2013), and its capability of extracting 
non-linear relations from data without prior knowledge of the parametric form of these relations (Valverde Ramírez et al., 2006). Here, 
we downscale the forecasts to the point-scale of synoptic weather stations, whose data are used to force the hydrological rainfall-runoff 
model. In this study, three AI methods are used for downscaling raw weather forecast data, as detailed below. Each method contains 
parameters that are estimated by minimizing the discrepancy between the downscaled precipitation and temperature estimates and 
their weather-station observed counterparts, with discrepancy quantified by Eq. 1. In addition to NSE, the RMSE criterion is used to 
quantify performance of the downscaled forecasts: 

Fig. 4. Structure of GMDH neural network with four inputs.  
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NSE = 1 −
∑m

i=1

(
Vi

obs − Vi
down

)2

∑m
i=1

(
Vi

obs − V̄obs
)2 (1)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑m

i=1

(
Vi

down − Vi
obs

)

m

2
√

(2)  

where, Vi
obs and Vi

down are observed data and downscaled forecasts, respectively, at the synoptic station. Furthermore, the ratio of the 
train data to the test data was 70–30. More information on three methods is presented in the following sections. 

3.1.3.1. Group method of data handling (GMDH). The first method is based on a multilayer network, where each layer acts as a non- 
linear function of its inputs (Ivakhnenko, 1970). Input data define the number of neurons. For instance, if the number of input variables 
is k, the number of neurons in each layer equals m = (k

2), which will enter the neuron as a binary permutation. Fig. 4 shows the 
multilayer structure of the GMDH neural network model. 

The main objective of this method is to define a function that minimizes the difference between downscaled forecast data and 
observed data of synoptic stations. At first, as one of the best polynomial equations (Eq. 3), Volterra equation was applied to construct a 
high order polynomial by (Ivakhnenko, 1970). Generally, Eq. 3 is used to calculate up to the square terms as Eq. 4 to determine the 
correlation between raw forecast data and observed gauge data. 

y = a0 +
∑n

i=1
aixi +

∑n

i=1

∑n

j=1
aijxixj +

∑n

i=1

∑n

j=1

∑n

k=1
aijkxixjxk + . . . (3)  

y = a0 +
∑n

i=1
aixi +

∑n

i=1

∑n

j=1
aijxixj (4)  

where, a0, ai, aij are coefficients of variables in the polynomial that can be calculated by the least squares error method, xi,xj,xkare input 
variables which are combined pairwise in each neuron based on Eq. 4, and n is the number of variables in each combination (n = 2). 
This method considers all pairwise combinations in a time series, and each combination is fed to each neuron in Fig. 4. In other words, 
the coefficients of Eq. 4 are estimated in each neuron, and the output is calculated using input variables. Then, the NSE values between 
model output and data of each neuron are calculated, and neurons are sorted based on NSE values in order to eliminate deficient 
neurons step by step (Nariman-zadeh et al., 2002). Inputs to the GMDH model for downscaling precipitation are a combination of raw 
forecast data of precipitation at time step t and t-1, the month number and precipitation of observed gauge data in time step t. Raw 
forecast and observed gauge data of temperature are input variables to downscaling temperature. Selected neurons are the inputs to 
the next layer. The process is continued until the last layer in which the obtained neuron is the estimated a0, ai, aij for the time series. 

3.1.3.2. Support vector regression (SVR). The idea of SVR is to approximate the best value within the margin called ε-sensitive zone by 
minimizing the error inside a specific threshold like Fig. 5 for a linear function. Due to the non-linear nature of the problem, with the 
help of SVR, regression function in the form of Eq. 5 is obtained. 

f (x) = wϕ(x)+ b (5) 

Fig. 5. The best approximation value ε to minimize the error in a specific threshold corresponds to SVR.  
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where ϕ(x) is a non-linear transfer function to map raw forecast data to higher dimensional space. w is a weight factor, and b is a 
deviation constant. 

In Fig. 5, the straight line is the hyperplane that separates the line between two classes in a higher dimension than the actual 
dimension. The dashed line in Fig. 5 shows the boundaries at a distance ε to create a margin between, for example, raw precipitation 
forecast data. Indeed, ε represents the quality of optimization and states deviation between observed gauge data and downscaled 
forecast data. With the help of risk minimization (Eq. 6), Eq. 5 is solved at a higher dimension for raw forecast data to make linear 
separation possible. 

R

(

w, ζ, ζ*

)

=
1
2
‖w‖2

+ C
∑m

i=1

(
ζi + ζ*

i

)

subject to :

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

yi − (wϕ(xi) + bi) ≤ ε + ζi
(
wϕ(xi) + bi

)
− yi ≤ ε + ζ*

i

ζ*
i , ζi ≥ 0

(6)  

where, x and y are raw and downscaled forecast data, respectively. In the above equations, given the training sample set (xi,yi), xi is the 
n-dimensional input vector for different variables mentioned in GMDH method and yi is the desired 1-dimensional output at the point i, 
xi ∈ Rn, yi ∈ Rn. ζ,ζ* are slack variables to measure errors for any variable that falls outside of ε in upside and downside, respectively. 
b ∈ Rn and w ∈ Rn are constants for showing deviation and weight factor, respectively, and C is a regularization constant for balancing 
error minimization and maximization. m is the size of raw forecast data, f(x) is the modeled target that calculates downscaled forecast 
data based on the observed gauge data (Dodangeh et al., 2020). Using the Lagrange function method, Non-linear regression becomes 
Eq. 7, where Kernel function is used to transform data into higher dimension space (for more detail about Lagrange and Kernel 
transformations, see (Geng et al., 2020; Yaghoubi et al., 2019). 

f (x) =
∑m

i=1

(
αi +α*

i

)
k
(
x, xi
)
+ b (7)  

where k(x, xi) = (ϕ(x),ϕ(xi)) is Kernel function, a Gaussian type of Kernel equation is used in this study, and αi,α*
i are Lagrange co

efficients. NSE function (Eq. 1) is used between downscaled forecast and observed gauge data to optimize model parameters, including 
C,ε, and Kernel function parameters. 

Fig. 6. A hybrid SVR-GMDH model for downscaling precipitation data. The parameters of hybrid model are optimized by PSO.  
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3.1.3.3. Hybrid AI downscaling method (SVR-GMDH). We also test a hybrid approach that combines GMDH and SVR (Fig. 6). Applying 
the GMDH and SVR forms an efficient downscaling model because of GMDH’s capability in modeling highly non-linear relations, and 
SVR’s independence on the dimensionality of the input space due to its model computational complexity (Dodangeh et al., 2020). In 
this case, raw precipitation forecast data are used to produce downscaled estimates with both GMDH and SVR, and the final hybrid 
downscaled values are then estimated as a linear combination of the GMDH and SVR outputs. Coefficients b, c, and d of the linear 
combination and coefficients of the individual methods are jointly optimized by Particle Swarm Optimization (PSO) with Eq. 1 as the 
objective function in order to increase the efficiency. 

3.1.4. BBN downscaling method 
BBNs were introduced in the late 1980s, and they have been used frequently in water resources planning and management 

(Govender et al., 2021; Phan et al., 2016; Xue et al., 2017). For instance, BBNs were applied to estimate missing rainfall data (Sun et al., 
2017) and forecast flood peaks (Goodarzi et al., 2019). Khan and Coulibaly (2006) reported better performance of a BBN compared to 
an Artificial Neural Network for simulating daily river flow and reservoir inflow. 

The BBN is a probabilistic graphical model consisting of nodes arranged in an acyclic directional graph. Nodes represent discrete or 
continuous random variables, and the direction of the arrows indicates whether or not the nodes are dependent on each other. The 
head node of the arrow is called the child node, and the start node is called the parent node so that the child node is dependent on the 
parent node. A node without parents and a node without children is called the root node and leaf node, respectively. If the nodes 
represent discrete random variables, then conditional probability tables (CPTs) are used to quantify the probabilistic influence of the 
parent nodes on the child node. 

Values for the entries in the CPTs, where each entry represents the conditional probability of a child node state given its parent node 
states, are obtained by training or calibrating the BBN using observed gauge precipitation data from synoptic stations. Sensitivity 
analysis and cross-validation tests are used to validate the model. Validation tests are based on the Confusion matrix, the Accuracy 
criterion, and the Receiver Operating Characteristic (ROC) Curve (Fawcett, 2006). 

The BBN for downscaling monthly precipitation forecasts is shown in Fig. 7. It consists of four nodes, i.e., one child node for 
downscaled precipitation and three parent nodes representing precipitation forecasts for the previous and current month, as well as the 
number of the current month. Downscaled precipitation and raw forecast precipitation were classified in two categories to perform 
probabilistic classification, shown in Table 2. Continuous forecast precipitation values can be obtained by multiplying the probability 
of each category into the mean of upper and lower limits of Table 2. 

3.2. Hydrological rainfall-runoff model 

The hydrological rainfall-runoff model was developed using two snow and soil moisture storages illustrated in Fig. 8. The pa
rameters presented in Fig. 8 and their equations are shown in Table 3 and Table 4 for snow and soil moisture storages, respectively. 
Snow and soil moisture water balance equations are applied for each sub-basin on a daily scale. The input water balance component to 
the snow storage is precipitation, and its output water balance component is effective precipitation (Pe) (Table 3). In particular, 
effective precipitation (Pe) enters the soil moisture storage dependent on the air temperature and its comparison with freezing point 
(TF) and melting point (TM) (Fig. 8). The output components of soil moisture storage include actual evapotranspiration (ETac), irri
gation (QISW + QIGW), surface runoff (Qsur), subsurface runoff (Qint), and groundwater recharge (Qr). As shown in Table 4, these output 
components are calculated by empirical functions based on relative soil water content (Z1). The value of Z1 varies between 0 (dry soil) 
and 1 (saturated soil). 

The two-storage model contains six parameters: (1) freezing temperature of snow (TF), (2) melting temperature of snow (TM), (3) 
runoff resistance factor (RRF), (4) root zone conductivity (K), (5) soil water capacity (SWC), and (6) initial soil moisture in the root 
zone (Z1). RRF controls surface runoff so that a significant value of RRF causes less surface runoff. This parameter depends on 
vegetation. Root zone conductivity (K) is a function of soil type, and initial soil moisture in the root zone (Z1) is the percentage of 
occupied water ratio to the adequate total root zone storage at the beginning of the simulation. 

We consider four sub-basins upstream of Bukan reservoir, corresponding to four rivers, namely ZRR upstream, Saruq river, 
Khoorkhooreh river, and Saqez river (Fig. 1b). Separate snow and soil moisture storages are considered for each sub-basin. There is no 

Fig. 7. The schematic of BBN for downscaling precipitation forecast.  
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Table 2 
Classification of CPTs for each node in BBN for downscaling precipitation forecast.  

Group Name Explanation States Time 
scale 

Intervention variables Month (t) – S1(Jan); S2(Feb); S3(Mar); S4(Apr); S5(May); S6(Jun); S7(Jul); S8(Aug); S9(Sep); 
S10(Oct); S11(Nov); S12(Dec) 

Monthly 

ECMWF (t-1) (mm) S1(0–0.4); S2(0.4–2); S3(2–9.3); S4(9.3–42.2); S5(42.2–64.2); S6(64.2–85.9); S7 
(85.9–114.2); S8(114.2–186.9) ECMWF (t) (mm) 

Objective variable Downscaled 
(t) 

(mm) S1(0–1.3); S2(1.3–14.2); S3(14.2–38.9); S4(38.9–68.6); S5(68.6–189)  

Fig. 8. Schematic diagram of the hydrological rainfall-runoff model consisting of snow and soil moisture storages. Variables are defined in Tables 3 
and 4. Each water balance component is formulated on a daily scale. 

Table 3 
Snow storage water balance variables and equations, applied daily to each sub-basin (Fig. 1.b).  

Variable Dimension Equation or data source 

Effective precipitation L/T Pe = mcP + mr 

Snowmelt coefficient – 

mc =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 T < TF

1 T > TM

T − TF

TM − TF
TF < T < TM 

Snow accumulation L/T Act = Act− 1 + (1 − mc)Pt 

Snow Melt L/T mr = mcAc 
Total precipitation L/T P 
Freezing point ◦C TF: Calibration parameter 
Melting Point ◦C TM: Calibration parameter 
Air (Observed) temperature ◦C T  
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specific groundwater aquifer in the region due to the mountainous nature of the region (Yekom Consulting Engineers, 2016), and 
groundwater recharge is considered zero. The observed weather data, such as precipitation, temperature, relative humidity, wind 
speed, and sunshine hours, were obtained from the Meteorological Organization of Iran. The required land use information was 
extracted from Urmia Lake Restoration Program and Food and Agriculture Organization reports. Land use includes three rainfed, 
rangeland, and irrigated groups in the study area (Table 5). 

3.3. Multiobjective calibration of hydrological rainfall-runoff model using MOPSO optimization algorithm 

This study used two objective functions based on NSE (Eq. 8 and Eq. 9). The multiobjective perspective can reduce the uncertainty 
of determining the parameters of the hydrological model compared to the single-objective calibration process (Her and Seong, 2018; 
Schoups et al., 2005). Determining the objective functions is one of the essential steps in developing hydrological models. In some 
cases, due to the low diversity of observational data, lack of soil moisture data and groundwater level, and low discharge of rivers in the 
basin, a unique approach should be used to determine the objective functions. Approaches such as reverse flow (Pushpalatha et al., 
2012) or logarithm of flow (Oudin et al., 2006; Roodari et al., 2020) are suitable for objective functions. For this reason, the approach 
of maximizing the simulation accuracy of observed flow and logarithm of flow were used as calibration objective functions in the 
present study. The calibration of the model was done using the observed temperature and precipitation input variables. Precipitation of 
upstream Bukan reservoir is very low from mid-spring to mid-autumn, as inflow to the reservoir is supplied by snowmelt during these 
dry months. To assess any potential trade-offs in the model in fitting low and high flows, we use two objective functions that capture 
these two flow regimes: 

Table 4 
Soil moisture storage water balance variables and equations, applied daily to each sub-basin (Fig. 1.b) (Yates et al., 2005).  

Variable Dimension Equation or data source 

Storage change L3/T ΔSrz

Δt
= SWC.A

Δz
Δt

= PeA − ETactA − Qsur − Qint − Qr + QISW 

Relative soil water 
content 

– zt+1 = zt + Δz 

Actual 
evapotranspiration 

L/T 
ETac = (PET)Kc

(
5z1 − 2z2

3

)

Surface runoff L3/T Qsur = (QISW + PeA)zRRF 

Subsurface runoff 
(Interflow) 

L3/T Qint = fKz2A 

Groundwater recharge L3/T Qr = (1 − f)Kz2A 
Irrigation with surface 

water 
L3/T QISW 

Effective precipitation L/T Pe (This is calculated from Table 3) 
Area for each sub-basin L2 A 
Potential 

Evapotranspiration 
L/T PET: Penman-Monteith method using input meteorological data from synoptic weather station (Source: 

Iran Meteorological Organization, see https://data.irimo.ir/) 
Crop coefficient – Kc 

Runoff resistance factor – RRF: Calibration parameter 
Preferred flow direction – f = 1 ⇒ Qr = 0 and Qint = Kz2A 

(There is no GW in the study area (Yekom Consulting Engineers, 2016)) 
Root zone conductivity L/T K: Calibration parameter 
Soil water capacity L SWC: Calibration parameter 
Initial Relative soil water 

content 
– Z1: Calibration parameter  

Table 5 
Area and vegetation categories in each sub-basin of upstream Bukan reservoir (see the location of hydrometric stations in Fig. 1) (Yekom Consulting 
Engineers, 2016).  

Sub-basin Hydrometric station Crop Orchard Rainfed Rangeland 

Area [km2] No. categories Area [km2] No. categories Area [km2] Area [km2] 

Saruq river Safakhaneh (H1) 37 4* 39.5 5** 312.5 2013.7 
Khoorkhooreh river Darrepanbedan (H2) 150.8 7*** 37.5 5** 218.6 1622.7 
ZRR upstream Polesaheb (H3) 149.8 1224.1 
Saqqez river Qabqabloo (H4) 239.7 858.6 
Total Area [km2] 187.8 77 920.6 5719.1  

* Crops include alfalfa, barley, vegetable, and wheat. 
** Orchards include apple, conifer tree, grapes, stone fruit, and walnut. 
*** Crops include alfalfa, barley, bean, sugarbeet, sunflower, vegetable, and wheat. 
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NSEQ = 1 −

∑T
t=1

(
Qt

s − Qt
o

)2

∑T
t=1

(
Qt

o − Q̄o
)2 (8)  

NSELogQ = 1 −

∑T
t=1

(
LogQt

s − LogQt
o

)2

∑T
t=1

(
LogQt

o −
¯LogQo

)2 (9)  

where Qt
s and Qt

o represent the simulated and observed flow in daily time step, respectively.Q̄o and ¯LogQo are the average observed flow 
and the average logarithm of flow, respectively, over the calibration period. The output of the two-objective calibration is a Pareto 
front of multiple solutions, and the following Euclidean Distance (ED) formula (Eq. 10) is used to identify a single best model run 
(Hrachowitz and Clark, 2017). 

ED =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(1 − NSEQ)
2
+
(
1 − NSELogQ

)2
√

(10) 

The MOPSO algorithm was used to calibrate the two-objective hydrological model (Coello et al., 2004). Fig. 9 illustrates the 
step-by-step procedure of MOPSO and its interaction with the hydrological rainfall-runoff model. In MOPSO, the algorithm starts by 
creating a random population of xi particles (Fig. 9b), so that each particle has an n-dimensional set for n calibration parameters. In this 
study, each particle is a 6-parameter set of snow and soil moisture storage calibration parameters {SWC,K,RRF,Z1,TF,TM}(see Table 3 
and Table 4), with upper and lower limits shown in Table 6. Each particle represents a set of calibration parameters used to run the 
hydrological model for the entire simulation period (2001–2014) on a daily time scale. Daily flow and logarithm flow are simulated by 
the hydrologic model, and they are imported to the optimization model for calculating the objective functions. The process is repeated 
for each particle in the current population. Finally, non-dominated particles in the population are saved and added to the Pareto set. If 
the stopping criterion of the optimization model is not reached, a new population of particles is generated by the optimization al
gorithm, and the entire procedure is repeated. Finally, the best parameters set of Pareto fronts with the minimum ED is selected for the 
hydrological rainfall-runoff model. More details about MOPSO and its parameters are presented in (Coello et al., 2004; Dehghanipour 

Fig. 9. Outline of calibration of hydrological rainfall-runoff model using MOPSO.  
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et al., 2019). 
The calibration period was considered for 11 years in a daily time step (A total of 4018 time steps) for the period 2003–2014. 

Moreover, the period of 1999–2003 (1826 time steps) was examined as a validation period. 

4. Results 

4.1. Weather forecast downscaling 

4.1.1. AI downscaling methods 
For a better understanding of the functionality of the mentioned AI methods in downscaling weather forecasts, the efficiency of 

each method was examined separately. Table 7 summarizes the efficiency criteria of downscaled precipitation forecasts for Tekab and 
Saqez synoptic stations. The optimization results show that the hybrid approach has far better efficiency than SVR and GMDH for 
ECMWF and NCEP data. In this case, NSE values of the hybrid approach were twice those of the non-hybrid methods. 

The results also show the better performance of the ECMWF monthly precipitation forecasts for both stations and on both test and 
train data. In all three optimization methods, the optimization results of ECMWF are much better than NCEP. One reason is their 
different approach in forecasting weather conditions. NCEP uses a hydrostatic model combined with approximate estimates of 
topography. ECMWF, on the other hand, uses a non-hydrostatic model and more precisely accounts for topographic effects on the 
weather forecast (Owens and Hewson, 2018; Saha et al., 2010). Therefore, ECMWF has better performance in mountainous areas 
(Sodoudi et al., 2010). Moreover, test data had higher NSE than train data as the (end of the) test data period benefits from ECMWF’s 
new update to SEAS5 in 2017, which includes an upgraded resolution and many other features. 

Table 8 shows that results of downscaling daily temperature at 2 m are similar for both NCEP and ECMWF forecasts. Downscaling 
temperature with the GMDH method is acceptable since the temperature is not a random phenomenon like precipitation, and there is 
no significant benefit in using a more complex hybrid method. The corresponding forecast time series in Fig. 10 show that the GMDH 
downscaling method is capable of reducing the difference between observed and raw forecast data. 

4.1.2. BBN downscaling method 
The BBN precipitation forecast model was used to forecast monthly precipitation. For validating the trained network, Accuracy 

criteria, confusion matrix (Table 9), and ROC Curve (Fig. 11) were calculated for the child (output) node. These are BBN’s probabilistic 
results for showing its efficiency (BayesFusion, 2017). The ROC Curve for forecasting precipitation at Saqez station is shown in Fig. 11. 
The corresponding confusion matrix and accuracy criterion of the station are presented in Table 9 and Table 10, respectively. The 
values of the area under the ROC curve (AUC) for all precipitation categories are shown in Table 10. The numbers on the main diameter 
of the confusion matrix are more significant than the other arrays, indicating that the trained BBN simulates the true positive and the 
false positive with reasonable accuracy for different categories. Moreover, the Accuracy and AUC values for different categories are 
close to 1, indicating the BBN’s acceptable performance and accuracy. 

4.1.3. Comparison of BBN and hybrid AI downscaling methods 
Fig. 12 shows the train and test results of precipitation downscaling methods and observed data, in which BBN method was better 

able to fit the diagram with observed data. Furthermore, the downscaled forecasts from the BBN and hybrid AI methods in 2020 and 
2021 were compared with the observed precipitation data at Saqez station (Fig. 13 and Table 11). The probabilistic categorical 

Table 6 
Calibration parameters and their threshold for Hydrological Rainfall-Runoff Model. These parameters are determined for each sub-basin (Fig. 1b).  

Parameter SWC RRF K Z1 TFreezing TMelting 

Unit mm No unit mm/day No unit ◦C ◦C 
Description Soil water 

capacity 
Runoff resistance 

factor 
Root zone 

conductivity 
Initial Relative soil water 

content 
Freezing 

point 
Melting Point 

Min 50 0 0 5 -2.5 TFreezing 

Value 
Max 1500 20 300 45 2.5 10  

Table 7 
Efficiency criteria of downscaled ECMWF and NCEP precipitation forecasts for a 1-month lead time.    

ECMWF NCEP   

SVR GMDH SVR-GMDH (Hybrid) SVR GMDH SVR-GMDH (Hybrid)   

NSE RMSE NSE RMSE NSE RMSE NSE RMSE NSE RMSE NSE RMSE 

Tekab station Train data 0.27 0.08 0.16 0.34 0.54 1.00 0.24 3.54 0.18 4.50 0.33 3.59 
Test data 0.34 4.44 0.27 6.04 0.61 3.54 0.27 1.52 0.18 0.08 0.39 1.44 

Saqez station Train data 0.22 2.44 0.24 2.79 0.53 1.90 0.16 6.25 0.11 6.37 0.37 6.38 
Test data 0.37 2.68 0.54 3.4 0.62 2.43 0.28 3.79 0.31 4.28 0.41 3.76  
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forecasts from the BBN model were converted into a single-value forecast by computing the average of each precipitation category 
weighted by the forecast probability of each category. Fig. 13 and Table 11 show the BBN has a better performance in downscaling 
precipitation, and it better captures the dynamics in the observed data. 

A possible reason for the better performance may be due to the probabilistic nature of the BBN in better capturing the random 
nature of precipitation dynamics compared to the deterministic AI methods. As discussed earlier, the deterministic methods work 
better for temperature, which generally has greater predictability. 

4.2. Hydrological model calibration 

In this study, a computer was used with a 2.8 GHz CPU and 16 GB of RAM. The running time of the hydrological rainfall-runoff 
model and optimization model took 35 s in the daily time step. About 30 s was dedicated to the running time of the hydrological 
model and about 5 s to call the results of runoff simulation, calculate the objective functions in the calibration process, and apply new 
calibration parameters to the hydrological model. Fig. 14 shows optimization results of the MOPSO algorithm after 7250 model runs 
for Saruq river sub-basin. It shows no significant trade-off between the two objective functions, and improving one objective function 
does not significantly affect the performance of the other objective function. This suggests that the rainfall-runoff model adequately 
captures both low flows (baseflow) and high flows. 

However, many errors and uncertainties would occur in a single-objective calibration approach for estimating parameters. For 
instance, in Fig. 14, the three points A, B, and C correspond to maximum simulation accuracy of the logarithm of flow, the minimum 
ED, and maximum simulation accuracy of flow, respectively. Based on Fig. 14, if the one-objective calibration was applied to maximize 
NSElogQ, the value would be 0.55 for NSELogQ (corresponding to point A). This value is slightly higher than the value corresponding to 
the minimum ED in a two-objective calibration of 0.54 (point B); but the NSEQ in the single-objective calibration was 0.2 (point A), 

Table 8 
Efficiency criteria of downscaled ECMWF and NCEP temperature forecasts for 6-month lead time.    

GMDH   

ECMWF NCEP   

NSE RMSE NSE RMSE 

Tekab station Train data 0.81 0.01 0.86 0.01 
Test data 0.86 0.09 0.84 0.01 

Saqez station Train data 0.76 0.04 0.83 0.01 
Test data 0.84 0.13 0.81 0.01  

Fig. 10. Comparison of raw (ECMWF) and downscaled daily temperature forecasts at Saqez station using the GMDH downscaling method.  

Table 9 
Confusion matrix for downscaled precipitation at Saqez station.    

Simulated   

S1 S2 S3 S4 S5 

Observed S1 33 0 0 0 0 
S2 7 25 1 0 0 
S3 3 4 27 0 0 
S4 0 1 2 29 1 
S5 0 2 1 5 25  
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Fig. 11. ROC Curve of different categories for downscaled precipitation (Table 2).  

Table 10 
Accuracy and area under ROC curve for downscaled precipitation at Saqez station.   

Area under receiver operating characteristic curve (AUC) Accuracy 

S1 0.98 0.84 
S2 0.96 
S3 0.98 
S4 0.99 
S5 0.98  
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which is very different from the value corresponding to the minimum ED in the two-objective calibration, which is equal to 0.55 (point 
B). Convergence of the MOPSO calibration was assessed by visual inspection of the Pareto front and the calibration was stopped when 
the Pareto front did not show significant changes between successive iterations. 

Fig. 15 shows scatter diagrams of the objective functions versus the calibration parameters for the Saruq river sub-basin. When SWC 
increases, the two objective functions first increase and then decrease with an optimal value around 300 mm. The concentration of 
scatter points around the vertical axis in the plots for parameters K and Z1 is evident for both objective functions, indicating that 
optimal values for these parameters are close to their lower limit (Table 6). Z1 corresponds to the relative soil water content at the start 
of the simulation (1 October), when rainfall is low, and soils are likely dry. Likewise, the small value for parameter K reflects the 
mountainous nature of the region, with soils having low permeability. According to Fig. 15, values of the objective functions are highly 
sensitive to the parameters representing freezing and melting temperature, as would be expected in a region where runoff is affected by 
significant snow accumulation and snowmelt. 

Optimal values of the calibration parameters in ZRR upstream, Saqez River, Saruq River, and Khoorkhooreh River sub-basins 
corresponding to Maximum NSEQ, Maximum NSELogQ, and minimum ED are summarized in Table 12. The results of this Table 
show that the optimum freezing point (TF) and melting point (TM) for the snow storage of these sub-basins are close to the upper limit 
of these parameters in Table 6. By examining the region’s data, we considered values up to 10 ◦C for melting parameter (TM) since it 
may take until May (with average temperature of 10 ◦C) for snow to completely disappear. This shows the mountainous nature of the 
study area and snow’s predominant role in the water balance equation, indicating the early freezing of precipitation in winter and the 

Fig. 12. Train and test results: Monthly time series of observed precipitation and 1-month forecasted precipitation by BBN and hybrid AI methods at 
Saqez station. 

Fig. 13. Comparison of 1-month precipitation forecasts by the BBN and hybrid AI methods with observed precipitation in 2020 and 2021 at 
Saqez station. 

Table 11 
Efficiency of BBN and hybrid AI methods for 1-month precipitation forecasts 
in the years 2020 and 2021 at Saqez station.   

BBN Hybrid AI 

NSE 0.88 0.61 
RMSE 13.24 24.54  
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late melting of snow in spring. Furthermore, as discussed earlier, Z1 and K are closer to their lower limits (Table 12). 
Table 13 shows NSE values for simulating daily river runoff and logarithm of flow for each sub-basin during calibration and 

validation periods. Most NSE values in this table are above 0.5. Similar or lower NSE values (0.4–0.5) were obtained in previous 
simulation studies for this basin (Emami and Koch, 2019; Moriasi et al., 2007), with the critical caveat that those were based on 
monthly flows, whereas here we calculate the performance of daily flow simulations. 

For instance, Fig. 16 shows simulated and observed time series of Saruq River flow. The NSE results of Table 13 and the comparison 
of simulated and observed flow in Fig. 16 show the model’s acceptable performance in simulating wet and dry periods within the year 
as well as simulating drought and wet years. 

Finally, precipitation and temperature outputs of the weather forecast downscaling model were used to force the hydrological 
rainfall-runoff model. Fig. 17 shows the daily forecasted inflow to Bukan reservoir by the runoff forecast system and observed inflow to 
Bukan reservoir in 2020 and 2021. We note that the runoff forecasting model generates accurate forecasts in both dry and wet months, 
with an overall NSE value of 0.66 for two consecutive years. Forecast performance is better in wet months. This time period is 
important because there is a possibility of floods at this time and because it is a non-agricultural season during which optimal 
management of the reservoir could maximize surplus water allocations for meeting the environmental needs of UL. The model was also 
able to forecast days of peak inflow on March 18th and April 8th 2020, and March 15th 2021; forecasting these days is essential from 
two perspectives. First, it can lead to better flood management and thereby reduce downstream damages. Second, forecasting the 
volume of water inflow to the reservoir can help in the optimal cultivation planning so that in case of drought, financial losses will not 
be inflicted on farmers. 

Fig. 14. Pareto plot for the multi-objective calibration after 7250 model simulations for Saruq river sub-basin with the MOPSO algorithm. Each 
point shows one simulation of the hydrological rainfall-runoff model, red points indicate the Pareto front, i.e. the set of non-dominated simulations. 

Fig. 15. Scatter plots of all calibration parameters and two objective functions for Saruq river sub-basin.  
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5. Conclusion 

This study developed and applied the first runoff forecast system on a daily time scale for upstream inflow into Bukan reservoir, a 
key component of the water management infrastructure in ULB. The forecast system consists of two models: (1) a weather forecast 
model that downscales the large-scale weather outputs of ECMWF and NCEP to small-scale spatial resolutions and (2) a hydrological 
rainfall-runoff model that forecasts inflow into Bukan reservoir. The weather forecast downscaling model was developed based on two 
probabilistic and deterministic approaches and produced temperature and precipitation inputs for the hydrological rainfall-runoff 

Table 12 
Calibrated parameter values corresponding NSE values for the calibration period.  

Sub-basin Parameter Maximum NSEQ Maximum NSELogQ Minimum Euclidean distance 

Saruq river SWC [mm]  354.1  219.4  310.8 
RRF  17.5  8.9  17 
K [mm/day]  5  5  5 
Z1  20.5  8.6  16.3 
TF [◦C]  2.5  0.5  2.5 
TM [◦C]  10  7.7  10 

Khoorkhooreh river SWC [mm]  606.9  450.5  504.4 
RRF  5.1  2.8  5.7 
K [mm/day]  5  5  5 
Z1  14  8.4  10.1 
TF [◦C]  2.2  2.4  2.1 
TM [◦C]  3.8  3.6  3.4 

ZRR upstream SWC [mm]  1234.1  195.2  242.5 
RRF  20  16.1  20 
K [mm/day]  300  6  12.5 
Z1  5  5  7.6 
TF [◦C]  2.5  2.5  2.5 
TM [◦C]  10  9.4  10 

Saqqez river SWC [mm]  1006.9  180.3  224.5 
RRF  15.9  19.3  5.5 
K [mm/day]  300  5  12.8 
Z1  5.6  21.1  18.7 
TF [◦C]  2.5  2.5  2.5 
TM [◦C]  10  9.9  10  

Table 13 
NSE values for calibration and validation periods.   

Calibration period Validation period 

Sub-basin NSEQ NSELogQ NSEQ NSELogQ 

Saruq river 0.55 0.54 0.60 0.46 
Khoorkhooreh 0.45 0.71 0.64 0.78 
ZRR upstream 0.33 0.64 0.50 0.51 
Saqez river 0.38 0.64 0.43 0.54 
Average 0.43 0.63 0.54 0.57  

Fig. 16. Daily time series of observed and simulated stream flow of Saruq river hydrometric station.  
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model. Three deterministic AI methods, including GMDH, SVR, and a hybrid GMDH-SVR method, as well as a probabilistic BBN, were 
used to downscale the raw precipitation forecasts, while GMDH was used to downscale the raw temperature forecasts. The hydro
logical rainfall-runoff model includes two storages: (1) snow storage that simulates daily snow accumulation and snowmelt, and (2) 
soil moisture storage that simulates daily water balance components in the root zone. Calibration of the hydrological model was 
performed using the MOPSO multi-objective optimization algorithm to estimate hydrological model parameters for each sub-basin 
upstream of Bukan reservoir. There is no aquifer in the study area. 

The weather forecast downscaling model results show that the hybrid method performs much better than the non-hybrid methods 
for downscaling precipitation. Moreover, ECMWF’s precipitation forecast data are more accurate than NCEP for this region. The 
average NSE of the hybrid method for ECMWF’s 1-month lead time forecast downscaled to individual rain gauges was 0.53 and 0.62 
for train and test data, respectively. By comparing the forecast precipitation of BBN and the hybrid AI method, BBN has better per
formance due to its probabilistic feature that helps forecast precipitation with high uncertainty. For instance, the NSE of BBN and 
hybrid AI for forecasting monthly precipitation were 0.88 and 0.61, respectively, in 2020 and 2021. Temperature forecast data of both 
organizations, ECMWF and NCEP, had acceptable accuracy and similar performance. The average NSE for train and test data, 
respectively, were 0.79 and 0.85 for ECMWF and 0.85 and 0.83 for NCEP forecasts with a 6-month lead time. 

The calibration of the hydrological rainfall-runoff model indicates that there is no significant trade-off between maximizing 
objective functions for low and high flows, and improving one objective function does not deteriorate the performance of the other 
one. In addition, the results show that two-objective calibration reduces the uncertainty in estimating the calibration parameters 
compared to single-objective calibration. The average NSE in the calibration period was 0.43 and 0.63, and in the validation period, 
0.54 and 0.55, respectively, for flow and logarithm of flow. Furthermore, the runoff forecast system resulted in daily forecasts of inflow 
into Bukan reservoir with an NSE of 0.67 in 2020 and 2021. 

We conclude that the runoff forecast system developed in this study has high accuracy in forecasting inflow into Bukan reservoir. 
Policymakers and operators of the reservoir can use the system to forecast inflows to Bukan reservoir and optimize water allocation 
between agricultural and environmental demands. Moreover, this system could be beneficial to trigger prior managerial planning and 
actions before severe droughts or floods happen. The system used in this research can be implemented on other sub-basins and res
ervoirs in ULB to aid runoff forecasting and optimal management of water resources. 
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