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borne AGVs). A novel pick-up and delivery problem considering safety time intervals
between berthing time slots of different waterborne AGVs is proposed. Waterborne
AGVs are controlled in a cooperative distributed way to carry out the assigned schedules.
Real-time scheduling and control loop is closed by a partial scheduling model and an inter-
. action model with feedback reflecting neglected lower level factors. Simulation results
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Energy efficiency waterborne AGVs towards an autonomous ITT system.
Inter terminal transport © 2016 Elsevier Ltd. All rights reserved.
Waterborne AGVs
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1. Introduction

The Port of Rotterdam envisions annually more than 30 million Twenty-foot Equivalent Unit (TEU) to be handled by 2035
(Port of Rotterdam Authority, 2011). A large part of this throughput is actually going to take place internally among termi-
nals, i.e., Inter Terminal Transport (ITT) (Tierney et al., 2014). A novel vehicle type, waterborne Autonomous Guided Vessels
(waterborne AGVs) (Zheng et al., in press, 2015), has been previously proposed for ITT. Waterborne AGVs show great poten-
tial for transport in increasingly larger and busier ports since: (1) waterborne AGVs are labor cost free; (2) waterborne AGVs
offer another transport mode to handle the expected large throughput instead of exploiting limited land in port areas for
road traffic; (3) waterborne AGVs, comparable to land-side Automated Guided Vehicles (AGVs) (Xin et al., 2014), can be opti-
mally operated 24/7 with reliable performance and improve port efficiency; (4) for terminals with longer distances by land
than by water, waterborne AGVs save energy compared to road vehicles; and (5) waterborne AGVs are in line with the devel-
opment of smart ports and are deemed as very relevant to the ITT practice in the port of Rotterdam (Erasmus Smart Port
Rotterdam, 2015). Previous work (Zheng et al., in press, 2015) on waterborne AGVs has been focusing on designing efficient
controllers at the control level. In Zheng et al. (2015), multiple waterborne AGVs are controlled in a cooperative distributed
way given one fixed ITT request per waterborne AGV, i.e., the scheduling and control problems are solved in an open-loop
way. Sharing the common aims of making economical and environmentally friendly decisions, scheduling and controlling
waterborne AGVs are expected to achieve further benefits in a closed-loop way with tighter integration.

However, scheduling and control, typically as two distinct levels in a transportation decision-making hierarchy have been
explored independently by researchers in the two areas, see e.g., Li et al. (2016) and Zheng et al. (in press) for ITT systems.
Analogous levels of a typical ITT system using waterborne AGVs are shown in Fig. 1. Within an ITT system, the port authority
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Fig. 1. Different levels of an ITT system using waterborne AGVs (adapted from Christiansen et al. (2007)).

runs a fleet of waterborne AGVs shuttling among terminals internally in the port area to transport containers in a cost-
effective way. Strategic decisions regarding locations of berths (exclusively for waterborne AGVs), fleet size and composition
issues, etc. are long term decisions in the order of years. Scheduling and control levels determine, for each waterborne AGV,
the chronological events that occur at the hours time scale and the amount of power to input that occurs at the seconds time
scale in order to assure those events are executed as scheduled, respectively. In other words, schedules, e.g., terminals and
time to visit, load or unload certain amount of containers are discrete-event based while control problems usually consid-
ering fast lower-level dynamics in the presence of operational constraints and uncertainties are approximately time-
continuous oriented. Although both levels largely rely on mathematical models and optimization techniques and both
aim at either maximizing profit or minimizing cost, the inherently different time-scale nature brings technical challenges
for an integrated and computationally tractable solution. On the one hand, discrete decisions involved in scheduling prob-
lems restrict them to nothing but low dimension models solved in low frequency and off-line; on the other hand, feedback
and closed-loop operation in real-time are essential in control systems to handle disturbances and complex dynamics. Efforts
have been made either from a “Top-down” perspective by considering control elements in a scheduling problem (Xin et al.,
2014) or from a “Bottom-up” perspective by including scheduling-oriented economic terms in the cost function of a control
problem (Angeli, 2014). In the field of process industry, the economic benefits of integrating scheduling and control have
been recently recognized and emphasized (Baldea and Harjunkoski, 2014). A so-called “time scale-bridging” model is pro-
posed in Du et al. (2015), but this model counts on an explicit, low-order representation of the input/output process dynam-
ics which is by all means hard to derive for general systems, and moreover, operational constraints cannot be incorporated. A
decent solution to integrated scheduling and control has to date not yet been proposed.

Hierarchically, nonetheless, problems of scheduling and control are both well solved. Waterborne AGV scheduling for ITT
essentially is a pick-up and delivery problem (PDP) (Savelsbergh and Sol, 1995) with time windows using capacitated vehi-
cles. PDP is a generalization of vehicle routing problems (VRP) (Toth and Vigo, 2014). Both PDPs and VRPs decide a set of
optimal routes for a fleet of vehicles but differ in that PDP deals with transportation between distinct pick-up and delivery
locations while in VRP, either the pick-up or the delivery location needs to be the same, i.e., the depot. Within the operational
research realm in a logistical context, it is customary and sufficient to only care for setting schedules on discrete events and
neglect any details on how these events really happen. From a control point of view, however, vehicles concerned in VRPs or
PDPs are actually assumed as dimensionless mass points predominantly with constant speeds such that any lower level
feedback become irrelevant in a scheduling problem. We observe that two variants of VRPs are exceptional. The time-
dependent VRPs (Figliozzi, 2012) adopt a time-dependent speed model which, to some extend, considers lower level infor-
mation, e.g., traffic congestion. But the speed model is known prior rather than a decision variable that could be manipulated.
The time-dependent VRPs belong to a more generic class of dynamic VRPs (Psaraftis et al., 2016) dealing with dynamism
such as online requests and dynamic travel times and update route responsively. Solutions with acceptable computational
efficiency are largely of concern for dynamic VRPs. The second exception is the pollution-routing problem proposed in Bektas
and Laporte (2011), which considers factors as load and speed in producing “environmental-friendly” vehicle routes. The
resulting problem is more difficult to solve but yields lower cost. Still, the combined route-speed optimization is open-
loop and far from being able to consider lower level complex dynamics.

In the maritime sector, the relation between ship speed and energy consumption is highlighted even more by both prac-
titioners and researchers. The engine of Maersk “Triple-E” (Maersk, 2013) was designed to sail relatively slowly to reduce
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50% of the CO, emitted on the Asia and North Europe transport route. Another common practice in the shipping industry
known as “slow-steaming” (Maloni et al., 2013) by cruising at a lower speed than the design speed to reduce cost has also
been widely accepted and implemented (Psaraftis and Kontovas, 2014). Arrival times are optimized in Fagerholt et al. (2010)
and Norstad et al. (2011) to obtain optimal speeds along shipping routes. Results of applying the method to real shipping
routes shows the potential for reducing environmental emissions is substantial. Besides the emphasis on speed, coordination
of arrival times of ships at terminals to avoid unnecessary waiting or conflicts is more critical than land-based vehicles. The
reasons are twofold. First, it is more frequent for ships to visit the same terminal considering the limited pick-up and delivery
locations. This is particularly the case in ITT. In fact, most PDPs assume distinct pick-up and delivery locations and each vehi-
cle visits each location exactly once (Savelsbergh and Sol, 1995), which diminishes the arrival time coordination. Secondly,
loading/unloading of ships could take more time than land-based vehicles, and thus cannot be neglected. Berthing time clash
avoidance is modeled in Pang et al. (2011) by constraining, for pick-up and delivery visits sharing the same berth, the depar-
ture time of a visit to be not larger than the arrival times of a later visit. This is problematic when extra time intervals are
imposed between departure and arrival times which is practically the case if ship dimensions and safety distances are con-
sidered. Another characteristic of maritime logistics is that environmental uncertainties are prevalent. These uncertainties
include current, waves, wind and encounters with other moving objects that not only interact with waterborne AGV dynam-
ics at the operational level but also influence the scheduling level. This calls for a closed-loop system involving both schedul-
ing and control that makes decisions based on real-time feedback.

In this article, we propose a novel closed-loop scheduling and control approach for a fleet of waterborne AGVs towards an
autonomous ITT system. Closed-loop means that both scheduling and control levels make decisions online based on system
states measured with a fast sampling time. Decisions are still made hierarchically to guarantee tractability. Moreover, a new
PDP scheduling model considering necessary time intervals between different waterborne AGVs visiting a particular berth is
proposed. Further more, we propose a partial scheduling problem that is efficient to solve, and an interaction model that
integrates the scheduling and control problems. Solving the scheduling problem generates for each waterborne AGV a
sequence of terminals to visit satisfying service time windows. Cooperative distributed model predictive control based on
a fast ADMM algorithm (Zheng et al., 2015) is then applied by the group of involved waterborne AGVs to execute the sched-
ules safely and accurately. The main advantage of using a closed-loop scheme over an open-loop scheme is that real-time
factors like unconsidered physical system limit, disturbances, and collision avoidance that are difficult, if not impossible,
to be integrated in a scheduling problem can be reflected timely by the online updated schedules.

The remainder of this article is organized as follows. The overall problem statement for an autonomous ITT system using
waterborne AGVs is first introduced in Section 2. Then in Section 3, we formulate the energy efficient scheduling problem
with coordinated berthing times. The closed-loop scheduling and control based on a real-time coupling speed assignment
problem and an interaction model is proposed in Section 4. In Section 5, simulation experiments and results are presented,
followed by concluding remarks and future research directions in Section 6.

2. Problem statement

We consider an autonomous ITT system: a fleet of waterborne AGVs that handles a set of emerging ITT requests to trans-
port specified amounts of containers between specified origins and destinations within specified time windows autono-
mously in an energy efficient way. Assumptions are made that: (1) the fleet size and composition have been decided by
the strategic level (see Fig. 1) in a way that there are always sufficient number of waterborne AGVs available. Note that
the available fleet size does not necessarily coincide with the real deployed fleet which is the decision to be made at the
scheduling level, as to be introduced in Section 3; (2) the ITT network has also been designed by the strategic level. The net-
work includes: berths that can accommodate waterborne AGVs by providing charging, maintenance, parking, etc., and fixed
routes as shortest paths connecting berths; (3) each terminal has one waterborne AGV berth. In practice, a terminal can have
multiple berths, which can then be viewed as multiple pickup/delivery locations and thus the problem formulation is in
essential not changed; and (4) ITT requests are decoupled between different planning horizons so that requests arising
within each planning horizon are completed within that horizon.

Waterborne AGVs are designed with specifications for the autonomous ITT system. Each waterborne AGV has a finite
capacity which can accommodate mixing containers from different requests. Processing units, measurement and communi-
cation devices are on board of waterborne AGVs so that they are able to measure their own system states, communicate with
other waterborne AGVs within a certain range and make their own control decisions. Besides, waterborne AGVs use “envi-
ronmentally friendly” engines and perform “slow steaming” by cruising at lower speeds if possible. There is no central depot
for waterborne AGVs and they stay at the park lot of the final service berth: show up at the berth when starting to working
and disappear from the berth when having finished all tasks. Finally, waterborne AGVs are with certain dimensions and need
to keep a certain safety distance from others to avoid collisions. Collision avoidance is achieved among moving waterborne
AGVs by cooperative distributed control (Zheng et al., 2015) while waterborne AGVs visiting the same berth to perform load-
ing or unloading operations are yet to be coordinated. Fig. 2 shows an illustration of an ITT system with a fleet of three water-
borne AGVs, six waterborne AGV berths and 12 routes.'

! These routes are all with much shorter distances by water than by land while routes connecting, e.g., berth 5 and 6, with short land distances are considered
by other ITT modes.
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Fig. 2. Illustration of an ITT system with six berths for three waterborne AGVs.

In light of the above ITT network and available fleet of waterborne AGVs, the list of ITT requests should be available upon
making decisions. In particular, each ITT request is associated with information on seven aspects: (1) request ID which is sorted
by all requests’ release times; (2) origin berth ID corresponding to the pick-up location; (3) destination berth ID corresponding
to the delivery location; (4) release time defining when a set of containers are ready to be shipped, being the earliest time that
the loading service can start; (5) due time defining when the set of containers are ready for subsequent operations, being the
latest time of completing this request including the unloading time at the destination berth; and (6) volume of the set of con-
tainers to be shipped in TEUs; (7) service time for loading/unloading the set of containers. In addition, since delays or waiting
times do occur in reality and meeting hard time windows may fail in finding a feasible solution, requests are allowed to be
serviced within soft time windows, but customer inconvenience cost will incur if not within hard time windows. Note that
trade-offs can also be made by using more waterborne AGVs to reduce delays. Splitting of request volume is not allowed,
i.e., containers with the same request ID cannot be shipped by different waterborne AGVs. Finally, containers have to be trans-
ported without transhipment, i.e., loading and unloading operations happen exactly once for each request.

The autonomous ITT system runs in a closed-loop fashion, i.e., both scheduling and control level problems in Fig. 1 are
solved in real-time using updated system states. Control of a fleet of waterborne AGVs is realized as in Zheng et al.
(2015) while the energy efficient scheduling problem as well as the closed-loop scheduling and control design are presented
in the following two sections.

3. Energy efficient scheduling of ITT using waterborne AGVs

Traditionally, the scheduling problem of a fleet of ships traveling back and forth among terminals to transport goods relies
on human dispatchers necessarily with high competence and experience. Complex decisions need to be made satisfying var-
ious possibly conflicting objectives (e.g., saving energy by sailing at low speeds while meeting time windows at high speeds)
considering transport requests and available vehicle lists. Allocation of waterborne AGVs to routes and timing can break such
an operator. In face of real-time operational delays and uncertainties, the problem can frustrate human dispatchers even
more. We next present a scheduling model based on mixed integer programming for ITT using waterborne AGVs to ease
the workload of human dispatchers. We first introduce relevant notations including input parameters to the model and deci-
sion variables to be solved from this model. Then the mathematical model is presented which is further transformed into a
mixed integer linear programming (MILP) problem to reduce required computation times.

3.1. Notations

The planning horizon considered within which a set of ITT requests R among the set of berths B arise is [0, T;,]. For each
requesti € R, we denote a 7-element tuple (i, p;, di, timin, timax, g;, Si) to represent the information associated with request i as
described in Section 2, i.e., request ID, pick-up berth, delivery berth, release time, due time, volume, and service time. For
each pick-up location p;, a positive load +¢; is attached, and each delivery location d;, a negative load —q; attached. The
set of n, waterborne AGVs is V and homogenous. The set for start locations for all waterborne AGVs is defined as
Vo ={1,...,n,} and the set for end locations as Ve = {n, +2n+1,...,2n, + 2n} with n =|R|. All waterborne AGVs have
the same capacity Q in TEUs, curb weight m and cruising speed range [Umin, Umax]- All TEU of containers are assumed to have
the same weight of m,.

As has been discussed before, ITT scenarios inevitably involve waterborne AGVs shuttling back and forth, and thus pick-
up and delivery locations of different requests might actually be the same physical berths. This is one of the main differences
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of our scheduling problem with land-based VRPs (Toth and Vigo, 2014) or PDPs (Savelsbergh and Sol, 1995) based on
assumptions of distinct pick-up and delivery locations and vehicles visit each location exactly once. We, hence, define virtual
pick-up and delivery node sets P, = {n, + 1,n, +2,...,n, +n} and D, = {n, + n+ 1,n, + n+2,...,n, + 2n}, respectively.
Then, our scheduling problem is defined over the virtual graph G; = (V,.A) with node set V' =P, U D, UV, UV, and arc
set A= {(i,j)|(i,J) € (PnUDn) X (PnUDy)) U{(i,j)|li € Vo,j € PnUDn} U{(i,j)|li € PnUDn,j € Ve},i#j}. The physical loca-
tions of nodes in virtual graph g, are mapped as a vector L corresponding to A. Denote dj; as the travel distance between
nodes i and j for all (i,j) € .A. Note that since waterborne AGVs stay at their final service berth, the locations for virtual
end nodes V, vanish and distance d; = 0 if i € P, UD, UV,,j € Ve. For duplicated elements in L (same berths), we further
cluster the corresponding nodes as set C, = {i|L; = b,b € B}. For the nodes in the same set C,, if they are visited by different
waterborne AGVs, a time interval T is imposed to the service time slots of the waterborne AGVs to keep safety considering
waterborne AGV dimensions.
The following decision variables are introduced to solve the scheduling problem:

e Binary variables: x;, for (i,j) € A and v € V equals to 1 if waterborne AGV v travels from node i — j and 0 otherwise;

e Binary variables: z;, for i € N and v € V equals to 1 if node i is visited by waterborne AGV v and 0 otherwise;

e Binary variables: I fori,j € C,, b € B, i# j equals to 1 if node i is visited before node j and 0 otherwise;

e Binary variables: S; fori,j € C,, b € B equals to 1 if nodes i,j are visited by different waterborne AGVs and 0 otherwise;
o Integer variables: y; for i € A" denotes the load on board the waterborne AGV upon arriving node i;

e Continuous variables: a; for i € N specifies the arrival time at node i;

e Continuous variables: w; for i € A/ is the waiting time at node i;

o Continuous variables: d; for i € N is the delay time at node i;

e Continuous variables: u; for (i,j) € A is the speed a waterborne AGV travels at on leg i — j.

Additional auxiliary variables for the transformation into an MILP problem will be introduced in Section 3.3.
3.2. Mixed integer programming problem
The overall goal is to compute a set of schedules that minimize the cost of fulfilling all requests in R according to some

cost metrics while satisfying various constraints. For our case, a mixed integer programming problem is formulated as
follows:

min Y > > X+ Y Xjp(Mmey; + m)dy+ s Y updy + Ca|Ay, — Av, ||y + cs W], + co|ld], (1)
VEVjEPaUDLIEV, veV(ij)eA (ij)eA
subject to sz =1 VieN, (2)
vey
Zip = Zisnyy,  VI€EPn, VEV, 3)
zi=1, Vi€V, (4)
injv = Zxﬁ” = Ziy, Vie N7 vey, (5)
JeN JjeN
Z Xpjp =1, Yve, (6)
JEN Ve
Z Xy =1, Yvey, (7)
ieN/Vo
a; < Ai+n,; Vie Pn, (8)
Xijy = 1= max(A,:, ti,min) +Si + d,-j/u,-j = Aj7 V(l,]) S ./47 Ve V, (9)
timin — Wi < G < Limax — Si +di, VieWN, (10)
ngigwmam Vi€N7 (11)
Ogdigdmam Vi€N7 (12)
Iij-‘rlji: 1, Vi,jer, bEB, (13)
Sij =1- Zijij Vl,] € Cp, be B, (14)
vey
I;Sij = 1 = max(a;, timin) +Si + T < A;, Vi,jeCy,, bebhB, (15)
Yoo =Yy =0, Vvey, (16)
Xjp=1=>Y,+q =Y VieN, veV, (17)
0<y;<Q, VieN, (18)
Umin < uij < Umax, V(l,]) € .A, (19)
Xijy,ziy,ljj75ij S {0 1} V(l,]) c .A, S V, (20)
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where the objective (1) contains six cost terms that are related to energy efficient schedules for waterborne AGVs. The first
term counts the number of waterborne AGVs deployed for the set of requests R. The fleet of deployed waterborne AGVs is
not necessarily the same with the fleet of available waterborne AGVs; we always minimize the number of deployed water-
borne AGVs considering high fixed deployment cost. Both the second and third terms measure the cost of energy consump-
tion and emissions traveling from node i — j. The pollution-routing problem (Bektas and Laporte, 2011) employed similar
emission measurement terms. Cost term 2 is incurred due to the weight including waterborne AGV curb weight and the
weight of containers on board of the waterborne AGV. Cost term 3 reflects the nonlinear dependence of energy consumption
on cruising speed and distance. “Slow steaming” is imposed by minimizing this term if possible. The fourth term considers
the total sojourn time of all waterborne AGVs. Departure times from starting locations are also optimized with this formu-
lation. The last two terms account for customer inconvenience measured by waiting and delay times, respectively. The trade-
off among these cost penalties is balanced by weight parameters cy, ¢y, ..., Cs.

Constraint (2) represents that each node is visited exactly by one waterborne AGV. By constraints (3) and (4), we ensure
that pick-up and delivery nodes of a particular request are visited by the same waterborne AGV and all waterborne AGVs
visit their own starting nodes, respectively. Constraint (5) restricts that a waterborne AGV only enters and leaves a node
if it visits that node. Constraints (6) and (7) impose that each waterborne AGV starts and ends at the right locations, respec-
tively. Constraints (8)-(15) together impose time constraints. Specifically, inequality (8) guarantees that pick-up nodes are
visited before delivery nodes. Constraint (9) enforces time consistency where the max operation indicates that loading/
unloading services cannot start earlier than the release times of requests. Time window constraints are specified by (10)-
(12). The coordinated berthing times taking waterborne AGV dimensions and safety distances into consideration are realized
with constraints (13)-(15). The logic in (15) implies that if node i, relate to the same physical location (i,j € C;) and are vis-
ited by different waterborne AGVs (S; = 1) and node i is visited before node j (I; = 1), that then the arrival time of the water-
borne AGV behind should be later than the departure time of the earlier waterborne AGV at least for a time T. This is a novel
feature of our waterborne AGV scheduling problem. VRPs and variants have typically assume vehicles as dimensionless mass
points without consideration of safety distances. Load consistence and capacity constraints are introduced via (16)-(18).
Lastly, cruising speed is bounded by (19) and (20) defines binary variables.

The above mixed integer programming problem (1)-(20) involves several nonlinearities: (a) the multiplication of binary
variable x;, and integer load variable y; in the second cost term of (1); (b) the quadratic energy function of speed variable u;
in the third cost term of (1); (c) the reciprocal of speed u; in (9); (d) logic implications in constraints (9), (15) and (17); and
(e) the multiplications of binary variables z;,z;, in (14) and [;;S;; in (15). All these nonlinearities bring about even more chal-
lenges to finding an optimal solution to the already notorious NP-hard routing problem. We next present transformations of
these nonlinearities to obtain an easier to solve MILP problem.

3.3. Transformations into linearity

Linearizations of the above reported nonlinearities rely mainly on two techniques: discretization (Bektas and Laporte,
2011; Fagerholt et al., 2010), and logic and integer formulations (Williams, 1977). We first deal with the nonlinearities
caused by nonlinear functions of speed by discretization.

Generally, two discretization approaches are proposed: discrete speeds as in Bektas and Laporte (2011) and discrete tra-
vel times as in Fagerholt et al. (2010). Essentially, these two approaches are the same since speeds and travel times are
related by a constant travel distance. We apply discrete speeds as in Bektas and Laporte (2011) due to its more intuitive for-
mulation in modeling the “slow steaming” effect. The continuous cruising speed range [tmin, Umax] iS discretized by equal

intervals (Umax — Umin)/My into a set of n, speed levels [uy min, Urmax] fOr r=1,...,n,. An average speed is then calculated as
Uy = (Urmin + Urmax)/2 and assigned to that level. Therefore, the speed optimization in the continuous range [Umin, Umax]
becomes the optimal speed selection in the discrete speed set {u,|r = 1,...,n,}. Correspondingly, we introduce binary vari-

ables by, equal to 1 if waterborne AGV v travels from node i — j at speed u,. Then, the third cost term, which is a quadratic
speed function, is rewritten as:

D vy = Z(

(ij)eA (ij)eA

Ny

ufb,-jm) s e1)
r=1
Similarly, the reciprocal speed term in (9) is rewritten as:

My

dyi/uy =y (dj/r)bijr. (22)

r=1

Note that different from the VRP in Bektas and Laporte (2011) with distinct visiting locations, we have duplicated pick-up
and delivery locations, which leads to d; = 0 when nodes i,j are actually the same physical berths. Therefore, the relation
between b, and x;, is constrained as:

ny
> bijry = 0ixjp, V(i) €A, vEV, (23)
r=1
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where §; is a binary constant equal to 1 if d;j > 0 and 0 if d;. This formulation enforces a zero speed on arc (i,j) if nodes i,j are
the same physical berths and a non-zero speed otherwise.

To deal with the nonlinearities due to multiplications of binary and integer variables x;,y; in (1), multiplications of binary
and binary variables z;,zj, and I;S; in (14) and (15), respectively, and logic implications in (9), (15) and (17), the following
linearizing approaches based on logic and integer formulations (Williams, 1977) are implemented.

Introduce auxiliary real variables Xj;, = x;,;, then we are able to replace the nonlinear term in x;,y; in (1) by Xj;, subject
to the following set of linear constraints:

Xijp < Qxjjy, V(i j)e A, veV,
Xijp =20, V(i,j)eA wveV,
Xijp <y;, V(ij)€A veV,
Xjo 2y, —Q(1—x5,) V(ij)eA wveV.

(24)

The equivalence is due to the bound on variables y; as constraints (18).
Slightly different, we replace the nonlinear terms in (14) and (15) with auxiliary binary variables Z;;, = z;,z;, and Y; = I;;S;
along with the following two sets of linear constraints, respectively:
—Zip + Zijp < 0, Vi,jeC,, beB, veV,
-Ziy+Z;, <0, Vi,jeC,, beB, veV, (25)
Ziv + Zjp — Zijy < 1, Vi,jeC,, beB, veV,

0, Vi,jeC,, beB,
0, VijeC, bebB, (26)
Iij+S,-j—Yij<1, \V/i,jecb, bes.

Finally, logic implications in (9) are transformed as:

Ny

max(ai: ti,min) +Si + Z(dij/ar)bijrv < Aj + M},(l - xijv): v(lv.]) € -A7 ve Vs

r=1
(27)
ny
- (max(ai, Limin) + Si + Z(di,—/ur)bijm> < —A - mi(1 = Xy), V(ij)e A veV,

r=1
Wlth M,} = ti.max + Wmax + Si + dij/umin - (ti.min - Wde)v m; = ti,min +Si— (ti,max + Wmax); and (17) as:

Yi+4q; <y] +M§(] _xijzz)7 V(l,]) €A wvev,

. (28)
_(yi+qi) < _y]_mi(l _lev)s v(lv_’) EAv yevv
with Mj = Q +¢q;, m? =g, — Q, and (15) simply as:
Max(a;, timin) + 5+ T <A +Mj(1-Yy), VijeC, beB, (29)

With Mj; = tjmax + Winax + Si + T — (£ — Winax)-

So far, we have transformed the nonlinear mixed integer programming problem (1)-(20) into an MILP problem by replac-
ing nonlinear terms in the cost function and constraints with auxiliary variables and linear constraints as formulated as
(21)-(28). Schedules generated by solving the MILP problem are, for each waterborne AGV » €V, sequences of nodes
N,={ilie N,z,, =1,veV} to visit, the corresponding arrival times A, = {aj|z, =1,v €V} in ascending order,
load/unloading volumes Q, = {q;|zi, = 1, v € V}, as well as traveling speeds U/, = {u;|xj, = 1,(i,j) € A, v € V} on each leg.

4. Real-time closed-loop scheduling and control

Ideally, a seamless integration of scheduling and control problem requires that all decisions are made simultaneously
achieving objectives and satisfying various constraints at both levels, which still remains an open, though important, issue.
We have identified in Section 1 that the main technical challenges lie in the different time horizons and different nature of
decisions (continuous time and discrete events) which result in a highly complex problem to solve considering current com-
puting power. A descriptive integrated problem P could be defined as:
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(“27“2) = argmin JUs.Jo)
Subject to Scheduling constraints,
Waterborne AGV dynamics,
Disturbance dynamics,
Control constraints, (30)

where the total cost J depends on scheduling cost J; and control cost J.. The optimal scheduling and control decisions u;, u;
are simultaneously made by solving problem P. Apparently, the decision frequency of problem P should be the same as the
control problem which has faster decision frequencies. However, the already complex scheduling problem (1)-(29) coupled
still with lower level motion and disturbance models will typically not be easily solved to optimality at a high frequency.
Even if we decompose problem P hierarchically and solve scheduling and control problems sequentially every time a control
decision is implemented and new system states are available, solving the scheduling problem at the control frequency could
still preclude it from practical applications. We propose an interaction model and a real-time scheduling problem that enable
solving scheduling and control problems both hierarchically and real-time in a closed-loop way.

4.1. Modeling interactions and real-time speed assignment

Literature dealing with scheduling or control problems independently can actually be viewed as considering a simplified
problem P with assumptions. From a scheduling perspective, implicit assumptions are made that schedules are all executed
perfectly, i.e., waterborne AGVs depart and arrive at berths following the exact scheduled order and timing irrespective of
operational disturbances. This is implicitly achieved by assuming a constant speed and thus constant travel times on all
routes if speed is not an optimization variable, e.g., in Pang et al. (2011), or variable speeds as functions of discrete events
if a combined route-speed optimization problem is solved, e.g., in Bektas and Laporte (2011), Fagerholt et al. (2010), and
Norstad et al. (2011) as well as our scheduling problem (1)-(29). No operational disturbances and physical system limita-
tions can further be incorporated. Therefore, waterborne AGV motions are simply modeled as a first order integrator with
constant speeds on one arc in a combined routing-speed optimization problem, i.e.,

Sy(k+1) =s,(k) + Uitiy1)oTs, Vie Nyk), veVk), kIse [max (ai(k)> ti,min)aAiH(k)]v (31)

where k stands for discrete time for computational implementations relating to continuous time t by t = kT and T is the
sampling time of waterborne AGV systems and s, is the distance waterborne AGV v has traveled on route i.

We take advantage of the implicit motion model in the scheduling problem and propose an interaction model based on a
two-level parameterization of reference paths similar as in Zheng et al. (in press). The lower level is embedded in the online
control problem which takes care of the waterborne AGV dynamics, system limitations, operational disturbances, and col-
lision avoidance with other traffic, and modeled as:

shik+1) =sb (k) +ul ()Ts, VveV(k), (32)

where s!(k),u!,(k) are a lower level path parameter and its speed, respectively. Both s!,(k), u!,(k) are decision variables in
online control optimization problems, as to be introduced further in Section 4.2. The path parameter determines the refer-
ence orthogonal projections of waterborne AGV v onto its current route (i,i+ 1), i € A/, by

X, (k) = s} (k) sin(y) + x, 3
Yp(k) = s, (k) cos(;) + ;.

as shown in Fig. 3, with (x,(k),y,(k)), (x;,y;) the inertial frame coordinates of the reference projection and node i, respectively.

Yn
A ]

Disturbances (wind,
waves, currents, etc.)

0, X

> X,

Fig. 3. Waterborne AGV v and projection in route (i, ).
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The upper level of the two-level parameterization scheme is a partial scheduling problem of problem (1)-(29) and
updates schedules based on the lower level states which in turn reflect waterborne AGV operational details including
real-time control performances, delays caused by environmental disturbances or collision avoidance, etc. In this way, the
two-level interaction model connects scheduling and control problems but make them decomposable from each other while
still allowing both to be solved online using real-time feedback. The upper level problem is formulated as a real-time speed
assignment problem as follows.

At each time step k, we collect feedback information for the set of waterborne AGVs V(k) that are scheduled with tasks but
have not arrived at the scheduled last node each with load y9(k), v € V(k) on board. For each waterborne AGV v € V(k), the

list of yet to visit nodes are A/, (k), the corresponding list for time windows { [tr’;in_,—, t;’m‘i] }, Vi € N,(k) and the list of service
times {s?}, Vi € M, (k). Besides time window constraints, different waterborne AGVs still need to coordinate their service
time slots at a particular berth by guaranteeing a safety time interval among them. Variables related to the real-time speed

assignment problem are:

e Binary variables: I;j(k) fori,j € Cy,i € Np,j € Ng,p # q equal to 1 if node i is visited by waterborne AGV p before node j by
waterborne AGV q and 0 otherwise;
e Continuous variables: a?(k) for i € N, v € V(k) specifies the arrival time of waterborne AGV v at node i;
e Continuous variables: w? (k) for i € N,, v € V(k) is the waiting time of waterborne AGV v at node i;
e Continuous variables: d; (k) for i € N',,, v € V(k) is the delay time of waterborne AGV v at node i;
o Continuous variables: uf; , (k) for i € Ny, v € V(k) is the speed waterborne AGV v travels at on leg i — i+ 1.
The overall goal is to compute schedules that still minimize the overall cost of fulfilling all remaining requests
while satisfying time window and coordinated berthing constraints. The mixed integer programming problem is formu-
lated as:

min C3(;Au§(k)dy(k) + Cal|Av, (k) — Ay, (K)[|; + cs[lw(k)[l; + cslld(k)]l; (34)
e

subject to  max (ai(k), tgmm) 457+ dign (K) /Ui (K) = Ay, Vi€ No(k), v e V(k), (35)
thin — WH(k) < ai(k) < tfha — Y+ d] (k), Vie N,(k), veVk), (36)

0 <W/(K) < Wiax, Vi€ No(K), veV(k), (37)

0<d'(k) <dma, VieN,(k), veVk), (38)

Li(k) + (k) = 1, Vi,jeCy, beB, 1eN, JjeN; p#q, (39)

I(k) = 1= max (@, tf, ) () +5/() + T <A, VijeCy beB, ieN, jeN, p#q  (40)

u<ug (k) <, Vie N, veVk), (41)

(k) {01}  V(ij)eA veV, (42)

where objective (34) contains four terms that are the same as the last four terms in (1), minimizing energy consumption due
to variable speed, total sojourn times, waiting times, and delay times, respectively. Constraints (35) indicates the time con-
sistency between two successive nodes in the node list of each waterborne AGV v € V(k). Soft time windows are imposed by
constraints (36) with constraints (37) and (38) specifying the maximum waiting and delay times, respectively. Constraints
(39) and (40) together formulate the coordinated berthing times between different waterborne AGV visiting the same berth.
Variable speeds are bounded by constraint (41) and constraint (42) define the only binary variable in this problem. By solving
this problem, we obtain updated schedules {\,(k), A4,(k), Q,(k),uU,(k)} for waterborne AGVs v € V(k) as well as parameter-
ized reference paths at the upper level, defined as:

so(k+1) = sy (k) + vy (K)Ts, Vo evk), ieN,k), (43)

where st (k), uji,1)(k) are references for s\, (k), ul,(k), respectively.

4.2. Closing the real-time loop

With the interaction model, we are now ready to decompose problem P hierarchically into a scheduling problem Ps

u; :=argmin J
Subject to Scheduling constraints, (44)

and a control problem Pc
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u; = argmin J.

C

Subject to Waterborne AGV dynamics,
Disturbance dynamics,
Control constraints. (45)

In particular, at each control time step k, we first solve scheduling problem Ps based on updated feedback information: the
set of waterborne AGVs V(k) that are scheduled with tasks but have not arrived at the scheduled last node, each with load

¥9(k), v e V(k) on board, projected waterborne AGV positions (xg(k),yg(k))Vv € V(k) that are determined by measured

waterborne AGV positions x,k,y,(k)Vv € V(k). The projected positions are utilized to (1) update the Euclidean distances
v .

;E,%E% B ;’l K Note that

only at the beginning of the planning horizon, problem (1)-(29) needs to be solved as the scheduling problem Ps. Real-time

scheduling is achieved by solving problem (34)-(42) which is efficient to solve to optimality.

At each time step k, the control problem Pc is solved sequentially after receiving references from scheduling problem Ps.
The overall control goals are to (1) execute schedules to fulfill ITT requests in an economical way; (2) maintain safety by
satisfying system physical limitations and avoiding collisions with other traffic in the presence of disturbances; and (3)
maneuver in a distributed way. We present the formulation of J. here which involves the lower level of the interaction model
in the closed-loop scheduling and control:

Jely = >~ (callmt) = m () + calJs, (k) = s3] + o/ 20v (R gy ) (46)

veV(k)

diii1y (k)Vi € Ny (k), v € V(k); and (2) initialize both levels in the interaction model by s!,(k) = si(k) =

wheren =[x y |, v=[u v r]" arethe pose (inertial frame coordinates and heading angle) and velocity (surge speed,

sway speed and yaw rate) states, respectively. Reference pose 7, is determined by (32) and (33)as#n, = [% ¥, ¥ }T. Con-
trol performance is also affected by scheduling results reflected in the mass matrix as:

m + mcyd (k) 0 0
M(k) = 0 m+mgS(k)  m+meyS(k)xg | + Ma, (47)
0 m+ meyS (k)xg I,

where x, is the distance between waterborne AGV’s center of gravity and the origin of the body-fixed coordinate frame and I,
is the moment of inertia in the yaw rotation; M € R*** is hydrodynamic added mass (Zheng et al., 2015). The first goal of
executing schedules in an energy efficient way is then achieved by minimizing J.(k). For the detailed modeling and algo-
rithms for a control problem achieving three goals together with J.(k), we refer to Zheng et al. (2015). We focus in this paper
on the closed-loop schedule and control of waterborne AGVs as shown in Fig. 4.

5. Simulation experiments and discussion

Simulations are run to illustrate the effectiveness of the proposed closed-loop scheduling and control of waterborne AGVs
for ITT. The ITT scenario is built based on Fig. 2 with six berths and a fleet of three waterborne AGVs. Assume that there are
seven ITT requests arising within the scheduling horizon 0-2100 s as detailed in Table 1 of which the available request infor-

Real-time scheduling and control

- Control problem Pc -
0] o
S 3
g :
~
: :
1%]
) = = = = ]
A I - bt - - z
- - * -

Fig. 4. Closed-loop scheduling and control of energy-efficient waterborne AGVs.
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Table 1
ITT requests to be executed.
Request ID Origin Destination Release time (s) Due time (s) Volume (TEU)
1 5 2 125 1865 2
2 1 3 690 1155 2
3 1 4 700 1485 1
4 6 2 725 1535 2
5 6 1 1230 1755 2
6 2 3 1345 1750 2
7 1 4 1640 2085 1
‘ ‘ E ‘ = ‘ WAGV1
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6 . » . -{ - wAGV3
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Fig. 5. Initial energy efficient schedules.

mation structure has been designed according to Schroér et al. (2014). Note that in practice, the fleet of waterborne AGVs
could be larger and more ITT requests could arise in the port area. Scenarios set here are assumed as in Section 2, i.e., the
number of waterborne AGVs is sufficient and requests in different planning horizons are decoupled so that small sets of
requests can be considered independently. Positions of the six berths are determined in latitude/longitude and subsequently
converted to coordinates in inertial frame with Berth 1 as the origin. The fleet of available waterborne AGVs for this set of ITT
requests are initially all positioned at Berth 1.

Waterborne AGVs are designed to sail in the speed range of u,;, = 2.57 m/s, un.x = 6.68 m/s which are corresponding to 5
knots and 13 knots, respectively. Each waterborne AGV can carry a maximum of four TEUs, i.e., Q = 4, and each TEU of con-
tainer weighs m. = 24,000 kg. Each move of a quay crane can load/unload one or two TEUs and requires 120 s (Tierney et al.,
2014). Therefore, for all ITT requests in Table 1, service times are the same as t; = 120 s. The necessary safety time interval
between different waterborne AGVs visiting the same berth is set to T = 60 s based waterborne AGV lengths and sailing
speeds. Other parameters concerned with waterborne AGV dynamics are implemented as in Zheng et al. (in press). The
weight parameters in cost functions (1), (34) and (46) for trade-offs of different performance metrics are set as:
c1=10% ¢, =1072,¢c5 = 10%, ¢4 = 10%,c5 = 10%, ¢ = 10, c; = 100, cs = 100, ¢y = 1. Algorithms are implemented in MATLAB
2011b (MATLAB, 2011). Optimization problems are solved by Cplex (ILOG, 2016). All the simulations are run on a platform
with Intel (R) Core (TM) i5-3470 CPU @3.20 GHz.

The closed-loop schedule and control algorithm as shown in Fig. 4 needs to replace human operators to make “smart”
decisions: (1) for the fleet of waterborne AGVs, energy efficient schedules as well as actuator inputs to execute these sched-
ules should be autonomously generated satisfying waterborne AGV physical limitations, e.g., maximum capacity, rudder
force range, etc. and guaranteeing safety; (2) for the list of ITT requests, certain amount of containers should be transported
from specified origins to destinations after the release time while before the due time; and (3) each berth can accommodate
at most one waterborne AGV, and service time slots of different waterborne AGVs should keep a buffer time interval. Sim-
ulation results from these three perspectives are presented next to demonstrate the effectiveness of the proposed algorithm.

5.1. From the waterborne AGV perspective

The set of seven ITT requests as shown in Table 1 calls for all three waterborne AGVs of which initial schedules by solving
problem (1)-(28) are shown in Fig. 5 as green-circle? line, magenta-hexagram dotted line, and green-square dashed line,

2 For interpretation of color in ‘Figs. 5 and 11’, the reader is referred to the web version of this article.
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respectively. All three waterborne AGVs start from Berth 1 but at different times. The small rectangles are one TEU containers
and the numbers attached identify IDs of requests that the containers belong to. We display the set and mix of containers on
board waterborne AGVs departing berths. Each schedule contains information on the sequence of berths to visit, the corre-
sponding arrival and departure times as well as the load/unload operations at each berth. Take the schedule of waterborne
AGV 2 as an example, we place a hexagram upon waterborne AGV 2’s arrival at a berth. There are three hexagrams at Berth
2 between 1000 s and 1500 s because waterborne AGV 2 performs three load/unload operations at Berth 2. From the set and
mix of containers on board when departing, we can derive that waterborne AGV 2 first unloads the two containers from request
1 taking 120 s, then unloads the two containers from request 4 taking another 120 s and finally loads the two containers from
request 6 before departing from Berth 2 to Berth 3 which is its final destination.

Travel speeds along all route segments are also explicitly optimized. In fact, with berth IDs, arrival and departure times
known, travel speeds can easily be derived from 5. The travel speed profile for waterborne AGV 2 along its route is shown as
Fig. 6. As can also be observed in Fig. 5, all three waterborne AGVs carry no more than four TEU containers. Fig. 7 further
shows the total number of containers on board throughout the simulation which are all within the maximum capacity of
four TEU containers.

Waterborne AGVs receiving schedules as shown in Fig. 5 are then controlled with a first goal of guaranteeing operational
safety and a secondary goal of executing those schedules. Since complex system dynamics, physical limitations, disturbances
and collision avoidance between moving waterborne AGVs are not considered in the scheduling problem, real-time water-
borne AGVs do not necessarily behave safely and as scheduled: following the scheduled route at specified speed and arriving
at scheduled berths at specified times. Fig. 8 shows the evolution of velocities of three scheduled waterborne AGVs, respec-
tively. Velocities in three degrees of freedom: surge, sway and yaw are all within safe maneuvering ranges as the red lines
show. Surge velocity is a function of time and sees fluctuations which is different with piecewise constant speeds determined
in scheduling problems which are functions of events as shown in Fig. 6. This is due to the necessary accelerations and decel-
erations when operating in real environment. Sway velocity and yaw rate are not considered in scheduling problems at all.

: ‘ ‘ 5
=— distance
speed
o
e
5 ss0m0) 0
L J 2]
2 3398\3‘ E
E 27842} i
[0} o
3] | o)
c | o3
S 19656 | 1
@ \
o \
o 12525( ]
Y \
F :
\
0\1 L L L 0
0 500 1000 1500 2000

Time (s)

Fig. 6. Travel speed profile of waterborne AGV 2.
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Fig. 7. Containers on board of the waterborne AGVs.
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Likewise, control inputs in surge, sway and yaw interact with complex system dynamics and environment to achieve control
goals and are all within the safety limitations as shown in Fig. 9.

Waterborne AGVs are treated equally as agents that are controlled in a distributed way and make control decisions par-
allelly using a fast distributed control method proposed in Zheng et al. (2015). During the execution of assigned requests,
waterborne AGVs might encounter conflicts with each other. The distributed control algorithm guarantees ITT request ful-
fillment locally for each waterborne AGV while achieves an overall minimal cost and safety for all waterborne AGVs. The
route following performance with small tracking errors of waterborne AGV 3 is demonstrated as in the top subplot of
Fig. 10. Fluctuations are seen at the beginning and around 1200 s due to the start up and encountering with waterborne
AGV 2 and 1. However, a safety distance away from them is ensured by the control level when waterborne AGVs are in close
range. The bottom subplot of Fig. 10 shows the distances between waterborne AGV 2 and the other two waterborne AGVs
which are all above the minimum safety distances. More details on waterborne AGV tracking performance and collision
avoidance behaviors can be found in the movie attached.
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Fig. 8. Velocity evolutions in surge, sway and yaw.
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5.2. From the ITT request perspective

Assignment of requests in Table 1 to three waterborne AGVs can be derived from the request IDs attached with containers
in Fig. 5. This assignment is produced being aware of constraints as waterborne AGV capacities and request time windows as
well as travel cost specified in (1). For each request, Fig. 11 shows the time window (red bar) specified by the release and due
times of the request, the initial scheduled duration time (yellow bar) solving problem (1)-(28) and the actual duration time
(green bar) specified by the waterborne AGV’s arrival at the origin berth and departure from the destination berth. All the
scheduled and actual duration times are within required time windows, i.e., time windows of all requests are satisfied by the
scheduling problem and the control problem succeeds in operating waterborne AGVs with timing window awareness except
for request 3 with some delays. Some green bars, e.g., request 1, however, are not within the corresponding yellow bars. This
is due to the real-time update of schedules by solving closed-loop scheduling problem (34)-(42). The updated scheduled
duration times are not necessarily the same with the initial schedules, but still are guaranteed to satisfy time window con-
straints as (36). The satisfaction of time windows by actual duration times proves this.

For comparison, Fig. 12 shows the request completion times of schedules executed in open-loop, i.e., the initial schedule
by solving (1)-(28) is not updated. Some requests with relatively tight time windows, e.g, request 6 and 7, see delays. This is
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because lower level system details which might cause inaccurate execution of schedules are neither considered in schedul-
ing problem (1)-(28) nor reflected in updated schedules in solving real-time problem (34)-(42). The inaccuracies accumu-
late along routes and lead to delays. Waterborne AGV 1, for example, serves request 2, 5, and 7 in sequence (see Fig. 5).
Delays in finishing request 2 lead to later start of request 5 compared to the scheduled start time, and give rise to the vio-
lation of the tight time window of request 7 in the end. Since “non-performance”, which happens when there are containers
that are delivered with delays, is the most important criterion for ITT, we define the “non-performance” rate as the percent-
age of delayed number (in TEUs) of ITT containers with respect to the total number of ITT containers. Therefore, for the seven
ITT requests with 12 TEUs in Table 1, the closed-loop approach has a “non-performance” rate of 0% while the open-loop
approach is 41.67%. This illustrates the advantage of closed-loop over open-loop.

5.3. From the berth perspective

Each of the six waterborne AGV berths as shown in Fig. 2 is designed to handle maximum one waterborne AGV one time
and there should be a time interval between different waterborne AGV’s visits to the same berth for berth practice and guar-
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Fig. 12. Requests executed in open-loop.
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anteeing safety considering dimensional waterborne AGVs. In other words, the departure time of one waterborne AGV
should be at least earlier the specified time interval T = 60 s than the arrival time of the next waterborne AGV as constrained
by (13) and (14). From the berth perspective, Figs. 13-15 illustrate berth occupations over time as initially scheduled, real-
time scheduled at t = 750 s, and the actually executed by waterborne AGVs, respectively.

For all berths, there are intervals between bars in different colors along one horizontal line representing different waterborne
AGVs visiting the same berth in all three figures. Particularly in Fig. 15 the for actual berthing time slots, Berths 1, 3,4, and 6 see
visits from different waterborne AGVs. The minimum actual time interval is 60 s > T (minimum safety time interval) which
happens between waterborne AGVs 1 and 3 at Berth 1. For one waterborne AGV performing more than one load/unload oper-
ation at one berth, however, there is no time interval. This is shown by the bars in same colors linked together, e.g., the three
magenta bars at Berth 2 in Fig. 13. Actually, waterborne AGV 2 performs three load/unload operations at Berth 2 if we recall
Fig. 5 as analyzed in Section 5.1. Note that the vertical lines at Berth 1 in Figs. 13 and 15 indicates that waterborne AGV 2 travels
from Berth 1 to Berth 5 directly without any load/unload operations at Berth 1. Lines instead of bars, i.e., no load/unload oper-
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ations, may only arise at waterborne AGVs’ initial positions (Berth 1 in our scenario) since any other berths waterborne AGVs to
visit are involved an ITT request with certain amount of containers to load/unload and thus requires certain service times. Prin-
cipally, all time slots (bars) should be not shorter than t; = 120 s. The shorter time slots in Fig. 14, e.g., as shown by the relatively
shorter green bar at Berth 1 and the first magenta bar at Berth 6, are because certain amount of service has been conducted at
t = 750 s. A bar longer than t; = 120 s simply means waterborne AGV waits for some time before the load service can start
(release time).

6. Conclusions and future research

In this paper we have proposed a real-time closed-loop scheduling and control scheme for waterborne AGVs applied to
Inter Terminal Transport (ITT). The contributions are twofold. Firstly, we propose a new pick-up and delivery scheduling
model for ITT using waterborne AGVs by considering safety time intervals between their service time slots at one berth.
For all the berths, safety time intervals are guaranteed for different waterborne AGVs. Secondly, we propose a partial
scheduling problem that is efficient to solve. By integrating this partial scheduling problem with the control problem of mul-
tiple waterborne AGVs, we realize real-time closed-loop scheduling and control of an autonomous ITT system. In our sim-
ulation experiments based on a potential ITT scenario in the port of Rotterdam, time windows of all ITT requests are
satisfied by the closed-loop approach with 0% “non-performance” rate compared to 41.67% from the open-loop approach.
The proposed algorithm provides an effective way realizing autonomous ITT systems using waterborne AGVs.

The port of Rotterdam has seen ample pioneering applications of land-side AGVs (e.g., at ECT and APMT terminals). For
waterborne AGVs, small autonomous ITT systems for busy container terminals could first be built and tested. Strategic deci-
sions regarding cost-benefit analysis, location, infrastructure, etc. for more complex networks still need to be made. Wide
applications to other ports call for more technological, methodological, and constitutional advances. Therefore, experimental
tests are considered as one of our future research work. Moreover, land-side AGVs, which are mainly operated inside con-
tainer terminals, if designed free-range, could also benefit from the proposed closed-loop scheduling and control algorithm.
The future also sees the possibility of applying such an algorithm to a hybrid waterborne and land-side AGV or even
amphibious vehicle system. Following the methodological aspects of this paper, future research will also consider ITT
scheduling models that can handle dynamically arriving ITT requests within the planning horizon as well as corresponding
efficient solution approaches.
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