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Abstract

This thesis presents the design, implementation, and evaluation of a scalable, modular recommen-
dation framework for academic article discovery on the Scopus platform. The research addresses
limitations in Scopus’s existing “Related documents” module, which produces static, non-personalized
suggestions based solely on metadata keyword overlap. To overcome these constraints, the proposed
framework introduces a dual-mode retrieval strategy capable of generating both personalized recom-
mendations, informed by historical user interactions, and non-personalized recommendations, based
solely on the context of a target article.

The study begins with an extensive exploratory data analysis (EDA) of 2024 Scopus interaction logs,
comprising over 31 million user-item events. A novel data transformation pipeline is developed to
convert implicit feedback signals, such as downloads, views, and exports, into continuous-valued pref-
erence scores that are suitable for collaborative filtering models. This enables the application of state-
of-the-art algorithms despite the absence of explicit ratings.

Four recommendationmodels are implemented and compared: Bayesian Personalized Ranking (BPR),
Factored Item Similarity Model (FISM), Light Graph Convolutional Network (LightGCN), and Knowl-
edge Graph Attention Network (KGAT). Model evaluation is performed using both traditional offline
ranking metrics (Recall@10, Precision@10, NDCG@10, MRR@10, Hit Rate@10) and a novel Large
Language Model (LLM) based evaluation framework leveraging GPT-4o for semantic assessment of
relevance and serendipity.

Results show that LightGCN consistently outperforms other models in both personalized and non-
personalized scenarios, achieving the highest accuracy and scalability. Non-personalized recommen-
dations remain valuable in cold-start and anonymous browsing contexts. The integration of LLM based
evaluation offers deeper qualitative insights into recommendation quality, capturing semantic alignment
and novelty beyond what is reflected in traditional metrics.

The proposed framework demonstrates that a unified embedding based architecture can effectively
serve heterogeneous recommendation needs on large-scale scholarly platforms. Themethodology and
findings have broader implications for the design of academic recommender systems in data sparse
and mixed user environments.

Keywords: Scopus, recommendation systems, collaborative filtering, LightGCN, implicit feedback,
LLM based evaluation, academic discovery
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1
Introduction

Scopus, developed by Elsevier, is among the most comprehensive abstract and citation databases for
peer-reviewed literature. It indexes scholarly journals, books, and conference proceedings across a
wide range of disciplines, including the life sciences, physical sciences, social sciences, and health
sciences. As a central component of the global research infrastructure, Scopus supports academic
discovery, citation tracking, impact assessment, and institutional benchmarking. With coverage ex-
ceeding 100 million records from over 25,000 titles, and with bibliometric indicators such as citation
counts, h-indexes, and journal quartiles widely used in research evaluation and funding applications,
Scopus plays a pivotal role in shaping how scientific knowledge is disseminated and consumed [20].

Despite the platform’s scale and impact, the current implementation of content discovery mechanisms
within Scopus remains limited in its effectiveness. The article detail pages feature a “Related docu-
ments” module, which produces suggestions based on surface-level metadata similarities, specifically
keyword overlap across fields such as title, abstract, author names, and reference lists. These recom-
mendations are static and identical for all users viewing the same document. They are not personalized,
nor do they adapt to behavioral signals such as search history, article downloads, or reading patterns.
Moreover, there is no mechanism for learning from user interactions to improve future suggestions. As
a result, the current system exhibits low engagement levels, with click-through rates averaging approx-
imately 2%, despite over two million visits per month to article pages.

To address these limitations, the 2024 Scopus product roadmap prioritizes the introduction of a docu-
ment recommendation system capable of delivering relevant and context-aware content suggestions.
The objective is to enhance user engagement, with a measurable goal of increasing click-through rates
to a minimum of 5%, while also supporting broader product-level commercial strategies. The system
must be capable of serving both identified users with interaction history and anonymous users lacking
behavioral context.

This study addresses the underlying problem by designing and evaluating a modular recommenda-
tion framework for scholarly articles in the Scopus environment. Unlike traditional recommendation
platforms that rely on explicit user-item ratings, Scopus does not collect such feedback, posing a signif-
icant modeling challenge [1]. To address this, the research introduces a data transformation approach
that interprets implicit interaction signals, such as views, downloads, and exports as indicators of user
interest. These signals were converted into continuous-valued preference scores through exploratory
data analysis (EDA), resulting in a rating-like user-item matrix that supports collaborative filtering al-
gorithms. This transformation process is one of the core contributions of this work and enables the
application of recommender models in a context where no explicit feedback is available.

Using the interaction-derived dataset, this study develops and evaluates two distinct recommendation
strategies: personalized and non-personalized. The personalized strategy generates user-specific rec-
ommendations by leveraging learned representations from historical user-item interactions, capturing
individual behavioral preferences. In contrast, the non-personalized strategy produces recommenda-
tions that are solely dependent on a given target article, without requiring any user context or identity.

1
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Figure 1.1: The current “Related documents” module on the Scopus article detail page. Recommendations are based solely
on metadata keyword overlap and are not personalized or adapted to user behavior.

This dual-mode design departs from standard recommendation paradigms, which typically operate
under the assumption that recommendations are always generated per user from the regular recom-
mender system frameworks [31]. By explicitly supporting both user-aware and item-centric retrieval,
the proposed framework accommodates a broader range of deployment scenarios, including cold-start
conditions and anonymous browsing. This design is particularly novel in the academic domain, where
recommendation contexts are often heterogeneous and user data availability is inconsistent. The com-
parative analysis of both strategies provides valuable insights into their respective performance trade-
offs, offering a more flexible and adaptive solution for large-scale scholarly platforms such as Scopus.

To support these strategies, multiple state-of-the-art collaborative filtering models’ implementations
have been used to fit the data of the Scopus for training and evaluated. These include Bayesian
Personalized Ranking (BPR) [25], Factorized Item Similarity Models (FISM) [14], Light Graph Convolu-
tional Networks (LightGCN) [11], and Knowledge Graph Attention Networks (KGAT) [30]. Each model
offers different mechanisms for capturing latent relationships in user-item interaction graphs and is eval-
uated under varying conditions of data sparsity and content domain structure. All models are trained
on the pseudo-rating matrix generated from the EDA process and optimized for top-K recommendation
performance.

Evaluation in this study is carried out using a combination of quantitative and qualitative methods. To
establish baseline performance, standard rankingmetrics such as Recall@10 and NDCG@10 are used
to measure the accuracy and effectiveness of the recommendation outputs in top-K retrieval settings.
These metrics are widely adopted in the recommender systems literature and offer a reliable and re-
producible means of comparing algorithmic performance across different recommendation strategies
and model architectures [35].
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However, in scholarly environments where user information needs are often exploratory, multifaceted,
and context-dependent, these conventional metrics may fail to fully capture the perceived relevance or
utility of a recommendation. Academic articles vary in purpose, contribution type, and methodological
orientation, making it difficult to evaluate their relatedness through purely numeric measures. To ad-
dress this limitation, large language models (LLMs) are incorporated as an additional evaluation mech-
anism. These models are used to assess semantic alignment, topical coherence, and the potential
for serendipitous discovery between the target article and the recommended outputs. By interpreting
content-level relationships beyond what is reflected in interaction data, LLMs provide a deeper and
more interpretable layer of evaluation that complements traditional metrics, especially in domains with
sparse or noisy user feedback.

This work contributes a modular recommendation framework for academic discovery systems that is
scalable, interpretable, and adaptable to real-world deployment constraints. Its key contributions in-
clude a data transformation pipeline for implicit signal processing, a dual-mode recommendation strat-
egy designed for hybrid user scenarios, and a comparative evaluation of collaborative filtering models
within a scholarly platform context. Together, these contributions support the advancement of article
recommendation within Scopus and inform the design of recommendation systems in broader academic
information retrieval environments.

The remainder of this document is organized as follows. Chapter 2 reviews related work on academic
recommendation systems, covering collaborative filtering approaches, graph-based models, content-
based methods, and LLM-based evaluation. Chapter 3 presents the exploratory data analysis (EDA) of
the Scopus dataset, including data source description, preprocessing, interaction mapping, and sample
construction for experiments. Chapter 4 outlines the research design, dual-mode recommendation
generation strategy, implemented models, and evaluation methods. Chapter 5 provides a comparative
analysis of experimental results across datasets and models, highlighting key performance insights.
Chapter 6 discusses the limitations of the study in terms of data, infrastructure, and computational
constraints. Finally, Chapter 7 concludes the thesis with a summary of findings and suggestions for
future research.



2
Related Works

Academic recommendation systems have become increasingly important as the volume of scholarly
publications continues to grow at an unprecedented rate. Unlike general-purpose recommenders,
which often operate in domains with abundant user feedback and well-defined item attributes, academic
recommenders must address domain-specific challenges such as specialized content, highly sparse
interaction patterns, and complex relationships between papers, authors, and research domains. Prior
surveys, such as that by Beel et al. [4], have shown that many research paper recommenders struggle
with the cold-start problem and data sparsity, both of which limit their effectiveness. For large-scale
scholarly platforms like Scopus, which index more than 100 million articles, effective recommendation
systems are essential for enabling researchers to move beyond static keyword searches and discover
relevant, high-impact content, as emphasized by Bai et al. [2].

This chapter reviews key strands of related work that inform the design and evaluation of the pro-
posed framework. Section 2.1 examines collaborative filtering methods, including traditional matrix
factorization techniques and models tailored for implicit feedback. Section 2.2 explores graph-based
collaborative filtering approaches and their role in addressing sparse interaction data. Section 2.3 dis-
cusses content-based methods that leverage article metadata and textual representations to improve
relevance, particularly in cold-start scenarios. Finally, Section 2.4 considers emerging work on large
language model (LLM)-based evaluation, which offers a semantic perspective on recommendation
quality beyond traditional ranking metrics.

2.1. Collaborative Filtering Approaches
Collaborative filtering techniques, particularly model-based approaches, have shown promising results
in academic recommendation contexts. Koren introduced SVD++, which extends traditional Singular
Value Decomposition by incorporating implicit feedback alongside explicit ratings [16]. This approach
is particularly valuable in academic contexts where explicit ratings are rare but implicit signals (views,
downloads, citations) are abundant. Koren’s experiments demonstrated that SVD++ achieves signif-
icantly better Root Mean Squared Error (RMSE) than earlier models, with improvements of approx-
imately 5% over basic SVD models. The algorithm’s ability to combine explicit factors with implicit
feedback vectors enables more accurate predictions even for users with limited explicit feedback, mak-
ing it well-suited for academic recommendation scenarios where interaction data is typically sparse.

Bayesian Personalized Ranking (BPR), developed by Rendle et al., offers another powerful approach
specifically designed for implicit feedback scenarios [26]. By modeling pairwise preferences rather
than absolute ratings, BPR aligns well with academic recommendation contexts where interactions are
typically binary. The algorithm builds user-specific rankings by maximizing the posterior probability
of correct item ranking through stochastic gradient descent with bootstrap sampling. However, it has
been identified that significant limitations in BPR’s handling of the cold-start problem, noting that its
performance declines by up to 30% for new users or items which is a common scenario in rapidly
evolving research fields where new papers are constantly being published [10].

4



2.2. Graph-Based Collaborative Filtering and Sparse Data Challenges 5

Addressing the data sparsity challenge prevalent in academic recommendation, Factored Item Similar-
ity Models (FISM) model has been proposed [14]. This approach represents the item-item similarity
matrix as the product of two low-dimensional latent factor matrices, enabling the capture of transitive
relationships between items even when they have not been co-rated by any users. Their extensive
experiments across multiple datasets showed that FISM consistently outperforms competing models
like SLIM, ItemKNN, and BPRMF, with up to a 24% improvement in hit rate in the sparsest dataset con-
figurations. This makes FISM particularly promising for academic recommendation, where user-item
interactions are typically sparse and unevenly distributed across research domains.

2.2. Graph-Based Collaborative Filtering and Sparse Data Challenges
Graph-based collaborative filtering has emerged as a promising solution for recommendation in sparse
settings, particularly through the development of models like LightGCN. Introduced by He et al. [11],
LightGCN simplifies the conventional graph convolutional architecture by removing nonlinear transfor-
mations and feature projection layers. Instead, it focuses solely on neighborhood aggregation through
linear embeddings, which significantly reduces computational overhead while preserving collabora-
tive signal propagation. Their experiments on benchmark datasets (e.g., Amazon, Yelp) showed that
LightGCN consistently outperforms traditional GCN-based models and classic matrix factorization ap-
proaches, particularly in scenarios where user-item interaction data is limited. These findings motivated
its adoption in our study, where data sparsity and scale were prominent challenges.

In the academic domain, few studies have applied LightGCN directly to scholarly data due to the lack of
large-scale, standardized benchmarks and the complexities involved in modeling heterogeneous rela-
tions (e.g., citations, co-authorship). However, Wu et al. [33] applied LightGCN to the scholarly platform
AMiner and observed substantial improvements in hit rate and NDCG over BPR and NeuMF baselines
when evaluating paper recommendations based on citation interactions. Their work demonstrated that
LightGCN can effectively model implicit preferences between users and documents even when explicit
feedback is absent.

Further, research by Liu et al. [19] on sparse interaction datasets in digital libraries found that Light-
GCN’s multi-hop aggregation mechanism allows it to better capture transitive relationships among pa-
pers, which is critical in scientific domains where direct co-reading behavior is rare. In their experiments,
LightGCN achieved up to a 15% gain in Recall@10 over FISM and MF on cold-start user splits, high-
lighting its strength in sparse academic contexts.

Studies outside academia have also explored the robustness of LightGCN in sparse regimes. For
instance, Sun et al. [29] benchmarked LightGCN on industrial-scale recommendation datasets with over
1 billion interactions and showed its scalability through distributed training techniques, such as neighbor
caching and subgraph sampling. Their findings emphasize that LightGCN retains its effectiveness even
as user density drops, provided the graph is sufficiently connected through indirect associations. This
supports our decision to use LightGCN on the year-long Scopus interaction dataset, where over 22
million items created a highly sparse interaction matrix.

In parallel, alternative research has tackled data sparsity from a hybrid modeling perspective. Wang et
al. [30] proposed KGAT to integrate knowledge graphs into collaborative filtering, leveraging relation-
aware attention mechanisms. While KGAT improves semantic modeling by aggregating neighborhood
signals from citation and entity graphs, it introduces additional overhead, which may not be suitable for
real-time or large-scale scenarios without specialized infrastructure.

These collective efforts reveal that while data sparsity remains a core limitation in academic recom-
mendation systems, graph-based models such as LightGCN offer scalable and effective strategies for
capturing collaborative signals when direct user-item feedback is limited. However, performance is still
contingent on dataset connectivity, user engagement depth, and graph construction quality, all of which
remain critical areas for continued research and optimization.

2.3. Content-Based Approaches
Content-based recommendation methods have become indispensable in academic recommendation
systems, particularly in mitigating the cold-start and data sparsity challenges that arise when user-item
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interactions are minimal or highly skewed. Unlike collaborative filtering techniques, which depend on
user behavior patterns, content-based models leverage intrinsic attributes of articles such as abstracts,
titles, keywords, journal information, and author affiliations to infer relevance and similarity. These ap-
proaches are especially important in academic domains where new publications emerge continuously
and where explicit user ratings are rarely available.

One influential contribution is the Sparse Linear Method (SLIM) by Ning and Karypis [21], which learns a
sparse item-item similarity matrix from interaction data using Lasso-based optimization. Although origi-
nally classified under collaborative filtering, SLIM’s design naturally supports integration with metadata
and content features, enhancing interpretability and scalability. SLIM has shown superior performance
in top-N recommendation tasks compared to baseline models such as ItemKNN, WRMF, and PureSVD,
particularly in datasets with high sparsity levels.

Recent advances have explored hybrid architectures that tightly integrate metadata into the learning
process. For instance, the Content-EnhancedCollaborative Filtering (CECF)model proposed by Zhang
et al. [36] combines user-item interaction matrices with content embeddings derived from abstracts and
keyword vectors. Their results demonstrated consistent gains in precision and NDCG metrics across
CiteULike and BibSonomy datasets, highlighting the value of semantic enrichment in sparse academic
domains.

Another significant work is SPECTER by Cohan et al. [5], a Transformer-based document embedding
model trained using citation relationships. SPECTER learns contextual embeddings that capture schol-
arly intent and semantic similarity, leading to substantial improvements in both related-article retrieval
and downstream recommendation tasks. Compared to TF-IDF, doc2vec, and even some deep content
models, SPECTER achieved over 30% better recall in several benchmark settings, underscoring the
power of citation-informed semantic representations.

In a similar vein, BERTopicRec [3] applied topic modeling with BERT-based embeddings to enhance
academic recommendations. By grouping articles based on thematic coherence and integrating these
clusters into the recommendation engine, the system improved diversity and user satisfaction. Notably,
this approach proved useful in early-stage recommendation pipelines where user history is sparse or
unavailable.

Furthermore, DeepCF-HT, a heterogeneous model by Wang et al. [32], incorporates not only content
metadata such as topic labels and journal fields but also user attributes into a deep neural collaborative
filtering architecture. Their experiments showed that side information can contribute up to a 22% im-
provement in Recall@10, especially in cold-start and low-activity scenarios, conditions that mirror the
sparsity observed in Scopus interaction data.

Additionally, Collins et al. [6] conducted a large-scale empirical study comparing various types of document-
level representations for research paper recommendation. Their evaluation found that semantically rich
embeddings generated from abstracts and keyphrases outperform traditional frequency-based meth-
ods by 15–20% in precision metrics. These findings emphasize that metadata quality, and not just its
presence, plays a critical role in driving effective academic recommendations.

Despite their advantages, content-based approaches are not without limitations. Purely content-driven
models often struggle to generalize user intent across disciplines or to recommend novel items beyond
previously consumed topics. Nevertheless, as shown by Okura et al. [22], combining sequential behav-
ior modeling with content representations significantly enhances personalization, especially in dynamic
scholarly domains.

2.4. LLM-Based Evaluation Using Item Metadata in Recommenda-
tion Systems

The emergence of Large Language Models (LLMs), including GPT 3.5 and GPT 4, has introduced
new possibilities for evaluating recommender systems that extend beyond the limitations of traditional
numerical metrics. In particular, item-level metadata such as titles, abstracts, keywords, and domain-
specific descriptors provides a rich contextual foundation that LLMs can interpret to assess the semantic
coherence, topical relevance, and novelty of recommended items. This capability is especially valuable
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in academic and scientific domains where user interaction signals are often limited and preferences are
closely linked to nuanced content and subject-specific interests.

Recent studies have proposed LLMs as semantic evaluators that can contextualize recommendations
through language-based reasoning. Sun et al. [28] introduced ChatEval, a framework in which Chat-
GPT is prompted with a user profile that is constructed from previously viewed itemmetadata along with
a candidate article’s abstract or title. The model is asked to evaluate the relevance and novelty of each
recommendation using structured response formats. Their experimental findings on academic datasets
demonstrate that scores generated by LLMs strongly align with human judgments of relevance and re-
veal subtle content alignment signals that are often overlooked by standard evaluation metrics such as
Recall or NDCG. In addition, this framework yields natural language justifications, thereby enhancing
interpretability and supporting the development of explainable recommendation systems.

From a broadermethodological standpoint, Ji et al. [12] presented a comprehensive review of LLM appli-
cations in recommendation tasks, including their role in evaluating system outputs. The authors provide
a classification framework for LLM-based evaluation use cases and highlight the importance of care-
fully designed prompts, particularly when working with structured textual metadata such as abstracts
or topical descriptors. Their findings emphasize that LLMs are capable of uncovering latent semantic
relationships between user interests and content features, offering a more refined understanding of
recommendation quality in cases involving sparse feedback or highly specialized domains.

Integrating LLMs into the evaluation process marks a shift in how recommendation performance is
assessed. Rather than relying solely on behavioral indicators such as clicks or ratings, LLMs enable
evaluation through human-like reasoning over textual content. This approach is especially useful in aca-
demic settings where user feedback is limited, manual annotation is resource-intensive, and relevance
often depends on individual intent, disciplinary context, and scholarly framing. LLM-based evaluation
methods can also address complex dimensions such as novelty, cross-domain relevance, and the dis-
covery of unexpected but useful content, which are difficult to quantify through conventional ranking
metrics.

Nevertheless, there are challenges associated with LLM-based evaluation. One significant concern
is the sensitivity to prompt design, as even minor changes in phrasing may lead to substantial differ-
ences in model output. Additionally, the computational demands can become significant when eval-
uating large-scale recommendation datasets, particularly when relying on commercial interfaces or
high-capacity local deployments. Another issue is reproducibility, since the output of LLMs can vary
across model versions or contexts unless strict control conditions are implemented. These limitations
point to the need for rigorous prompt engineering, response calibration, and reproducibility protocols
when incorporating LLMs into recommendation evaluation pipelines. Despite these challenges, the
ability of LLMs to perform structured reasoning over item metadata provides a promising direction for
developing semantically grounded and user-centric evaluation frameworks in recommendation system
research.



3
Exploratory Data Analysis (EDA)

This section explains the exploratory data analysis (EDA) performed on the Scopus interaction dataset,
which underpins the development of academic article recommendation models in this study. The pri-
mary aim of this analysis is to understand the underlying structure, distribution, and behavioral patterns
present in the data, thereby informing themodeling pipeline, feature selection, and evaluationmethodol-
ogy. In the context of recommender systems, especially within academic domains, EDA plays a critical
role in uncovering challenges such as data sparsity, user engagement variability, and interaction noise,
all of which directly affect model performance and generalizability.

The dataset used in this project was derived from Adobe Analytics logs collected from the Scopus plat-
form over the course of 2024. It captures rich implicit feedback signals from users engaging with aca-
demic content, including actions such as article downloads, full-text views, and the addition of articles
to alert lists. Unlike mainstream recommendation platforms that rely heavily on explicit user ratings, the
Scopus platform records only behavioral events, which must be carefully interpreted and transformed
into usable signals for collaborative filtering and other recommendation algorithms.

A key novelty of this analysis lies in its role as a data transformation bridge between real-world aca-
demic interaction data and the input requirements of modern recommender system frameworks. Unlike
typical domains where recommender systems are deployed—such as e-commerce, streaming ser-
vices, or social media—Scopus does not collect or store explicit ratings or clearly quantifiable user
preferences. Platforms like Netflix or Amazon, for example, offer numerical ratings or thumbs-up/down
signals that directly map to user preferences [27]. In contrast, Scopus only logs passive interaction
signals such as views, downloads, and exports, which require contextual interpretation. Due to this
structural difference, the raw Scopus interaction data could not be used directly within widely adopted
recommendation frameworks such as RecBole [37], which expect well-defined user-item rating matri-
ces. Therefore, a dedicated preprocessing pipeline was developed in this EDA phase to transform
these implicit behaviors into a pseudo-rating format. This step involved mapping each type of inter-
action to a preference intensity and generating a model-compatible user-item matrix. Without this
foundational transformation, it would not have been possible to train or evaluate collaborative filtering
models on Scopus data. This preprocessing not only enables compatibility with existing algorithms but
also contributes a novel methodological approach for adapting sparse, implicit academic usage data
to large-scale recommender system infrastructures.

A key novelty of this analysis lies in its role as a data transformation bridge between real-world aca-
demic interaction data and the input requirements of modern recommender system frameworks. Unlike
typical domains where recommender systems are deployed such as e-commerce, streaming services,
or social media, Scopus does not collect or store explicit ratings or clearly quantifiable user preferences.
Platforms like Netflix or Amazon, for example, offer numerical ratings or thumbs-up/down signals that di-
rectly map to user preferences. In contrast, Scopus only logs passive interaction signals such as views,
downloads, and exports, which require contextual interpretation. Due to this structural difference, the
raw Scopus interaction data could not be used directly within widely adopted recommendation frame-

8
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works such as RecBole, which expect well-defined user-item rating matrices [37]. Therefore, a dedi-
cated preprocessing pipeline was developed in this EDA phase to transform these implicit behaviors into
a pseudo-rating format. This step involved mapping each type of interaction to a preference intensity
and generating a model-compatible user-item matrix. Without this foundational transformation, it would
not have been possible to train or evaluate collaborative filtering models on Scopus data. This prepro-
cessing not only enables compatibility with existing algorithms but also contributes a novel methodolog-
ical approach for adapting sparse, implicit academic usage data to large-scale recommender system
infrastructures.

The complete dataset contains a large number of users and interactions, along with over 100 million
academic articles. The resulting user-item matrix is highly sparse, which is a common characteristic
in academic domains, making it important to understand both global and local distribution patterns to
avoid biased or unstable model behavior. This sparsity necessitates strategic sampling, filtering, and
preprocessing choices to ensure that the recommendation models are trained and evaluated under
conditions that reflect real-world usage while remaining computationally feasible.

To address the challenges associated with large-scale data and to facilitate iterative experimentation,
we constructed multiple representative samples of the full dataset. These samples vary in terms of
user and item activity thresholds, temporal coverage, and interaction density. By doing so, we aim to
simulate various academic use cases, such as supporting interdisciplinary discovery and addressing
cold-start scenarios.

The analyses presented in the following subsections examine key structural properties of the dataset,
including the distribution of user activity and item popularity, sparsity levels, interaction types, and
time-based engagement trends. These insights serve as a foundation for informed algorithm selection,
performance benchmarking, and the design of evaluation protocols tailored to the academic research
context. Ultimately, this EDA sets the empirical groundwork for building robust, collaborative filtering
and knowledge-aware article recommender systems on the Scopus platform.

3.1. Dataset Overview
3.1.1. Data Source and Collection
The dataset employed in this study originates from Adobe Analytics (AA) event logs systematically col-
lected across the Scopus platform throughout the calendar year 2024. These logs constitute a compre-
hensive and fine-grained repository of user activity, capturing a broad spectrum of behavioral signals
and system interactions associated with academic content discovery, exploration, and consumption.
This extensive behavioral dataset provides an ideal foundation for constructing implicit-feedback-based
recommendation models specifically tailored for scholarly information retrieval.

In its raw form, the dataset comprises approximately 57,743,094 event-level records, encompassing
more than 1,000 unique variables. These variables span diverse categories, including session identi-
fiers, user metadata, query logs, document-level attributes, interaction events, and platform navigation
traces. The breadth and granularity of this dataset present both opportunities and challenges: while it
enables sophisticated modeling of user behavior and contextual dynamics, its high dimensionality and
variability necessitate rigorous preprocessing and feature selection to ensure relevance and tractability
for downstream tasks.

Variable Selection Framework. To ensure the construction of a reliable and behaviorally informa-
tive user-item interaction dataset, we implemented a rigorous multi-stage variable selection framework
that integrates both qualitative expert knowledge and quantitative evaluation techniques. This process
was designed to filter the original high-dimensional feature space into a semantically meaningful and
statistically robust subset of variables for downstream modeling.

The first stage, Semantic Relevance, involved mapping each variable to its theoretical utility in model-
ing user engagement, using internal documentation such as Scopus analytics manuals and Mendeley
behavioral reports. This step ensured alignment between available features and the specific objectives
of recommender system design.

Next, we assessed Statistical Validity by measuring the non-null coverage of each variable across the
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dataset. Features with excessive missingness, defined as greater than 80% null values, were flagged
for exclusion unless they offered unique and irreplaceable behavioral insight. This criterion ensured
that retained variables would be both computationally viable and generalizable across the user base.

Finally, we evaluatedBehavioral Informativeness by examining whether each feature captured mean-
ingful and interpretable forms of user interaction. Variables directly tied to active content engagement,
such as viewing abstracts or downloading full-text PDFs, were prioritized. In contrast, variables repre-
senting passive navigation events or incidental clicks were systematically excluded.

3.1.2. Variable Inventory Consolidation and Final Selection
In the development of our behavior-based recommendation framework, the selection of variables from
Adobe Analytics (AA) logs and internal documentation (specifically the Mendeley Report) was founda-
tional. The raw AA logs capture a vast array of user interaction data, often exceeding one thousand
distinct parameters, many of which are redundant, sparsely populated, or ambiguously defined. To
ensure modeling tractability and interpretability, we undertook a systematic consolidation process that
integrated three sources: (i) the official Mendeley variable definitions, (ii) our internal AA tracking vari-
able audit, and (iii) exploratory variables we identified from domain-specific observations.

The final version of the schemawas categorized into three domains: session and user-related variables,
query and document-related variables, and interaction-related variables. Each feature was evaluated
based on its semantic clarity, completeness, behavioral relevance, and technical feasibility, such as
data type, cardinality, and presence across sessions. Optional fields were recorded for exploratory or
future use but excluded from core model training to maintain pipeline efficiency and reduce noise.

Focus on Interaction-Level Features

While variables related to sessions and queries provide essential context, our modeling emphasis cen-
tered on high-signal user interaction features that are most directly aligned with content consumption,
interest expression, and downstream engagement. This focus is particularly important in academic en-
vironments where explicit feedback, such as ratings, is not available, and engagement must be inferred
from actions such as viewing abstracts, saving documents, or downloading full-text files.

From the broader AA inventory, we selected a focused set of interaction-specific variables based on two
primary criteria: (1) semantic alignment with meaningful user actions (as defined by Mendeley product
and UX teams), and (2) sufficient coverage across user sessions to ensure reliable learning.

The final set of selected AA interaction variables includes:

• prop3 (action_taken): This is the central behavioral feature used to distinguish various key user
actions. Specific values retained include add to my list, save alert, file downloads, content export,
and content view. These are considered high-confidence proxies for academic interest and were
used to construct positive interaction labels in our recommendation models.

• post_evar119 (button_link): This variable provides detailed insight into which document access
elements the user engaged with. Selected values include Full Document Link, download, full-
text, citations, title, author, view-abstract, related documents, and view-at-publisher. These UI
elements are often directly linked to subsequent high-engagement behaviors.

• post_evar124 (button_type): This field was specifically retained to capture abstract view inter-
actions. The value menu:show abstract is used to identify cases where users opened detailed
views, which are indicative of deeper interest in the article content.

Together, these variables formed the basis for our implicit feedback signal generation. Unlike pas-
sive telemetry, these interactions are considered intentional and purpose-driven, especially within a
research-focused platform like Scopus. Consequently, they serve not only as features for collaborative
filtering but also as ground truth signals for evaluating engagement, relevance, and serendipity in our
downstream modeling and dashboard metrics. The final set of interaction-focused variables selected
for modeling user engagement is summarized in Table 3.1.
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Table 3.1: Selected Adobe Analytics Variables for Interaction Modeling

AA Variable Name Column Name Selected Values
prop3 action_taken add to my list, save alert, file downloads,

content export, content view
post_evar119 button_link Full Document Link, download, full-text,

citations, title, author, view-abstract,
related documents, view-at-publisher

post_evar124 button_type menu:show abstract

3.2. Interaction Mapping
A key component of the data preprocessing pipeline involved translating the wide range of user be-
haviors captured in the Scopus platform into a standardized set of interaction scores. Unlike platforms
that collect explicit feedback such as ratings or thumbs-up signals, Scopus logs implicit behavioral
signals such as downloads, abstract views, or metadata interactions. These must be interpreted and
normalized to serve as effective input for recommendation algorithms.

To address this, we developed an interaction mapping schema that assigns a numerical engagement
score, on a scale from 1 to 5, to each type of user action. This mapping was designed to reflect
the relative intensity and intent behind each interaction, with higher scores corresponding to more
deliberate and content-focused engagement. For example, actions that involve saving or downloading
a document were interpreted as strong signals of user interest and assigned the highest score. In
contrast, actions such as quick redirection to a publisher’s page or metadata browsing were viewed as
lower-intent behaviors and assigned correspondingly lower scores.

The mapping schema is structured around five tiers. Score 5 represents high-value actions such as
adding a document to a list, saving an alert, or downloading content. These are considered strong
indicators of long-term interest or intention to revisit. Score 4 corresponds to meaningful content en-
gagement, including viewing full documents or clicking on titles, which suggests that the user actively
consumed or examined the material. Score 3 is associated with moderate engagement such as view-
ing abstracts, reflecting curiosity or exploratory intent. Score 2 captures lighter interactions, including
examination of peripheral metadata like citations or author pages, which indicate interest but not direct
content consumption. Score 1 reflects minimal or ambiguous engagement, including actions like view-
ing content via external links, which may signal a brief or redirected visit rather than focused interest.

This interaction-to-score transformation serves multiple strategic purposes. First, it enables the applica-
tion of classical recommendation models such as matrix factorization and neural collaborative filtering,
which typically rely on explicit feedback signals. Second, it preserves behavioral nuance by differentiat-
ing between various levels of user interest, allowing for more fine-grained preference modeling. Lastly,
it enhances interpretability and business value by providing a transparent and scalable framework for
understanding user engagement across the platform.

Table 3.2: Interaction Mapping Schema

Score Mapped Interaction Types
5 add to my list, save alert, file downloads, download, content ex-

port
4 full document view, title click, content view
3 abstract view, menu-show abstract
2 citations view, author view, related documents
1 view at publisher, full-text via external redirection

3.3. Data Preprocessing
A rigorous data preprocessing pipeline was applied to the raw Adobe Analytics logs to ensure analytical
quality and modeling readiness. Given the scale and heterogeneity of behavioral data collected from
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the Scopus platform, the preprocessing phase was essential not only for correcting structural inconsis-
tencies but also for maximizing the signal-to-noise ratio in downstream recommendation models.

The process began with the removal of exact duplicate records which typically arise from repeated
logging calls or instrumentation noise. Such duplicates can artificially inflate engagement metrics and
introduce bias into collaborative filtering models that assume unique user-item interactions. Following
this, we addressed a critical integrity issue which was multiple user identifiers assigned to the same
session. In total, 216,968 session records spanning January 2024 alone were identified as containing
more than one unique user ID per session. These records were removed as preserving them would
violate session continuity assumptions and contaminate sequential behavior modeling.

Subsequently, we filtered out all rows containing missing or null values in either the user ID or item ID
fields. These identifiers are essential for constructing a reliable interaction matrix, and their absence
renders the records unusable for recommendation purposes. Additionally, we excluded records where
the doc_id field, which is used to identify academic articles, did not match the expected Scopus docu-
ment ID format. This step ensured that behavioral logs were correctly aligned with the metadata catalog
used for content enrichment.

To prevent over-representation of users or items due to repeated activity, we carried out deduplication
on user-item interaction pairs. In cases where multiple actions were recorded for the same user and
item, we retained only the most valuable interaction based on a predefined engagement hierarchy. For
example, a download was considered more meaningful than an abstract view. This approach helped
balance how user activity was represented and prevented popular items from dominating the interaction
matrix, which could negatively influence collaborative learning outcomes.

As a result of these preprocessing steps, the cleaned dataset for January 2024was reduced to 40,373,969
rows of high-quality interaction data. This dataset included 95,946 unique users and 2,226,143 distinct
academic items. The resulting interaction matrix had a sparsity level of approximately 0.001 percent.
These characteristics are in line with real-world academic platforms where users tend to engage with
only a small portion of the available content. More than half of the users had fewer than five recorded
interactions, highlighting the significance of the cold-start problem and supporting the case for hybrid
or content-based recommendation approaches.

When this preprocessing strategy was extended to the entire 2024 calendar year, the final dataset in-
cluded more than 31.5 million valid interactions involving 674,624 users and 3,775,626 unique items.
The average number of interactions per user was 46.76, and the average number per item was 8.35.
These values illustrate a pattern of user concentration and long-tail item distribution. The final inter-
action matrix had a density of only 0.000012 percent, reflecting the extreme sparsity that is typical of
academic recommendation environments.

3.4. Knowledge-Enriched Article Graph Construction
To support knowledge-aware recommendation modeling, we extended the core user-item interaction
dataset with two additional data layers: (i) a citation graph capturing academic influence among ar-
ticles, and (ii) a structured item metadata table encapsulating article-level descriptive features. Both
were derived from the ani dataset, a curated content table representing articles indexed in Scopus.
These enriched components were not used for modeling at this stage, but were constructed as part of
exploratory data analysis (EDA) to inform and enable future experimentation with graph-based, hybrid,
and content-aware recommender systems.

3.4.1. Citation Data Construction
The citation graph was designed to capture the network of academic influence between articles. Using
the Scopus-specific citations field from the ani dataset, we extracted directed citation edges, where
each edge represents one article citing another. To ensure academic relevance and data quality, we
applied two filters: only articles published from 2014 onwards and those with a minimum of 30 citations
were retained. This constraint focused the graph on recent, high-impact publications, aligning with
typical business goals such as surfacing authoritative and timely content.

We began with the set of articles actively engaged by users (denoted as set A), then expanded the
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citation graph to include one-hop (A → B) and two-hop (B → C) citation paths. This approach ensured
coverage beyond direct citations, enabling the representation of broader topical or influence-based
connections between articles. The resulting graph structure supports downstream models that rely on
neighborhood propagation, node connectivity, and academic proximity. After filtering and deduplication,
the final citation graph included only article pairs verified to exist in the curated corpus and was stored
as articleRecommendation.article_citation_2024Jan_dense for experimentation.

3.4.2. Metadata Table Construction
In addition to the citation graph, we constructed a structured metadata table from the Scopus Metadata
dataset to support content-aware and hybrid recommendation experiments. This table was designed
to provide a lightweight yet semantically rich representation of each article, enabling the integration of
textual content into knowledge-aware models.

For this purpose, we selectively extracted three key attributes for each article: the title, keywords, and
abstract. These fields were chosen because they collectively summarize the core semantic content of
an academic paper and are widely used in content-based filtering, embedding generation, and domain-
specific representation learning. Unlike more technical metadata such as journal identifiers or author
affiliations, the selected fields directly describe the subject matter of the article and offer a generalizable
view of its topical relevance.

From a modeling perspective, this metadata enables the use of content-based techniques that rely on
textual information, such as generating article embeddings or identifying topic similarities. It allows the
recommendation system to go beyond user behavior by considering the actual subject matter of the
articles. From a business standpoint, incorporating metadata improves the relevance and transparency
of recommendations, making it easier to suggest articles aligned with users’ research interests and to
explain why specific results were recommended.

3.5. Data Sample Construction for Experimental Evaluation
To conduct reliable and scalable experiments with various recommendation models, we constructed
a range of sampled datasets derived from the full interaction data collected in January 2024. These
samples were created with two key goals in mind: (i) reducing data size to manageable and represen-
tative subsets for modeling, and (ii) controlling for cold-start issues, data sparsity, and domain-specific
variability. All datasets were generated from the same source interaction table, and each was designed
to serve different evaluation strategies within the knowledge-aware recommendation framework.

3.5.1. Core Sampling Strategy
Core sampling was employed to construct denser and more stable user-item interaction datasets by
iteratively removing cold-start users and items. These cold-start entities were defined as those with
interactions below a specified threshold. The filtering process was repeated until all remaining users
and items met the minimum interaction requirement. This approach produced progressively denser
datasets across thresholds ranging from 2 to 6.

Among the sampled versions, Core-2 included over 30,000 users and 112,000 items but continued to
exhibit considerable sparsity which limited its effectiveness for robust model training. At the other end of
the spectrum, Core-6 yielded a highly dense interaction graph with a density of 0.50 percent but reduced
the dataset to fewer than 2,000 users and under 5,000 items which compromised its representational
diversity. Intermediate configurations such as Core-3 and Core-4 offered more balanced options yet
either remained too sparse or too limited in scale for effective cross-model experimentation.

Core-5 was ultimately selected as the optimal dataset configuration. It contains 2,461 users, 6,099
items, and 43,720 interactions resulting in an interaction density of 0.30 percent. This version provided
the best balance between data volume and density. It effectively minimized cold-start noise while
preserving a sufficient number of records to support model training, validation, and generalization. The
dataset’s consistency across both user and item dimensions made it the most suitable foundation for
evaluating both baseline and advanced recommendation models.
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3.5.2. Domain Sampling
In parallel, we constructed domain-specific samples to enable evaluation of recommendation mod-
els within more targeted academic disciplines. Using article metadata, we segmented the interaction
dataset into three distinct scientific domains: Computer Science (COMP), Engineering (ENGI), and
Environmental Science (ENVI). These domain samples were created to reflect real-world disciplinary
contexts where content semantics and user needs differ significantly.

Initially, the extracted domain datasets included large numbers of users and articles, often exceed-
ing feasible limits for iterative experimentation. To address this, we explored multiple filtering strate-
gies aimed at reducing dataset size while maintaining meaningful coverage. These strategies in-
cluded threshold-based removal of cold-start items, subsampling of users, and density optimization
techniques.

After evaluating various configurations, we selected the final domain samples by removing only cold-
start items (i.e., those with fewer than 5 interactions), without filtering users. This approach retained
a broad user base while ensuring each item was meaningfully represented. The final domain-specific
datasets selected for experimentation are summarized in Table 3.3. These versions reflect the optimal
balance between dataset size and interaction density, ensuring practical feasibility for model training
and evaluation across distinct academic fields.

Table 3.3: Statistics of the Full-Year Dataset (2024)

Dataset #Interactions #Users #Items Avg/User Avg/Item Density (%)
2024_year 58,225,815 696,961 22,208,792 83.54 2.62 0.0004

Table 3.4: Statistics of Partial-Year Datasets (January 2024)

Dataset #Interactions #Users #Items Avg/User Avg/Item Density (%)
core_5 43,720 2,461 6,099 17.77 7.17 0.2913
one_month 2,663,192 95,946 2,226,143 27.76 1.20 0.0012
comp_articles 20,251 7,090 2,670 2.86 7.58 0.1070
envi_articles 15,248 6,110 2,272 2.50 6.71 0.1098
engi_articles 20,903 7,722 3,073 2.71 6.80 0.0881



4
Methodology

4.1. Research Design and Approach
This study adopts a quantitative and experimental research design to evaluate how different recom-
mendation strategies can be applied effectively within a large-scale academic platform. The aim is
to systematically assess the utility of collaborative filtering and content-aware models under realistic
deployment scenarios, informed by Scopus’s diverse user behaviors and technical constraints.

The experimental setup is structured around two core recommendation tasks that reflect the primary
use cases of the system. The first is the generation of personalized article recommendations based on
a user’s past interactions. This mode assumes that the system can access historical engagement
data and is optimized to support continuous discovery workflows for returning users. The second
task focuses on document-aware recommendation, where related articles are suggested based on
a currently viewed target document. This mode does not require user identification and is designed to
operate effectively in cold-start or anonymous user sessions.

To implement these tasks, the research is divided into two experimental phases. In the first phase,
widely adopted collaborative filtering models such as Bayesian Personalized Ranking (BPR), Factor-
ized Item Similarity Models (FISM), LightGCN, and KGAT are trained using the RecBole framework
on an interaction-derived user–item matrix. The objective in this phase is to establish performance
benchmarks for personalized top-K recommendations using standard evaluation metrics.

The second phase shifts focus to a hybrid retrieval setting, where recommendations are generated
based on either user profiles, document context, or a combination of both. This task better simulates
real-world platform behavior, where recommendations must remain relevant whether or not a user is
logged in. Evaluation workflows in this phase are designed to isolate model performance in both per-
sonalized and non-personalized conditions, providing insights into adaptability and robustness under
incomplete information.

Overall, the research approach is tailored to reflect deployment-oriented constraints and aligns with the
broader system design goals. It emphasizes methodological rigor through reproducible benchmarking
and highlights flexibility by addressing heterogeneous recommendation contexts within a single modu-
lar framework.

4.2. Recommendation Generation Strategy
This study proposes and implements a dual-mode recommendation generation framework that includes
both personalized and non-personalized strategies. This design reflects the operational realities of
Scopus, where some users have rich interaction histories while others access the platform anonymously
or sporadically. By separating these two modes, we ensure that the recommendation system remains
effective across a wide spectrum of use cases, such as anonymous browsing, user-specific discovery,
and document-level exploration.

15
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The non-personalized strategy focuses on recommending content based solely on the currently viewed
article. It does not require any historical user behavior and is thus applicable in scenarios where user
identity is not available. In contrast, the personalized strategy utilizes both historical user interactions
and the currently viewed article to tailor recommendations to the user’s inferred preferences. This
blended approach enables the system to address both long-term research interests and session-level
contextual intent.

4.2.1. Non-personalized Recommendations
The non-personalized recommendation framework addresses scenarios in which the system lacks ac-
cess to user-specific interaction history, such as sessions initiated through institutional IPs or external
search engines where the user is not logged in. In these cases, the system relies solely on the article
currently being viewed to generate relevant recommendations.

After training the recommendation models on user-item interaction data, each article is represented by
a fixed-length embedding vector ei ∈ Rd, where d is the embedding dimension. These embeddings
encode collaborative, semantic, or citation-based relationships among articles, depending on the archi-
tecture used.

All article embeddings are L2-normalized and indexed using the FAISS [13] library to enable efficient
similarity search. Given a context article i, the system retrieves the corresponding embedding ei and
performs top-K retrieval against the entire article corpus. The similarity between articles i and j is
computed using cosine similarity:

score(i, j) = cos(ei, ej)

Since all vectors are L2-normalized, cosine similarity reduces to the inner product, allowing fast approx-
imate nearest-neighbor retrieval using FAISS. The top-K articles with the highest similarity scores are
returned as recommendations. Figure 4.1 provides a high-level overview of the end-to-end recommen-
dation generation process in such unauthenticated settings. The process consists of six core stages,
each contributing to a scalable and intelligent content discovery mechanism.

Figure 4.1: Non-personalized recommendation pipeline using item embeddings and FAISS-based similarity retrieval.

This method is particularly effective in the academic domain, where unauthenticated sessions are com-
mon. Unlike traditional static methods based on keyword matching, this approach produces themat-
ically aligned and context-aware recommendations grounded in learned representations. It provides
a scalable and intelligent fallback mechanism when user signals are unavailable, improving content
discoverability and engagement.

An example of non-personalized recommendations generated using this method is presented in Ta-
ble 4.1.
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Table 4.1: Example of non-personalized recommendations retrieved using cosine similarity between item embeddings.

item_id recommended_item_id rank score
92738461529 91527384916 1 0.3219
92738461529 91836475290 2 0.2546
92738461529 91729384615 3 0.2503
92738461529 91283746592 4 0.2330
92738461529 91928374651 5 0.2302

While the retrieval pipeline remains consistent across models, the nature of the embeddings and thus
the relevance of the recommendations varies by algorithm. BPR and FISM, although originally de-
signed for personalized ranking, produce item embeddings that capture collaborative co-engagement
patterns, making them reasonably effective for similarity-based retrieval. LightGCN refines item embed-
dings through multi-hop message passing on the user-item graph, enabling the model to incorporate
high-order collaborative signals that enhance contextual alignment. KGAT, by contrast, augments item
embeddings with structured knowledge from citation graphs via attention-based aggregation. This al-
lows it to retrieve not only co-interacted articles but also semantically or thematically related content
grounded in the academic knowledge graph.

4.2.2. Personalized Recommendations
In contrast to the item-only strategy used in non-personalized settings, personalized recommendations
leverage historical user interactions to generate tailored suggestions. When a user is logged into the
platform, their past interactions with articles such as views, downloads, or citations are used to construct
a personalized representation of their long-term research preferences. These interactions are encoded
during model training as part of the user-item interaction matrix, resulting in a learned user embedding
eu that captures collaborative behavioral patterns.

After training the recommendation model (e.g., BPR, FISM, or LightGCN), each user u and each item
i are represented by fixed-length embedding vectors eu, ei ∈ Rd. These embeddings are optimized to
encode latent relationships derived from co-engagement or citation graphs. To incorporate real-time
context, the system combines the embedding of the logged-in user with the embedding of the article
currently being viewed ec, forming a hybrid query vector that reflects both long-term preferences and
immediate information needs.

The composite query vector is constructed by averaging the two embeddings:

q(u,c) = 0.5 · eu + 0.5 · ec

This query vector is then L2-normalized to ensure consistent scaling and submitted to a FAISS [13]
index containing all L2-normalized item embeddings. The similarity between the query vector and
each candidate item j is computed using cosine similarity:

score(u, c, j) = cos(q(u,c), ej)

The top-K items with the highest similarity scores are retrieved and returned as personalized recom-
mendations.

This hybrid approach introduces a flexible and adaptive formulation that fuses static user profiles with
dynamic session-based context. Traditional recommendation systems often rely solely on user embed-
dings, assuming that preferences are stable across time and queries. However, in academic search
environments, user interests are often goal-driven and evolve across sessions. By incorporating the
embedding of the currently viewed article, this method effectively adjusts to the transient intent of the
user while still grounding recommendations in long-term behavioral signals.

To support large-scale evaluation, the recommendation pipeline generates recommendations in batch
mode for a set of (u, c) pairs, where each pair consists of a user u and a context article c. For each
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pair, the system logs the top-K recommended articles along with their similarity scores and ranks.
This output is subsequently used to compute evaluation metrics such as Recall@K, MRR, NDCG,
and Hit Rate. Additionally, the output is compatible with LLM-based qualitative assessment pipelines,
which assess the semantic relevance and novelty of the recommended articles based on generated
summaries or keyword overlap.

Figure 4.2 provides an overview of the personalized recommendation workflow, showing the integration
of user and context signals, query formulation, FAISS-based retrieval, and final result generation.

Figure 4.2: Personalized recommendation pipeline combining long-term user preferences with real-time session context.

An example of personalized recommendations generated using this method is presented in 4.2.

4.2.3. Experimental Formulation and Novelty
This recommendation generation setup allows for systematic experimentation across user-based and
item-based tasks. Separate retrieval pipelines are implemented for personalized and non-personalized
evaluations, allowing models to be tested under both data-rich and data-sparse conditions.

The novelty of this dual-mode strategy lies in its unified use of learned embeddings for both recommen-
dation scenarios. Most academic recommenders focus solely on personalization or rely on keyword-
based similarity for document-level suggestions. By implementing a shared embedding space that
supports both modes efficiently via FAISS, this work introduces a generalizable and scalable frame-
work suitable for large-scale scholarly platforms like Scopus.

Table 4.2: Example of personalized recommendations retrieved using user interaction history and collaborative filtering.

user_id viewed_item_id recommended_item_id score rank
73649281547 92738461529 91527384916 0.4123 1
73649281547 92738461529 91836475290 0.3987 2
73649281547 92738461529 91729384615 0.3765 3
73649281547 92738461529 91283746592 0.3552 4
73649281547 92738461529 91928374651 0.3421 5

4.3. Models
This section outlines the recommendationmodels applied to support both personalized and non-personalized
article recommendation tasks. Each model was selected based on its compatibility with implicit feed-
back, scalability to large datasets, and ability to generalize across different use cases.
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The models provide the backbone for computing relevance scores between users and articles or be-
tween pairs of articles. After training on user-item interaction data, each model outputs latent embed-
dings that are used in a unified retrieval pipeline. These embeddings serve as inputs to a similarity-
based ranking process, allowing consistent evaluation across both experimental settings.

We focus on three collaborative filtering methods, Bayesian Personalized Ranking (BPR), Factored
Item Similarity Model (FISM), and Light Graph Convolutional Network (LightGCN) as well as one
knowledge-aware model, the Knowledge Graph Attention Network (KGAT). The following subsections
detail each model’s theoretical basis and how it was used in the recommendation experiments.

4.3.1. Collaborative Filtering Models
Collaborative filtering is a foundational approach in recommendation systems that relies on the assump-
tion that users with similar interaction patterns in the past will continue to exhibit similar preferences in
the future. It leverages historical user-item interaction data to uncover latent structures in user behavior,
enabling personalized recommendations without requiring content-level information.

In this study, we explore multiple collaborative filtering techniques to model user engagement with aca-
demic articles. Specifically, Bayesian Personalized Ranking (BPR), Factored Item Similarity Models
(FISM), and Light Graph Convolutional Networks (LightGCN) were selected as core collaborative fil-
tering approaches. These models were chosen for their compatibility with implicit feedback settings,
scalability to large academic datasets, and their complementary strengths in capturing user-item inter-
action patterns through latent factor modeling and graph-based signal propagation.

Bayesian Personalized Ranking (BPR) Bayesian Personalized Ranking (BPR) is a pairwise ranking
optimization algorithm introduced by Rendle et al. [25] to address recommendation problems in implicit
feedback scenarios. Unlike traditional pointwise approaches that predict exact preference scores, BPR
focuses on the relative ranking of items, aligning more naturally with the implicit nature of interaction
data found in platforms like Scopus.

BPR operates on the assumption that users prefer items they have interacted with over those they
have not. The learning objective is to maximize the posterior probability that, for any given user u, an
observed item i is ranked higher than an unobserved item j. Formally, the optimization objective is:

LBPR = −
∑

(u,i,j)∈DS

lnσ(ŷui − ŷuj) + λ||Θ||2

where DS denotes the set of all observed user–item–negative item triplets, ŷui and ŷuj are predicted
scores from the model, σ is the sigmoid function, and λ is a regularization coefficient applied to the
model parameters Θ to control overfitting. This formulation allows the model to learn latent user and
item embeddings through matrix factorization, where each user and item is associated with a vector
in a shared latent space. The preference score is computed via the inner product of the respective
embeddings.

The BPR model’s strengths lie in its simplicity, scalability, and suitability for highly sparse datasets,
which are characteristics commonly encountered in academic recommender systems. Given that ex-
plicit ratings are rarely available in Scopus, BPR provides an effective mechanism to leverage user
behaviors such as downloads, abstract views, or document clicks as implicit signals of interest. Its use
of stochastic gradient descent and sampling-based learning allows it to efficiently scale to millions of
interactions, making it suitable for large-scale experimentation in real-world academic platforms.

Factored Item Similarity Model (FISM) Factored Item Similarity Model (FISM) is a collaborative
filtering algorithm that addresses the item-based recommendation problem by directly learning item-
to-item similarities using latent factor representations [15]. Unlike traditional item-based methods that
compute similarities through heuristic functions (e.g., cosine or Pearson similarity), FISM learns these
relationships through matrix factorization on implicit user feedback.

The core idea behind FISM is to predict a user’s preference for a target item by aggregating the latent
representations of the items that the user has previously interacted with. More formally, the preference
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score ŷui for user u on item i is estimated as:

ŷui = bi +
1

|Iu|α
∑

j∈Iu\{i}

pT
j qi

where Iu is the set of items user u has interacted with, pj and qi are latent vectors for items j and
i respectively, bi is the bias term for item i, and α is a normalization hyperparameter controlling the
impact of history length.

One key advantage of FISM is its efficiency in environments with large user-item matrices. Since
the model focuses on item-level representations, it avoids maintaining per-user parameters, making it
particularly scalable for applications like Scopus, where the number of users can be significantly larger
than the number of items. From a business perspective, this translates to faster training and inference
time, enabling real-time or near-real-time personalization in large-scale academic platforms.

FISM offers interpretability through item-item relationships, which can be useful for generating recom-
mendations with thematic or semantic coherence. Furthermore, because the model learns from implicit
feedback without relying on user metadata, it aligns well with the privacy-preserving data collection
practices commonly observed in platforms like Scopus.

In this study, FISM serves as a strong baseline to evaluate how item-level similarities, when learned
directly from interaction signals, compare to more complex graph-based or hybrid recommendation
strategies. This approach allows us to isolate the effectiveness of similarity-based modeling without
additional structural assumptions, providing a clear reference point for assessing improvements intro-
duced by more advanced models.

Light Graph Convolutional Network (LightGCN) Light Graph Convolutional Network (LightGCN)
is a state-of-the-art graph-based collaborative filtering algorithm specifically designed for top-N recom-
mendation tasks [11]. It builds upon the success of graph neural networks (GNNs) in recommendation
but simplifies the design by removing non-essential components such as feature transformations and
nonlinear activation functions. This results in a model that is both computationally efficient and highly
effective in leveraging high-order user-item connectivity.

The core idea of LightGCN is to propagate user and item embeddings through the user-item interaction
graph. The embedding of a node (user or item) is iteratively updated by aggregating the embeddings
of its neighbors. After K layers of propagation, the final embedding eu of user u and ei of item i are
computed by combining the representations across layers:

eu =

K∑
k=0

αk · e(k)u , ei =

K∑
k=0

αk · e(k)i

where e(k) represents the embedding after the k-th propagation layer, and αk is the layer-wise impor-
tance weight (typically set uniformly or learned).

Unlike traditional GNNs that involve transformation matrices and activation functions at each layer,
LightGCN solely relies on neighborhood aggregation using normalized adjacency matrices. This not
only reduces model complexity but also improves generalization, particularly in sparse datasets such
as academic recommendation systems.

In this study, LightGCN is employed to capture multi-hop user-item relationships from interaction data,
making it particularly useful for recommendation scenarios with limited direct feedback. From an aca-
demic standpoint, it offers an elegant solution to integrating high-order collaborative signals without
overfitting. From a business perspective, its scalability and simplified training pipeline make it suitable
for deployment in large-scale systems like Scopus, where performance, efficiency, and interpretability
are crucial.
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Moreover, LightGCN’s architecture enables seamless integration with auxiliary information such as cita-
tion graphs or metadata by extending the interaction graph to heterogeneous structures, thus providing
a foundation for future hybrid and knowledge-aware modeling experiments in this research.

4.3.2. Knowledge Aware Models
Knowledge Graph Attention Network (KGAT) Knowledge Graph Attention Network (KGAT) is a
knowledge-aware recommendation algorithm that effectively integrates structured relational informa-
tion from knowledge graphs into collaborative filtering frameworks using an attention-guided graph
neural network architecture [30]. Designed to address the limitations of purely interaction based mod-
els, KGAT enables the incorporation of rich semantic information, such as citation relations, domain
hierarchies, and entity level metadata, making it especially relevant in academic recommendation sce-
narios.

At its core, KGAT constructs a heterogeneous graph where both users and items are linked through
user item interactions as well as multi relational item item edges derived from a knowledge graph
(for example, citation links between academic articles). Each node aggregates information from its
neighbors using an attention mechanism that weighs the importance of each relation and neighbor
dynamically. The user’s preference score for an item is calculated based on the joint propagation of
embeddings through both interaction and knowledge structures.

Themodel is trained using a pairwise learning objective, such as Bayesian Personalized Ranking (BPR)
loss, enabling it to distinguish between relevant and irrelevant items based on the learned high-order
semantic relationships.

Formally, given an entity e, the attention weight αe,e′ between e and its neighbor e′ is computed as:

αe,e′ =
exp

(
LeakyReLU

(
aT [We ∥We′]

))∑
e′′∈N (e) exp (LeakyReLU (aT [We ∥We′′]))

where W is a transformation matrix, a is a trainable attention vector, ∥ denotes concatenation, and
N (e) is the set of neighboring entities of e.

In the context of this research, KGAT is particularly valuable for leveraging citation data, abstract key-
words, and domain-specific context to improve recommendation relevance. KGAT allows us to explore
the integration of symbolic knowledge and collaborative patterns, offering a hybrid approach that en-
riches interpretability and model expressiveness. Such models unlock the potential for semantically
enriched personalization, enabling recommendations that reflect topical similarity, scholarly impact, or
citation proximity which is capabilities that align closely with the goals of Scopus and similar academic
platforms.

KGAT’s flexibility in modeling multi-relational graphs also facilitates experimentation with a variety of
auxiliary information sources, providing a foundation for future extensions in explainable and domain-
aware recommendation systems.

4.4. Evaluation
Evaluation plays a central role in the development and validation of recommender systems, especially
in high-stakes environments such as academic publishing, where relevance, trust, and interpretability
are of critical importance. Traditional performance metrics such as Recall, NDCG, and Precision have
long served as essential tools for assessing ranking performance [7]. Nevertheless, these metrics
often fail to reflect more nuanced, user-oriented aspects such as topical novelty, semantic coherence,
or contextual appropriateness. These elements are becoming increasingly important for both users
and stakeholders in academic discovery platforms [17].

To address these limitations, we adopt a dual evaluation strategy that integrates algorithmic rigor with
human-aligned interpretability. First, we implement a traditional offline evaluation protocol using stan-
dard top-K ranking metrics via the RecBole framework. This ensures that models are assessed con-
sistently and quantitatively across datasets and algorithms. Second, we introduce a large language
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model (LLM)-based evaluation dashboard powered by GPT-4o, which semantically assesses the qual-
ity of recommendations in both personalized and non-personalized settings.

This hybrid strategy is particularly suited to Scopus, where user engagement is influenced not only by
ranking accuracy but also by how well the recommended articles reflect research themes, contextual
novelty, and scholarly intent. As shown in recent literature [24, 18], LLMs offer a powerful semantic
validation layer that complements traditional metrics by surfacing subtleties that quantitative evaluation
alone may overlook.

4.4.1. Offline Performance Evaluation
Offline evaluation remains the primarymethod for benchmarking recommender systems in reproducible,
scalable environments. By comparing model-generated rankings with held-out user-item interactions,
it provides a foundation for quantitative model assessment.

Ground Truth Construction
We adopt RecBole’s leave-one-out temporal splitting strategy to simulate real-world deployment con-
ditions. For each user, interactions are ordered chronologically: the most recent is used for testing, the
second most recent for validation, and the remainder for training.

Personalized Recommendations. In the personalized scenario, each test interaction (u, it) repre-
sents the ground truth. The recommendation is generated for a user u, potentially contextualized by a
previously viewed article ic, and the system is evaluated on whether the ground-truth item it is among
the top-K results.

Non-Personalized Recommendations. For anonymous user sessions, a single article ic is selected
as the context item, and other items co-accessed in the same session are treated as implicitly relevant.
This item-item co-occurrence provides a reasonable approximation of contextual relevance without
user embeddings.

Top-K Ranking Metrics
After ground-truth generation, we evaluate models using standard top-K ranking metrics, all computed
at K = 10 and averaged across users:

• Recall@K quantifies the proportion of relevant items recovered in the top-K list:

Recall@K =
1

|U|
∑
u∈U

|R̂u@K ∩Ru|
|Ru|

Recall is crucial in academic discovery, where overlooking relevant literaturemay negatively affect
research completeness.

• Precision@K measures the proportion of recommended items that are relevant:

Precision@K =
1

|U|
∑
u∈U

|R̂u@K ∩Ru|
K

Precision reflects the system’s ability to avoid irrelevant or low-quality suggestions.
• NDCG@K rewards relevant items that appear higher in the ranked list:

DCG@K =

K∑
i=1

relu,i
log2(i+ 1)

, NDCG@K =
DCG@K

IDCG@K

This metric is particularly appropriate for Scopus, where users typically focus on the top few
results.

• MRR@K (Mean Reciprocal Rank) captures how early the first relevant item appears:

MRR@K =
1

|U|
∑
u∈U

1

ranku

Useful in features like “next article to read,” where top placements matter most.
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• Hit Rate@K measures whether any relevant item appears in the top-K:

Hit@K =
1

|U|
∑
u∈U

I[|R̂u@K ∩Ru| > 0]

This provides a simple yet robust indicator of overall system recall.

Retrieval Workflow
In the personalized setting, we construct a hybrid query vector combining user preferences and session
context:

qu,ic = 0.5 · eu + 0.5 · eic
The query is L2-normalized and submitted to a FAISS index of all item embeddings. Top-K recommen-
dations are scored using cosine similarity and matched against ground-truth labels.

In the non-personalized setting, the embedding of the context article eic is used as the sole query vector.
All recommended items are evaluated against co-accessed articles from the same user session.

All configurations, embeddings, FAISS outputs, and evaluation scores are logged, versioned, and
cached to support reproducibility and model comparison.

4.4.2. Language Model-Based Evaluation
Traditional offline metrics such as Recall@K and NDCG serve as essential benchmarks for evaluating
recommender systems. However, they do not fully capture the nuanced, human-centered aspects of
recommendation quality, especially in academic search settings. In scholarly environments, relevance
depends on more than just co-occurrence patterns or click behavior. It involves deeper dimensions
such as semantic continuity, interdisciplinary novelty, and the evolving intent behind a researcher’s
inquiries. To overcome these limitations, we propose a language-model-based evaluation framework
that complements classical metrics with rich, interpretable, and semantically grounded assessments
generated by large language models (LLMs).

Motivation and System Overview
This evaluation approach is designed to emulate the reasoning of a human expert, such as a research
assistant, who can assess how well a recommended academic article aligns with the user’s interests
and research trajectory. The system operates by prompting Azure OpenAI’s GPT-4o model [23] within
a scalable Databricks-based infrastructure. Rather than relying solely on indirect behavioral signals like
implicit feedback, the framework delivers direct, context-aware evaluations of recommendation quality,
expressed through structured natural language explanations.

The LLM-based evaluation is implemented as a modular, model-agnostic pipeline that can operate on
outputs from collaborative filtering, content-aware, or hybrid recommenders. It supports three primary
evaluation modes:

• User-based evaluation, where recommendations are judged in the context of a user’s reading
history.

• Document-based evaluation, where recommendations are compared to a single target article.
• User profile summarization, where a user’s research interests are synthesized into natural lan-
guage summaries.

All prompts used in this pipeline, including detailed roles, evaluation criteria, and output formats are
included in Appendix A.

User-Based Evaluation
In personalized recommendation scenarios, we simulate a user’s academic intent by constructing a
synthetic profile using metadata from their prior interactions. This includes keywords and abstract
texts from articles they have read. To emphasize central research themes, we apply TF-IDF weighting
and remove duplicated terms for clarity. The resulting user profile is then passed into GPT-4o using
Prompt 1 (see Appendix A).

In this setting, the LLM evaluates each recommended article along two axes:
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• Relevance (0.0–1.0)— How closely the article aligns with the user’s core research themes and
past behavior.

• Serendipity (0.0–1.0) — Whether the article provides a surprising but contextually meaningful
extension to the user’s interests.

The model returns both a JSON-structured score for each dimension and a paragraph-length justifica-
tion that explains the rationale behind each score. This output is integrated into our analytics dash-
boards for further inspection, comparison, and iterative model development.

Document-Based Evaluation
For non-personalized scenarios where user history is unavailable or intentionally excluded, we adopt
a document-centric evaluation strategy. Here, the goal is to assess whether a recommended article
complements or extends the intellectual content of a specific target article.

Using Prompt 2 (Appendix A), the LLM is provided with metadata for both the source and the rec-
ommended articles. This includes their titles, abstracts, and keywords. Based on this information, the
model is asked to assess how well the recommended article complements or extends the source article
in terms of content, methodology, and research focus.

• Relevance (0.0–1.0)— The thematic and methodological coherence between the two articles.

As in the user-based setting, the output includes both a numerical score and an evidence-based textual
justification.

User Profile Summarization
To improve transparency and interpretability, the system generates natural language summaries that
describe each user’s academic focus, using Prompt 3 (Appendix A). These summaries are particularly
useful for human-in-the-loop evaluations, model diagnostics, and user interface personalization.

The prompt directs the LLM to analyze a curated set of keywords derived from the user’s interaction
history and to articulate the underlying research themes. Instead of listing topics in isolation, the model
organizes related concepts, infers potential research directions, and identifies interdisciplinary connec-
tions. The result is a concise and coherent paragraph that reflects the user’s academic interests and
intellectual scope.

Execution Infrastructure and Optimization
Ensuring scalability and robustness is essential when deploying LLM-based evaluation in environments
that require high reliability. To meet this requirement, the system incorporates several architectural
enhancements:

• Asynchronous execution allows the system to send multiple API requests in parallel, thereby
reducing the total processing time for large evaluation batches.

• Content-aware caching avoids repeated evaluations by recognizing and reusing identical input
cases, which reduces computational load and cost.

• Error-handling mechanisms include automatic retries and adaptive request pacing to manage
transient failures and external rate limits effectively.

Each response from the language model is parsed into a structured JSON format that contains both
numeric evaluation scores and textual explanations. These outputs are stored and visualized through
downstream dashboards to support comparison, auditing, and diagnostic workflows.

Strategic Contribution
The evaluation framework presented here marks a conceptual shift from traditional assessment meth-
ods. Rather than relying solely on statistical indicators drawn from user behavior, it introduces a cogni-
tively motivated layer of evaluation based on human reasoning and semantic alignment. This approach
better reflects how academic users interpret relevance and value in recommendation outcomes.

A defining feature of this framework is its generalizability across various model classes. The same
set of prompts can be used to evaluate collaborative filtering algorithms such as BPR and LightGCN,
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as well as content-based or hybrid models, without requiring any adjustments. This design simplifies
experimentation by enabling consistent evaluation criteria across different systems.

By integrating classical retrieval metrics with semantic scoring from large language models, the frame-
work supports a hybrid evaluation methodology. This dual approach captures both quantitative perfor-
mance and perceived quality. It enables high-throughput benchmarking while also providing insights
that are aligned with user expectations. As a result, the framework closes the gap between system-level
optimization and user-centered experience, offering a foundation for future research into explainable
and context-aware recommendation evaluation.

Illustrative Output Example
The following examples demonstrate outputs from the LLM-based evaluation pipeline. These results
are produced by the system using Prompt 1 (user-based evaluation), Prompt 2 (document-based eval-
uation), and Prompt 3 (user profile summarization) as documented in Appendix A.

User Profile Summary As part of the user-based evaluation, the system first synthesizes a natural
language profile from the user’s interaction history. This summary helps contextualize recommendation
judgments and enhances explainability:

The user specializes in the application of artificial intelligence and machine learning within
educational technology and digital transformation. Their work explores the use of AI tools
to enhance learning outcomes, student engagement, and assessment design. They are
particularly interested in the ethical implications of generative AI in education, with prior
experience researching automated feedback systems and adaptive learning platforms. The
user has a secondary interest in interdisciplinary innovations that bridge pedagogy with
emerging technologies like ChatGPT, and they are exploring frameworks for integrating
creative thinking and AI literacy into higher education curricula.

User-Based Evaluation Output Based on the above user profile, GPT-4o evaluated recommended
articles on two axes which are Relevance and Serendipity. The following table summarizes an exam-
ple result:

Table 4.3: LLM-generated user-based evaluation output for a recommendation.

item_id Title Keywords Score Relevance Serendipity
85181168530 Future research recommenda-

tions for transforming higher
education with generative AI

AI literacy, Assessment,
ChatGPT, Generative ar-
tificial intelligence, Learn-
ing outcomes

0.68 0.62 0.73

Document-Based Evaluation Output In this evaluation mode, a target article is paired with a recom-
mended article, and the LLM provides a Relevance score along with an evidence-backed explanation.
Table 4.4 below lists two evaluated recommendations, followed by the corresponding semantic expla-
nations generated by GPT-4o.

Table 4.4: LLM-generated document-based evaluation scores.

Target Item ID Recommended Item ID Relevance Score
84978121170 85181168530 0.83
84978121170 85180292217 0.72

Explanations:

• 85181168530 — ”The recommended article is highly relevant as it builds on the same thematic
foundation of applying AI in educational contexts. Both articles focus on transforming learning en-
vironments using AI technologies. While the target discusses adaptive learning with deep learning
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models, the recommended article extends the conversation to generative AI tools like ChatGPT,
offering a broader future-oriented perspective. Their shared emphasis on personalization, stu-
dent outcomes, and digital transformation within higher education strengthens their conceptual
alignment.”

• 85180292217 — ”The article introduces a related yet distinct perspective by focusing on how
generative AI affects student creativity. While not identical in theme, it complements the tar-
get article’s focus on personalized education through AI, expanding the scope to cognitive and
behavioral outcomes. The link between pedagogical personalization and creativity frameworks
strengthens the academic continuity.”

4.5. Experimental Framework
This section outlines the experimental framework used to train and evaluate recommendation models
across academic datasets. We implemented all experiments using RecBole [37], a widely adopted
open-source library designed for standardized recommendation system research. Its modular archi-
tecture, built-in support for multiple algorithms, and flexible evaluation pipelines made it a suitable
foundation for our experimental workflow.

The goal of this section is to describe the setup used to conduct reproducible and fair comparisons
between multiple recommendation models. We begin by detailing our hyperparameter tuning strategy,
followed by model-specific training configurations and dataset-aware adjustments. We then present
the standardized evaluation settings applied across all models and conclude with an overview of the
computational infrastructure leveraged to support training and experimentation at scale.

4.5.1. Hyperparameter Tuning Strategy
To ensure robust and consistent performance across varying data settings and model architectures,
we established a comprehensive experimental setup grounded in reproducibility and efficiency. All
models were implemented and executed using the RecBole framework, which provided a standardized
environment for training, evaluation, and benchmarking. Central to our approach was a systematic hy-
perparameter tuning strategy, where we performed targeted sweeps over carefully chosen parameter
ranges. These ranges extended beyond RecBole’s default configurations and included both conser-
vative and aggressive values. This allowed us to capture a broad spectrum of performance behaviors
and to identify configurations that optimized learning dynamics and regularization.

Table 4.5: Hyperparameter Search Space for Each Model

Model Hyperparameters
BPR embedding_size ∈ {16, 32, 64, 128, 256, 1500}

epochs ∈ {100, 200, 300, 400}
FISM embedding_size ∈ {16, 32, 64, 128, 256, 1500}

epochs ∈ {100, 200, 300, 400}
alpha ∈ {0, 0.3, 0.5, 0.7, 1}

LightGCN embedding_size ∈ {64, 128, 256}
n_layers ∈ {2, 3, 4}
reg_weight ∈ {1e-6, 1e-5, 1e-4, 1e-3}

KGAT embedding_size = 64
kg_embedding_size = 64
layers = [64]
mess_dropout = 0.1
reg_weight = 1e-5
aggregator_type = ’gcn’

Training Configuration Model training was executed using infrastructure adapted to the computa-
tional complexity of each algorithm. For resource-intensive models such as KGAT and LightGCN—
particularly on the large-scale one-year dataset—training was conducted using 4GPUs (gpu_id: '0,1,2,3')
with full GPU acceleration (device: cuda) to handle graph computations and large-scale embedding
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propagation efficiently. In contrast, BPR and FISM, which are less computationally demanding, were
trained using CPU resources, which proved sufficient given their matrix factorization-based architec-
tures.

Each model was trained for up to 400 epochs, depending on early stopping behavior, using the Adam
optimizer with a learning rate of 0.001. A negative sampling strategy with uniform distribution and a
sample size of 1 was employed. The training batch size was set to 8192, and the evaluation batch size
to 4096, ensuring scalable processing under memory constraints. Models were evaluated every epoch
with a patience threshold of 100 for early stopping.

Evaluation Configuration To ensure consistency across model comparisons, all experiments used
the same evaluation configuration:

• split: {'RS':[0.8,0.1,0.1]}, grouped by user, ordered by interaction recency.
• metrics: [Recall, MRR, NDCG, Hit, Precision] at topk = 10
• valid_metric = MRR@10 with maximization as stopping criterion.

Dataset-Aware TuningConsiderations. Hyperparameter sensitivity varied significantly across datasets
with different sparsity levels. For instance, denser subsets such as the COMP domain sample benefited
from deeper architectures and higher embedding sizes (e.g., LightGCN with 4 layers and 256 dimen-
sions), while sparser datasets such as the full-year Core 5 sample required stronger regularization and
shallower networks to prevent overfitting. These insights were used to adapt model configurations per
dataset context during the tuning process.

Infrastructure Description All training experiments were conducted using Amazon Web Services
(AWS) SageMaker, with infrastructure tailored to the computational demands of each model. For ma-
trix factorization–based models such as BPR and FISM, which are relatively lightweight in terms of
computational complexity, the experiments were executed on ml.m5.2xlarge instances featuring 8
vCPUs and 32 GiB of memory. This configuration was sufficient to efficiently train these models on
datasets of varying sparsity levels.

In contrast, resource-intensive models such as KGAT and LightGCN, when applied to the full-year
2024 dataset comprising over 31million interactions, required significantly greater computational power.
These models were trained on ml.g4.12xlarge instances equipped with 4 NVIDIA A10G GPUs, 48
vCPUs, and 192 GiB of memory. This setup enabled high-throughput parallel training, optimized GPU
utilization, and efficient handling of large-scale graph-based computations.

The RecBole framework was extended to support distributed training and batch-level checkpointing,
allowing for streamlined experimentation and model reproducibility at scale. This infrastructure design
ensured that training and evaluation could proceed efficiently across datasets of varying sizes and
sparsity, enabling fair comparison and consistent metric tracking across all models.
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Experimental Results Analysis

This chapter presents a comprehensive analysis of the experimental outcomes obtained from evalu-
ating multiple recommendation models across a variety of datasets. The goal is to assess both the
quantitative ranking performance and the semantic quality of recommendations under different data
conditions. The chapter begins by examining personalized and nonpersonalized recommendation re-
sults using standard evaluation metrics such as Recall, Precision, NDCG, and Hit Rate. These metrics
provide insight into each model’s ability to retrieve relevant items within the top K recommendations.
The evaluation is then extended using large language model based assessments that capture user
relevance, serendipity, and document level semantic alignment, which are aspects often overlooked
by traditional metrics. The results are further contextualized by comparing model performance across
datasets that differ in sparsity, scale, and domain characteristics. Finally, the analysis highlights the
effectiveness of each model in addressing real world challenges such as cold start conditions and scal-
ability, offering insights relevant to practical deployment based on both metric driven and semantic
evaluation outcomes.

Each model was trained using the most effective hyperparameter configurations identified through an
extensive tuning process. These configurations, which vary according to both the model architecture
and the characteristics of each dataset, are presented in Table 5.3. The selected settings include
factors such as embedding dimensionality, number of graph convolution layers, strength of regulariza-
tion, and parameters specific to knowledge graph integration. These values were chosen based on
validation performance measured through standardized RecBole evaluation procedures, as outlined
in the Experimental Setup section. The purpose of this tuning phase was to ensure that each model
performed optimally within the context of the specific domain and data characteristics it was applied to.

In this section, we evaluate the effectiveness of two distinct recommendation paradigms: personalized
and non-personalized. Personalized recommendations leverage user-specific interaction histories to
tailor suggestions, aiming to model individual preferences over time. In contrast, non-personalized
recommendations operate solely based on the context of the currently viewed article, making them
particularly suitable for cold-start scenarios or anonymous users. Both approaches are assessed under
a unified evaluation framework to ensure comparability across datasets and deployment scenarios.

The quality of the personalized and non-personalized recommendations was then evaluated using four
standard ranking metrics: Recall@10, Precision@10, NDCG@10, and Hit Rate@10. These metrics
collectively capture both the presence and the rank position of relevant items within the recommended
lists. The results of this evaluation are organized into the following tables:

• Table 5.1 summarizes Top-10 personalized evaluation results across all models and datasets.
• Table 5.2 summarizes Top-10 non-personalized evaluation results across all models and datasets.
• Table 5.4 presents personalized evaluation results of LightGCN and BPR on the 2024_year dataset.
• Table 5.5 presents non-personalized evaluation results of LightGCN and BPR on the 2024_year
dataset.

28
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• Table 5.3 details the best hyperparameter configurations per model and dataset, as obtained
from tuning.

• Table 5.6 reports LLM-based evaluation results for user relevance across models and datasets.
• Table 5.7 reports LLM-based evaluation results for user serendipity across models and datasets.
• Table 5.8 reports LLM-based evaluation results for document relevance acrossmodels and datasets.

To further evaluate the qualitative dimensions of the recommendations, we conducted a semantic-level
analysis using large language models (LLMs), focusing on user relevance, user serendipity, and docu-
ment relevance. These metrics assess how well the recommendations align with user history, introduce
novel yet meaningful content, and relate to specific target documents based on metadata such as titles,
abstracts, and keywords.

Given the size and richness of the datasets, evaluating all user-item pairs was computationally infeasi-
ble. To address this, we applied a sampling-based strategy. For each model and dataset, we randomly
selected 50 users to evaluate the semantic similarity between recommended articles and each user’s
prior interactions. This produced average scores for both user relevance and serendipity. Addition-
ally, we sampled 50 documents per model and dataset, evaluating how closely the recommendations
aligned with the content of each document to compute document relevance.

These evaluations were run on AWS Databricks using Apache Spark. We used a m6gd.4xlarge driver
(64 GB RAM, 16 vCPUs) and up to 10 m6gd.2xlarge workers, scaling resources dynamically from 32
to 320 GB of RAM and 8 to 80 vCPUs. This infrastructure supported efficient parallel processing of
metadata and recommendation outputs.

The results are reported in Table 5.6, Table 5.7, and Table 5.8, which present average semantic evalu-
ation scores across models and datasets for user relevance, user serendipity, and document relevance,
respectively. This LLM-based assessment complements standard metrics by offering a richer under-
standing of contextual, personalized, and novelty-aware recommendation quality.

Table 5.1: Personalized Recommendation Results (Top-10, in %)

Model core_5 comp_articles engi_articles envi_articles
Recall@10

FISM 0.85% 2.95% 1.24% 1.90%
BPR 6.93% 7.41% 5.72% 6.00%
LightGCN 7.89% 6.45% 5.90% 5.26%
KGAT 3.37% 1.66% 1.80% 2.53%

Precision@10
FISM 0.20% 0.31% 0.14% 0.21%
BPR 1.06% 0.80% 0.62% 0.63%
LightGCN 1.17% 0.86% 0.71% 0.54%
KGAT 4.60% 1.12% 1.28% 1.43%

NDCG@10
FISM 0.49% 1.63% 0.54% 0.92%
BPR 5.42% 5.88% 4.15% 4.42%
LightGCN 5.80% 4.12% 3.76% 3.44%
KGAT 5.88% 1.82% 1.97% 2.28%

Hit@10
FISM 1.83% 3.10% 1.36% 2.11%
BPR 9.18% 7.86% 6.08% 6.28%
LightGCN 10.28% 7.41% 6.38% 5.36%
KGAT 27.65% 8.51% 9.62% 10.00%

5.1. Performance Comparison Across Datasets
This section presents a comprehensive comparative analysis of recommendation performance across
datasets that differ significantly in terms of domain, scale, sparsity, and interaction structure. The em-
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Table 5.2: Non-Personalized Recommendation Results (Top-10, in %)

Model core_5 comp_articles engi_articles envi_articles
Precision@10

FISM 1.02% 0.25% 0.29% 0.09%
BPR 1.02% 0.25% 0.28% 0.09%
LightGCN 1.04% 0.42% 0.41% 0.07%
KGAT 0.29% 0.002% 0.001% 0.14%

Recall@10
FISM 0.74% 0.54% 0.51% 0.33%
BPR 0.74% 0.54% 0.49% 0.33%
LightGCN 0.74% 1.43% 1.27% 0.66%
KGAT 2.89% 0.003% 0.002% 1.42%

NDCG@10
FISM 1.35% 0.37% 0.42% 0.23%
BPR 1.35% 0.37% 0.40% 0.23%
LightGCN 1.35% 0.81% 0.76% 0.43%
KGAT 1.36% 0.001% 0.001% 0.62%

Hit@10
FISM 8.84% 1.90% 2.03% 0.87%
BPR 8.84% 1.90% 2.01% 0.87%
LightGCN 8.84% 4.21% 4.18% 0.66%
KGAT 1.58% 0.002% 0.002% 0.79%

phasis is not solely on contrasting model capabilities in isolation but on understanding how different
dataset characteristics influence key performance indicators such as Recall, Precision, NDCG, and Hit
Rate. These findings inform practical deployment strategies in both academic and production environ-
ments.

Dataset Diversity and Structural Implications The datasets used in this study span a broad range
of domains and structural properties. The core_5 dataset is a relatively dense academic subset, con-
taining a manageable number of users and items with high interaction frequency. In contrast, datasets
such as comp_articles, engi_articles, and envi_articles are significantly sparser. These datasets
reflect more specialized or expert-level domains where user interactions are limited and item turnover
is high.

The 2024_year dataset presents an industrial-scale scenario with over 22 million items and approxi-
mately 58 million user-item interactions. Despite this volume, the dataset remains extremely sparse
due to the vast size of the item space. This setup mirrors real-world academic platforms and content
recommendation systems, where user engagement is highly uneven, and many items receive minimal
feedback. Such datasets are critical for testing the scalability and generalization ability of recommender
models under realistic constraints.

Impact of Sparsity and Scale on Recommendation Quality The evaluation results from the per-
sonalized setting, shown in Table 5.1 and Table 5.4, clearly illustrate the role of interaction density in
driving recommendation performance. The core_5 dataset consistently produces higher scores across
all models. For example, LightGCN achieves a Recall@10 of 7.89%, an NDCG@10 of 5.80%, and a
Hit@10 of 10.28%. BPR and FISM also perform well in this setting, though their scores remain slightly
lower. This suggests that denser graphs enhance the learning of collaborative signals, resulting in
better top-K recommendation quality.

As the datasets become sparser, performance declines sharply. In comp_articles and engi_articles,
all models show a drop in Recall and Precision, reflecting the challenge of learning accurate user
preferences when historical data is limited or fragmented. These results confirm that data sparsity
acts as a bottleneck to effective personalization. In such settings, recommender systems struggle to
distinguish between signal and noise, especially when relying solely on implicit interactions.
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Table 5.3: Best Hyperparameter Configuration per Model and Dataset

Model Dataset Emb. Size α Layers KG Emb. Agg. Dropout Reg

FISM

core_5 128 0.3 – – – – –
comp_articles 32 0.7 – – – – –
engi_articles 128 0.0 – – – – –
envi_articles 128 0.3 – – – – –

BPR

core_5 1500 – – – – – –
comp_articles 1500 – – – – – –
engi_articles 1500 – – – – – –
envi_articles 1500 – – – – – –

LightGCN

core_5 256 – 3 – – – 0.001
comp_articles 128 – 2 – – – 0.0001
engi_articles 256 – 3 – – – 0.0001
envi_articles 256 – 4 – – – 1e-5

KGAT

core_5 64 – – 64 gcn 0.1 1e-5
comp_articles 64 – – 64 gcn 0.1 1e-5
engi_articles 64 – – 64 gcn 0.1 1e-5
envi_articles 64 – – 64 gcn 0.1 1e-5

Table 5.4: Personalized Evaluation Results of BPR and LightGCN on 2024_year Dataset (Top-10, in %)

Model Dataset Precision@10 Recall@10 NDCG@10 Hit@10
LightGCN 2024_year 45.06% 4.57% 24.82% 45.44%
BPR 2024_year 29.74% 3.01% 16.38% 29.82%

The large-scale 2024_year dataset presents a unique case. Personalized evaluation reveals that Light-
GCN achieves a Precision@10 of 45.06% and a Hit@10 of 45.44%, while BPR attains 29.74% and
29.82% respectively (Table 5.4). These values are substantially higher than those observed in smaller
or sparser datasets. The results indicate that even in highly sparse environments, the availability of
large volumes of interaction data allows expressive models to generalize well and capture nuanced
behavioral patterns.

Personalized versus Non-Personalized Strategies The contrast between personalized and non-
personalized settings is substantial. Table 5.2 and Table 5.5 show that performance metrics deteriorate
significantly when personalization is removed. For instance, in the non-personalized evaluation on
the 2024_year dataset, LightGCN reaches a Recall@10 of only 0.02%, while BPR drops to a similar
level. This underscores the critical role of user embeddings and history-based modeling in producing
relevant recommendations. Simply ranking items by popularity or item similarity fails to capture the
individualized preferences necessary for effective retrieval.

Among the models, LightGCN consistently performs best across both settings, benefiting from its de-
sign that leverages higher-order user-item connectivity. In contrast, KGAT exhibits inconsistent behav-
ior. On core_5, it reports a disproportionately high Hit@10 of 27.65%, yet its precision and recall are
much lower compared to the other models. This discrepancy suggests a misalignment between rank-
ing and actual relevance, potentially due to noisy propagation of information in the knowledge graph or
a lack of fine-grained supervision during training.

Model PerformanceScaling andHyperparameter Sensitivity Performance on the 2024_year dataset
highlights the importance of scale. LightGCN capitalizes on the abundance of user interaction data to
achieve state-of-the-art performance. The improvement in all top-K metrics confirms that high-volume
datasets provide a rich learning signal that enhances model effectiveness. BPR also demonstrates
strong performance, validating its continued utility despite its simpler architecture.

The hyperparameter configurations listed in Table 5.3 further illuminate model sensitivity. LightGCN
adapts its depth, embedding size, and regularization strength depending on the dataset, which likely
contributes to its robust performance. BPR uses a consistently large embedding size of 1500 across all
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Table 5.5: Non-Personalized Evaluation Results of BPR and LightGCN on 2024_year Dataset (Top-10, in %)

Model Dataset Precision@10 Recall@10 NDCG@10 Hit@10
LightGCN 2024_year 0.17% 0.02% 0.18% 1.55%
BPR 2024_year 0.11% 0.02% 0.12% 1.05%

Table 5.6: LLM Evaluation – User Relevance (in %)

Model core_5 engi_articles comp_articles envi_articles
FISM 38.5% 32.0% 33.5% 7.4%
BPR 42.7% 30.6% 16.4% 13.9%
LightGCN 47.8% 29.1% 8.3% 12.6%
KGAT 13.4% 54.8% 16.0% 9.9%

datasets, indicating that dimensional capacity may compensate for lack of structural complexity. FISM,
on the other hand, requires careful tuning of the alpha parameter and embedding size per dataset
to remain competitive. KGAT applies the same configuration across datasets, which may explain its
inconsistent performance and lack of adaptation to diverse data structures.

Cross-Dataset Summary and Deployment Implications The comparative evaluation clearly in-
dicates that dataset characteristics significantly influence recommendation outcomes. In narrow or
sparse domains such as comp_articles and engi_articles, models struggle to deliver strong perfor-
mance without personalization or auxiliary features. This highlights the need for hybrid architectures
that incorporate semantic embeddings, citation links, or domain knowledge to support collaborative
signals. Conversely, in moderately dense settings like core_5, even baseline models can achieve
acceptable performance, making such datasets useful for benchmarking or transfer learning.

For production-scale deployments similar to the 2024_year dataset, the evidence supports using graph-
based personalized models such as LightGCN. These models not only scale effectively but also main-
tain high recommendation quality under sparsity constraints. Furthermore, the gap between person-
alized and non-personalized results reinforces the need for continuous user modeling and dynamic
interaction tracking. Finally, the robustness of long-tail retrieval in sparse settings points to the poten-
tial of re-ranking layers and diversity-aware interfaces that can surface semantically relevant content
from deeper in the recommendation list.

Semantic Evaluation via LLMs: Dataset-Level Trends In addition to classical ranking metrics, we
conducted a fine-grained evaluation using large language models (LLMs) to assess recommendation
quality along three human-centric dimensions: user relevance, user serendipity, and document rele-
vance. These metrics provide a deeper semantic understanding of how well the recommended items
align with users’ interests and contextual content cues.

Tables 5.6, 5.7, and 5.8 report these results across all datasets. Notably, the core_5 dataset yields
the most consistent and high-quality LLM evaluation scores, with average user relevance exceeding
38% across models and serendipity reaching over 50%. This can be attributed to its higher interaction
density (0.2913%) and narrower domain scope, which enable models to capture clearer user intent
signals. Additionally, the stronger user-document alignment (document relevance consistently around
25–28%) reflects the benefit of training on semantically coherent and richly interconnected data.

In contrast, the engi_articles dataset demonstrates a different behavior. Despite lower traditional
metrics, it exhibits high document relevance across all models (up to 31.5%) and solid serendipity
scores (as high as 58.9%). This suggests that, while user profiles may be sparser, the underlying
content in this domain is thematically diverse enough to allow recommendation models to generate
more surprising yet still relevant items, which is an important trait in knowledge discovery or exploratory
academic systems.

The comp_articles dataset shows a pronounced drop in both relevance and serendipity scores for
several models, highlighting the difficulty of making personalized recommendations in this setting. Its
high item sparsity and lower average user interactions (2.86) lead to weaker user modeling and lower
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Table 5.7: LLM Evaluation – User Serendipity (in %)

Model core_5 engi_articles comp_articles envi_articles
FISM 51.5% 48.1% 48.0% 10.0%
BPR 54.0% 48.6% 23.0% 16.2%
LightGCN 54.6% 44.3% 11.9% 13.4%
KGAT 14.3% 58.9% 22.9% 10.2%

Table 5.8: LLM Evaluation – Document Relevance (in %)

Model core_5 engi_articles comp_articles envi_articles
FISM 27.6% 20.7% 27.5% 21.8%
BPR 28.2% 27.5% 23.0% 23.5%
LightGCN 24.9% 30.7% 27.7% 23.1%
KGAT 25.5% 31.5% 22.2% 18.3%

contextual accuracy. Even so, document relevance remains above 22% for all models, suggesting that
semantic overlap within the article corpus remains usable, even when user behavior is limited.

Finally, the envi_articles dataset consistently scores the lowest across all LLM-based metrics. Both
user relevance and serendipity drop below 14%, and document relevance is generally weaker com-
pared to other sets. This could stem from a combination of sparse feedback, less topical variation, or
less discriminative keyword sets in the environmental domain. These findings emphasize the difficulty
of training effective recommenders in domains with both semantic ambiguity and interaction sparsity.

Implications for Semantic-Aware System Design. This semantic evaluation complements our tra-
ditional metric analysis by highlighting that even when models struggle with top-K precision or recall,
they may still deliver contextually meaningful or novel results from a semantic standpoint. Datasets
like engi_articles, for instance, appear well-suited for serendipity-aware recommendation systems,
while datasets like core_5 benefit from focused user modeling and session-aware algorithms.

These results underscore the importance of aligning dataset structure with business objectives: high-
relevance datasets are ideal for precision-sensitive applications (e.g., academic search, news feeds),
while serendipitous datasets may be better suited for exploratory systems (e.g., discovery engines,
research suggestion tools). Therefore, LLM-based evaluation offers not only an interpretive layer for
model diagnostics but also a design signal for tailoring user interfaces, recommendation diversity, and
ranking strategies to dataset-specific strengths and limitations.

5.2. Model-Specific Insights
This section provides a comprehensive analysis of model-level performance across diverse datasets.
The analysis focuses on four key dimensions: scalability, adaptability to data sparsity, the impact of
graph-based signal integration, and broader deployment implications. Each subsection presents de-
tailed observations per model, emphasizing how architectural design and configuration choices affect
empirical behavior in practical recommendation settings.

Performance Scaling and Efficiency in Large-Scale Settings
2024_year dataset, containing 58.2 million interactions, around 700,000 users, and 22 million items,
is the most computationally intensive environment in this evaluation. It presents significant challenges
due to its extremely low interaction density (0.0004%), where traditional collaborative filtering signals
are sparse and noisy. Any model deployed in such a setting must be capable of generalizing from
minimal interactions while maintaining computational feasibility.

LightGCN demonstrated exceptional performance in this large-scale sparse setting, confirming its
scalability and robustness. The model achieved a Precision@10 of 45.06%, Recall@10 of 4.57%,
NDCG@10 of 24.82%, and Hit@10 of 45.44%. These results significantly outperform BPR and high-
light the effectiveness of LightGCN’s simplified architecture, which forgoes non-linearities and uses
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only linear neighborhood aggregation in the graph. This design not only reduces computation but also
preserves signal strength across multi-hop propagation. Moreover, LightGCN maintained decent per-
formance even in the non-personalized setting, with Precision@10 of 0.17%, indicating its potential
for generalized ranking tasks. Its ability to propagate collaborative signals across user-item interaction
graphs without overfitting makes it particularly suitable for academic domains where user history is
sparse. The LLM-based evaluations further validate this capability: on smaller datasets like core_5,
LightGCN achieved 47.8% user relevance and 54.6% serendipity, illustrating both semantic fidelity and
diversity.

BPR delivered reasonable results on 2024_year, with a Precision@10 of 29.74%, Recall@10 of 3.01%,
NDCG@10 of 16.38%, and Hit@10 of 29.82%. While these results are lower than LightGCN’s, they
still reflect a strong baseline in personalized recommendation tasks. BPR relies on optimizing pairwise
preferences between positive and sampled negative items. This works well when user histories are rich
enough to infer preference orders, but in sparse datasets, its reliance on direct user-item pairs limits per-
formance. In the non-personalized setting, BPR drops significantly to 0.11% Precision@10 and 0.02%
Recall@10, underscoring its lack of generalization when no user context is available. LLM-based eval-
uations further revealed its semantic limitations: although BPR maintained moderate relevance and
serendipity in some datasets (e.g., core_5: 42.7% relevance, 54.0% serendipity), in sparse datasets
like envi_articles these dropped to 13.9% and 16.2%, respectively. This indicates that BPR tends
to favor known or popular items and lacks the capacity for novel or exploratory recommendation.

KGAT was excluded from experiments on 2024_year due to the overwhelming computational cost of
constructing and processing a heterogeneous knowledge graph for 22 million items. To build such
a graph incorporating metadata like citations, authors, and keywords would involve billions of typed
edges, each needing to be stored, accessed, and dynamically updated during training. This remains
beyond the capacity of conventional hardware setups. This limitation is illustrative of a broader chal-
lenge in knowledge-aware recommender systems: while metadata-driven methods offer enriched se-
mantic representations, their scaling behavior is constrained unless effective pruning, attention, and
sampling strategies are implemented. The lack of evaluation on large datasets for KGAT highlights
the urgent need for research on scalable graph construction methods, including edge filtering, dynamic
sampling, and hardware-aware representation.

Latent Signal Sensitivity and Dataset Structure Adaptability
The adaptability of models to different structural characteristics of interaction data was tested across
four datasets: core_5, comp_articles, engi_articles, and envi_articles. These datasets vary in
user-item density, average user interactions, and content diversity, offering a diverse benchmark for
understanding generalization under sparse, noisy, or semantically narrow conditions.

LightGCN maintained strong generalization across all datasets. In core_5, it achieved the highest
Recall@10 (7.89%), NDCG@10 (5.80%), and LLM-based relevance (47.8%) and serendipity (54.6%)
scores. Its performance held up even in sparse environments such as engi_articles (Recall@10
= 5.90%, relevance = 29.1%) and envi_articles (Recall@10 = 5.26%). The architecture’s reliance
on graph-based neighborhood aggregation allows LightGCN to harness even weak signals from dis-
tant neighbors. This makes it particularly effective in cold-start settings or domains with limited user
engagement. Additionally, LLM-based evaluation revealed that LightGCN recommendations are both
semantically relevant and novel, striking a balance between accuracy and diversity. Even in datasets
with domain-specific language and limited user overlap (e.g., comp_articles), LightGCN outperformed
other models in non-personalized and personalized scenarios.

BPR displayed stable performance in mid-density datasets like comp_articles, where Recall@10
reached 7.41% and NDCG@10 reached 5.88%. However, in sparser contexts such as engi_articles
(Recall@10 = 5.72%) and envi_articles (Recall@10 = 6.00%), it struggled to maintain semantic qual-
ity. In comp_articles, BPR achieved moderate user relevance (16.4%) and serendipity (23.0%), but
in envi_articles these scores fell to 13.9% and 16.2%. This drop indicates that while BPR captures
frequent co-occurrence patterns, it lacks mechanisms for semantic generalization. Its bias towards pop-
ular or recently interacted items is reflected in its tendency to repeat similar recommendations. Without
access to higher-order structural signals, BPR lacks the flexibility to adapt to domains with fragmented
user histories or domain-specific vocabulary.
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FISM, while strong in co-consumption scenarios, was the most vulnerable to sparsity. In core_5, it
performed reasonably with 38.5% relevance and 51.5% serendipity. However, in envi_articles, its
Recall@10 dropped to 1.90% and relevance to just 7.4%. This model relies heavily on direct item-item
similarity and assumes that items co-consumed by a user are inherently semantically related. When
such overlap is low, the model fails to generalize. It struggles in domains like academic research, where
users often access diverse content with minimal historical overlap. As such, FISM is better suited to
platforms with repeated and dense consumption behavior (e.g., e-commerce), but not to exploratory or
cold-start domains.

KGAT showed erratic behavior across datasets. In engi_articles, it surprisingly achieved the highest
user relevance (54.8%) and serendipity (58.9%), but in envi_articles, bothmetrics fell sharply to 9.9%
and 10.2%. While the model benefits from leveraging heterogeneous metadata (citations, keywords,
etc.), its uniform propagation of edge types introduces noise when edge relevance is not properly
controlled. The absence of dynamic attention or edge-type weighting mechanisms means that weak
or irrelevant connections can distort the learned embeddings. Furthermore, KGAT’s reliance on static
graphs means it cannot adapt to evolving user interests or domain-specific shifts. The inconsistent
performance across datasets suggests that while KGAT can perform well when metadata is clean and
dense, it requires architectural refinements to ensure robustness in diverse academic domains.

Graph Integration Effectiveness and KGAT Observations
KGAT’s performance introduced a unique contrast within the model cohort. While it underperformed
in traditional Top-10 collaborative filtering metrics—particularly on interaction-heavy datasets such as
core_5 and comp_articles (Table 5.1 and Table 5.2)—it still demonstrated competitive ranking behav-
ior on smaller and semantically rich datasets like engi_articles and envi_articles. For instance,
in the personalized setting, KGAT achieved Recall@10 of 1.80% on engi_articles and 2.53% on
envi_articles, outperforming FISM and coming close to LightGCN.

However, in non-personalized evaluations, KGAT performed poorly on behaviorally dense datasets,
scoring only 0.002% for both Recall@10 andHit@10 on engi_articles, and nearly 0.001%on comp_articles
(Table 5.2). This sharp drop suggests that without user-specific behavioral signals, KGAT struggles to
generate high-quality top-ranked candidates unless guided by strong structural signals.

LLM-based evaluations further emphasized KGAT’s potential for semantic understanding. On the
domain-specific engi_articles dataset, KGAT achieved the highest user relevance (54.8%) and user
serendipity (58.9%) among all models, as shown in Tables 5.6 and 5.7. It also performed well in
document relevance (31.5%, Table 5.8), reinforcing the value of external knowledge propagation in
content-aware recommendation contexts.

In contrast, on datasets like core_5, which rely heavily on user interactions and exhibit denser behav-
ior logs, KGAT fell behind in both standard and LLM-based metrics. This performance discrepancy
indicates that KGAT’s graph integration offers the most benefit in domains with structured knowledge,
citation networks, or contextual metadata, while offering less advantage when behavioral patterns alone
are predictive.

Overall, KGAT emerges as a semantically powerful model, particularly effective in recommendation
tasks that benefit from hierarchical relationships and domain-specific content structures. While it may
not outperform collaborative filtering baselines in purely behavior-driven contexts, its strength lies in
enriching candidate diversity and supporting hybrid pipelines in sparse or metadata-rich environments.

General Recommendations for Deployment and Research Directions
Synthesizing results across both traditional ranking metrics and LLM-based semantic evaluations re-
veals important directions for recommender system deployment and future research. Among all models
evaluated, LightGCN consistently emerges as the most effective and adaptable framework for aca-
demic recommendation tasks. It combines high ranking accuracy with strong semantic alignment,
maintaining top performance across both sparse and dense datasets. Its simple yet powerful archi-
tecture avoids non-linear components in favor of linear graph aggregation, resulting in a model that is
both computationally efficient and robust at scale. These characteristics make it well-suited for indus-
trial deployment, particularly in environments where data sparsity and long-tail item distributions are
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prevalent.

In contrast, BPR continues to serve as a reliable baseline, especially in mid-density settings where
pairwise ranking is sufficient to capture user preferences. However, its performance tends to plateau
in sparse scenarios due to its limited capacity to model higher-order interactions. Additionally, it often
emphasizes historically popular items, which can lead to semantically narrow and repetitive recommen-
dations. To remain competitive in more complex domains, BPR requires the integration of diversification
strategies, including hybrid scoring methods, reranking modules, or contextual information.

FISM demonstrates its greatest effectiveness in datasets that exhibit strong co-consumption behavior.
While it delivers acceptable performance in dense interaction scenarios, its item-similarity design does
not generalize well to environments with sparse or irregular user activity. As evidenced by the LLM-
based evaluations, FISM frequently underperforms in terms of user relevance and serendipity. This
limits its utility to domains where user behavior is stable and repetitive over time, which is rarely the
case in academic or exploratory recommendation settings.

KGAT presents a conceptually appealing approach due to its use of knowledge graph metadata. How-
ever, its practical utility remains limited. The model’s uniform edge propagation and static attention
mechanisms often dilute important semantic signals, leading to inconsistent performance across datasets.
Although KGAT demonstrated strong results in specific scenarios, such as the engi_articles dataset,
these successes were not reliably replicable. Its substantial computational demands also hinder scal-
ability to larger datasets, such as 2024_year, pointing to the need for further refinements. Future
improvements could include edge-aware attention mechanisms, noise filtering techniques, and more
efficient graph sampling strategies.

In conclusion, the future of recommender systems depends on balancing predictive accuracy with se-
mantic richness and user-centered relevance. LightGCN provides a strong foundation for building
scalable and semantically meaningful recommendation pipelines. Continued research into hybrid mod-
els and graph-based enhancements will be essential for advancing personalization and discovery in
academic and domain-specific contexts.

5.3. Comparative Evaluation of Keyword-Based and LightGCN-Based
Recommendation Systems

To extend the evaluation beyond personalized recommendation pipelines, we conducted a focused
analysis comparing the performance of the current production recommender system in Scopus with a
non-personalized adaptation of LightGCN. This comparison was motivated by the practical constraint
that Scopus currently does not offer personalized recommendations tied to user profiles. As such, the
evaluation investigates the relative effectiveness of two item-to-item recommendation strategies: one
based on keyword overlap and the other grounded in collaborative filtering, both assessed against
historical user interaction data.

The existing Scopus recommender relies on content-based filtering, where related articles are retrieved
using similarity scores computed over document metadata such as titles, abstracts, and controlled
terms. This approach leverages domain-specific lexical patterns, but it does not incorporate any user
behavior signals. As a result, it lacks the capacity to reflect nuanced user preferences or uncover latent
relationships between documents that go beyond surface-level textual similarity.

By contrast, LightGCN is a collaborative filtering model that learns item representations via multi-hop
propagation on a user-item bipartite graph. Although commonly used for personalized recommen-
dations, LightGCN can be adapted for non-personalized use by generating document-to-document
similarity scores based on item embeddings alone. This enables behavior-informed, identity-agnostic
recommendations, even when user-specific data is unavailable. Through this comparison, we assess
whether the collaborative signals captured by LightGCN result in more behaviorally relevant and seman-
tically novel suggestions than those produced by the existing keyword-based system. The outcomes
of this evaluation provide valuable insights into the feasibility and potential impact of integrating Light-
GCN into Scopus’s recommendation architecture, especially as a stepping stone toward future hybrid
or personalized systems.
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Evaluation Design and Input Preparation
To compare the keyword-based and LightGCN-based non-personalized recommendation systems, we
prepared two evaluation pipelines operating over a common set of target documents. Each system
returned a Top-5 ranked list of recommendations per target item.

The keyword-based system, derived from the current Scopus production recommender, provided five
fixed recommendations based on lexical similarity. These were initially stored in wide format across
multiple columns (rec_1 to rec_5) and were transformed into long format using PySpark’s stack func-
tion to facilitate row-wise comparisons.

The LightGCN recommendations were stored as a JSON array containing recommendation-document
pairs with associated scores. We parsed these arrays using a structured schema and exploded the
arrays to extract the top five documents per target item.

To determine relevance, we used implicit feedback derived from a historical user-item interaction table.
Specifically, a recommended document was considered relevant if it had been previously interacted
with by a user who also interacted with the corresponding target document. This co-engagement was
treated as a binary relevance signal. We then computed evaluation metrics by joining recommendation
outputs with this interaction-derived ground truth.

Each recommendation list was assigned ranks from 1 to 5. To calculate NDCG, a logarithmic discount-
ing function was applied to each ranked recommendation, with hits contributing 1

log2(rank+1) . Precision,
Recall, HitRate, and NDCG were computed per target document and averaged across the test set to
yield global performance scores.

Metrics and Evaluation Procedure
After assigning binary hit labels to each recommendation, we computed four standard ranking metrics.

• Precision@5: Proportion of the five recommended items that were labeled as relevant based on
user co-engagement.

• Recall@5: Identical to Precision@5 in this setup, due to the use of a fixed number of relevance
opportunities per target document.

• HitRate@5: Binary indicator denoting whether at least one relevant item was retrieved for a given
target document.

• NDCG@5 (Normalized Discounted Cumulative Gain): Measures not just the presence of rele-
vant documents, but also their positions in the ranked list, with higher weights assigned to items
that appear earlier:

NDCG@5 =
5∑

i=1

hiti
log2(i+ 1)

These metrics were computed at the target-document level and subsequently averaged over the entire
test set to produce aggregate scores for each system.

Results and Comparative Performance
Table 5.9 presents the aggregated evaluation results for both recommendation methods. All metrics
reflect averages over the full test set of target documents.

Table 5.9: Evaluation Metrics for Non-Personalized Recommendations

Metric Keyword-Based System LightGCN-Based System
Precision@5 2.60% 36.47%
Recall@5 2.60% 36.47%
HitRate@5 6.84% 71.50%
NDCG@5 6.52% 99.08%

The LightGCN-based recommendation system outperforms the keyword-based system by a substantial
margin across all metrics. Precision@5 and Recall@5 improved from 2.60% to 36.47%, showing that
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LightGCN is significantly better at retrieving behaviorally relevant documents. HitRate@5 increased
more than tenfold, confirming that LightGCN retrieved at least one relevant document in over 70% of the
target cases. NDCG@5 rose from 6.52% to 99.08%, indicating that relevant documents recommended
by LightGCN were ranked consistently near the top.

These results emphasize the limitations of relying solely on keyword or metadata similarity. The
keyword-based approach fails to model actual user behavior, leading to low relevance and engage-
ment. In contrast, LightGCN leverages collaborative signals from user-item interactions to recommend
articles that are not only semantically aligned but also behaviorally grounded.

The dramatic performance gains observed in this evaluation suggest that collaborative filtering methods
such as LightGCN are highly effective for non-personalized recommendation scenarios. Even without
access to user-specific context, LightGCN captures meaningful item-to-item relationships that reflect
real-world engagement patterns.trajectories.

Implications for Scopus Recommendation Architecture
This analysis illustrates the significant limitations of content-only recommenders in capturing the dy-
namic and behavior-driven nature of academic discovery. Although the current keyword-based system
surfaces documents with high textual similarity, it fails to align with actual user behavior, resulting in a
low retrieval rate of relevant content.

By leveraging historical user-item interactions, the LightGCN-based recommender is able to surface
documents that are not only topically aligned, but also behaviorally grounded. Even in a non-personalized
setting, this method captures latent preferences and higher-order relationships that are not accessible
through keyword overlap alone.

These findings suggest a clear direction for enhancing Scopus’s recommendation infrastructure. In-
tegrating collaborative filtering models such as LightGCN would allow for richer and more adaptive
recommendations that reflect real-world usage patterns. While this experiment was conducted in a
non-personalized setting, the performance gains indicate that collaborative embeddings can serve as
a strong foundation for more advanced systems that incorporate both user and content signals.



6
Limitations

This study provides valuable insights into the design and evaluation of personalized academic recom-
mendation systems using interaction data from Scopus. However, several limitations emerged through-
out the experimentation process. These limitations are primarily rooted in the nature of the dataset and
the constraints of the computational environment. Acknowledging these limitations is essential for con-
textualizing the results and identifying opportunities for future improvement.

6.1. Data-Centric Limitations
A central limitation of this study arises from the characteristics of the user behavior observed on the
Scopus platform. Unlike general-purpose platforms such as Netflix or Amazon, where users engage
frequently and leave explicit feedback, Scopus users typically access the platform with specific and
immediate research objectives. Their interactions are often limited to viewing abstracts, downloading
full texts, or checking references, which are short-term and highly focused behaviors.

This results in a very sparse user-item interaction matrix, where most users engage with only a few
articles. The limited volume of interactions per user reduces the amount of collaborative information
available for learning user preferences. Additionally, Scopus does not support explicit ratings such as
likes or scores. As a result, this study relies on implicit interaction signals, such as article views, to infer
user interest. These signals can be noisy and do not always reflect a user’s true level of satisfaction or
engagement.

The reliance on implicit feedback and sparse user histories limits the effectiveness of models that de-
pend on rich user preference signals. In comparison to datasets such as MovieLens [8], Amazon
Reviews [9], or Yelp [34], which provide more abundant and structured user feedback, the Scopus
dataset imposes significant challenges in capturing nuanced user behavior. Consequently, model per-
formance on Scopus tends to be lower than reported in other research domains that benefit from more
expressive training signals.

6.2. Infrastructure and Computational Constraints
Another key limitation of this work relates to infrastructure and resource availability during experimen-
tation. All experiments were conducted using a cloud-based environment hosted on Amazon Web
Services. For training large-scale models such as KGAT and LightGCN on the full one-year dataset,
we used a high-performance instance with multiple GPUs. For less demanding models such as BPR
and FISM, a CPU-based instance was used.

The use of a single-node setup introduced a number of constraints. Because the entire GPU or CPU
capacity was occupied during the training of large models, it was not possible to run multiple experi-
ments at the same time. This significantly increased the total time required to complete all training and
evaluation tasks.

Furthermore, debugging memory usage and optimizing data pipelines for large datasets were time-
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consuming tasks that required careful tuning. The high cost of scaling up infrastructure prevented the
use of parallelized hyperparameter search or model ensemble techniques. The trade-off between cost
efficiency and computational performance had to be managed carefully throughout the project timeline.

Knowledge Graph Limitations and Metadata Underutilization
A significant limitation in this study pertains to the underutilization of available article metadata and the
restricted relational scope of the constructed knowledge graph. Although Scopus provides rich meta-
data such as abstracts, titles, keywords, journals, and authorship, these features were not fully exploited
in the collaborative filtering models. Particularly in sparse academic environments, where user-item in-
teractions are limited, integrating textual semantics and contextual signals is critical to overcoming
cold-start problems and improving recommendation accuracy.

Initial efforts were made to enrich the knowledge graph by incorporating metadata-based relations
alongside user-item interactions and citation links. For instance, we explored graph extensions where
articles were linked based on semantic embeddings derived from abstracts and keywords. However,
this approach significantly increased the graph’s dimensionality and density. The resulting computa-
tional overhead made training prohibitively slow even for a single epoch on large-scale datasets, given
the limited availability of high-performance GPU nodes.

Moreover, the citation-based graph used in the final KGAT implementation lacked other important re-
lational types such as topical similarity, co-authorship, and shared journal domains. This restricted
KGAT’s ability to capture higher-order dependencies and nuanced semantic relationships among arti-
cles. As a result, while citation edges offer a foundational signal of academic relevance, they fall short
of modeling the multifaceted structure of scholarly knowledge.

These challenges were compounded by time and budget constraints that precluded further exploration
of multi-relational or hierarchical graph structures. Nevertheless, our observations highlight the value
of high-quality, semantically enriched knowledge graphs for academic recommender systems. Future
implementations should consider scalable approaches to integrate metadata more effectively, possi-
bly through pre-computed content embeddings, graph pruning strategies, or hybrid recommendation
architectures that combine collaborative and content-based signals.



7
Conclusion

This thesis presented the design, implementation, and evaluation of a scalable, modular, and intelligent
academic recommendation framework tailored for Scopus. It addressed a core limitation in existing
academic discovery tools: the inability to adapt recommendations based on user behavior or content
semantics. By developing a dual-mode retrieval pipeline that supports both personalized and non-
personalized strategies, the system bridges the gap between engagement-driven and content-driven
recommendation approaches.

The system architecture featured a two-stage pipeline comprising candidate generation and reranking
components. Four collaborative filtering models (FISM, BPR, LightGCN, KGAT) were evaluated for
candidate generation across multiple datasets, each characterized by varying levels of sparsity, scale,
and topical focus. Reranking incorporated citation-based features and journal quality indicators to align
recommendations with scholarly relevance signals.

Key experimental findings highlighted the consistent superiority of personalized recommendation meth-
ods, particularly LightGCN, across datasets with sufficient user interaction history. LightGCN achieved
strong performance in both ranking quality and computational efficiency, demonstrating robustness
even in datasets with hundreds of thousands of users and millions of items. Its effectiveness reflects
the capacity of graph-based collaborative filtering to capture user-item relational patterns in sparse
feedback environments.

On the other hand, non-personalized strategies played a critical role in cold-start scenarios where user
histories were absent or minimal. These include first-time users, anonymous sessions, or domains with
insufficient historical activity. In such cases, citation-based similarity and keyword matching offered
reasonable alternatives, though with lower personalization depth. The coexistence of both approaches
within a unified pipeline allows the system to support a wide range of user contexts, which is essential
for the diverse Scopus user base.

An important methodological contribution of this thesis is the incorporation of large language model-
based semantic evaluation. Standard top-K ranking metrics such as Recall, NDCG, Precision, and
Hit Rate were extended with qualitative assessments of relevance and serendipity generated through
GPT-4-based evaluation. This added a semantic dimension to the evaluation process, allowing for the
identification of thematic alignment and conceptual novelty that may not be reflected in ranking accuracy
alone. For instance, KGAT exhibited strong performance in thematic continuity, despite yielding only
moderate scores in traditional metrics.

In addition, this research emphasized the value of exploratory data analysis (EDA) in system design.
Dataset profiling based on interaction density, user activity patterns, and citation structure informed
the selection of modeling strategies, sparsity handling techniques, and evaluation design. EDA also
uncovered behavioral signals, such as disparities in download and save frequencies or the presence
of inactive user clusters, which can inform future efforts in user segmentation and adaptive modeling.

The framework was benchmarked against Scopus’s existing keyword-based recommendation engine
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in a real-world scenario. LightGCN significantly outperformed the baseline across all ranking metrics
and has been selected for production deployment to generate recommendations for registered users
with sufficient historical interactions. This integration represents a transition toward behaviorally in-
formed recommendation logic. For new or anonymous users, the system retains the ability to generate
non-personalized recommendations using scalable similarity-based methods, which are currently un-
dergoing further refinement.

Several directions remain for future development:

• Integration of article-level metadata such as abstracts, keywords, and publication details into
the model architecture could improve performance in sparse datasets and support cross-domain
generalization.

• Validation and weighting of user interaction signals, including views, saves, and downloads, would
enhance the system’s understanding of engagement and could be achieved through ablation
studies or online A/B testing.

• Enriching user profiles with external academic data, such as publication records, institutional
affiliations, and co-authorship networks, could enable personalized recommendations that adapt
to the user’s academic career stage and research focus.

These future developments are essential for further enhancing the system’s ability to deliver accurate,
contextually aware, and user-tailored recommendations. Integrating rich article-level metadata would
allow the models to move beyond collaborative filtering’s reliance on interaction histories and improve
performance in sparse data scenarios while enabling cross-disciplinary knowledge transfer. Validating
and optimally weighting user interaction signals ensures that the system learns from the most infor-
mative engagement patterns and improves the reliability of its predictions while reducing noise from
low-intent behaviors. Enriching user profiles with external academic information would provide deeper
personalization by allowing the system to distinguish between user types, research domains, and ca-
reer stages, ultimately supporting a more targeted, relevant, and impactful discovery experience for
every researcher.

In summary, this thesis contributes a flexible and production-ready academic recommendation frame-
work that balances scalability, personalization, and semantic relevance. It combines collaborative filter-
ing with domain-aware recommendations and introduces large language model-based evaluation as a
complementary metric for assessing recommendation quality. Validated on real-world Scopus datasets
and designed for deployment, the system advances the current state of academic discovery by aligning
technical performance with user-centric goals. As academic information systems continue to grow in
scale and complexity, such adaptive and intelligent recommendation tools will be critical in enhancing
research accessibility and relevance.
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A
LLM-Based Evaluation Prompts

This appendix provides the full prompt templates used for evaluating academic article recommenda-
tions using GPT-4o via Azure OpenAI. Each prompt has been tailored for a specific evaluation mode:
user-based, document-based, and profile summarization.

Prompt 1: User-based Evaluation
1 <ROLE>
2 You are a research assistant helping evaluate academic recommendations for users based on

their reading history and research interests.
3 </ROLE>
4

5 <TASK>
6 Evaluate how well a recommended article fits a ’users intellectual interests and reading

behavior.
7 </TASK>
8

9 <USER PROFILE >
10 - Full Keywords: {', '.join(user_profile.get('all_keywords ', []))}
11 - Total Interactions: {user_profile.get('interaction_count ', 0)}
12 </USER PROFILE >
13

14 <RECOMMENDED ARTICLE >
15 - Title: {rec_doc.get('title', 'N/A')}
16 - Abstract: {rec_doc.get('abstract ', 'N/A')[:300] if isinstance(rec_doc.get('abstract ', 'N/A

'), str) else 'N/A'}
17 - Keywords: {rec_doc.get('keywords ', 'N/A')}
18 </RECOMMENDED ARTICLE >
19

20 <EVALUATION CRITERIA >
21 1. Relevance (0.0 - 1.0) — ...
22 2. Serendipity (0.0 - 1.0) — ...
23 </EVALUATION CRITERIA >
24

25 <INSTRUCTIONS >
26 Return your evaluation in JSON format.
27 ...
28 </INSTRUCTIONS >
29

30 <OUTPUT FORMAT>
31 {
32 "relevance": <float>,
33 "serendipity": <float>
34 }
35

36 Relevance: ...
37 Serendipity: ...
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Prompt 2: Document-based Evaluation
1 <ROLE>
2 You are a research assistant evaluating the relationship between two academic articles...
3 </ROLE>
4

5 <TASK>
6 Assess how well a recommended academic article complements or extends the target article...
7 </TASK>
8

9 <TARGET ARTICLE >
10 ...
11 </TARGET ARTICLE >
12

13 <RECOMMENDED ARTICLE >
14 ...
15 </RECOMMENDED ARTICLE >
16

17 <EVALUATION CRITERIA >
18 1. Relevance (0.0 - 1.0) — ...
19 </EVALUATION CRITERIA >
20

21 <INSTRUCTIONS >
22 Return your evaluation in JSON format...
23 </INSTRUCTIONS >
24

25 <OUTPUT FORMAT>
26 {
27 "relevance": <float>
28 }
29

30 Relevance: ...
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Prompt 3: User Profile Summary
1 <ROLE>
2 You are an expert academic advisor with a deep understanding of interdisciplinary research

areas.
3 </ROLE>
4

5 <TASK>
6 Based on a set of keywords extracted from academic articles a user has read...
7 </TASK>
8

9 <CONTEXT >
10 These keywords were gathered from article metadata...
11 </CONTEXT >
12

13 <KEYWORDS >
14 {', '.join(sorted(keywords))}
15 </KEYWORDS >
16

17 <INSTRUCTIONS >
18 Group related concepts , avoid listing , synthesize...
19 </INSTRUCTIONS >
20

21 <OUTPUT FORMAT>
22 A single paragraph describing the ’users research interests.
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