
 
 

Delft University of Technology

Distributed Radar-based Human Activity Recognition using Vision Transformer and CNNs

Zhao, Yubin; Guendel, Ronny Gerhard ; Yarovoy, Alexander; Fioranelli, Francesco

DOI
10.23919/EuRAD50154.2022.9784575
Publication date
2022
Document Version
Final published version
Published in
Proceedings of the 18th European Radar Conference

Citation (APA)
Zhao, Y., Guendel, R. G., Yarovoy, A., & Fioranelli, F. (2022). Distributed Radar-based Human Activity
Recognition using Vision Transformer and CNNs. In Proceedings of the 18th European Radar Conference
(pp. 301-304). IEEE. https://doi.org/10.23919/EuRAD50154.2022.9784575

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.23919/EuRAD50154.2022.9784575
https://doi.org/10.23919/EuRAD50154.2022.9784575


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Distributed Radar-based Human Activity
Recognition using Vision Transformer and CNNs
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Abstract — The feasibility of classifying human activities
measured by a distributed ultra-wideband (UWB) radar system
using Range-Doppler (RD) images as the input to classifiers
is investigated. Kinematic characteristics of different human
activities are expected to be captured in high-resolution
range-Doppler images measured by UWB radars. To construct
the dataset, 5 distributed monostatic Humatics P410 radars are
used to record 15 participants performing 9 activities in arbitrary
directions along a designated trajectory. For the first time a
convolution-free neural network based on the novel multi-head
attention mechanism (the Vision Transformer architecture) is
adopted as the classifier, attaining an accuracy of 76.5%. A
comparison between Vision Transformer and more conventional
CNN-based architectures, such as ResNet and AlexNet, is also
conducted. The robustness of Vision Transformer and the other
networks against unseen participants is also validated by testing
via Leave One Participant Out validation.

Keywords — Activities of Daily Living, Deep Learning,
Distributed Radar, Human Activity Recognition, Vision
Transformer.

I. INTRODUCTION

Human activity Recognition (HAR) is an important step
to solve the healthcare challenges brought by the ageing
population worldwide, as it enables contactless monitoring and
timely warning and potentially delivery of key medical service.
Numerous technologies have been proposed to address this
problem, predominantly through visual aids [1] or wearable
sensors [2]. Recent work, however, reveals that indoor radar is
seen as a powerful solution thanks to the inherent advantages
of functionality in any light condition, comfort for users, and
respect of privacy [3] compared with alternative approaches.
Initial approaches for radar-based HAR date back to the
work proposed by Kim and Ling [4] in 2009, which used
handcrafted features from human spectrograms and Support
Vector Machine classifiers. Driven by the development in
the field of ML (machine learning) and DL (deep learning),
radar-based HAR has seen a very significant growth in interest
and research work in recent years.

These can broadly be divided into three categories in terms
of the input radar data representations and classifiers:

• Handcrafted features as a latent space-like input to
supervised learning algorithms such as K-Nearest
Neighbor [5] and Support Vector Machine [6].

• 2D radar data representations treated as an image-like
input to Convolution Neural Networks (CNN) [7][8], or
arranged as a video-like input processed by CNN-RNN
(Recurrent Neural Network) [9].

• Representations that treat radar data as a temporal
sequence of samples processed by RNNs, for example
Bidirectional LSTM (Long-Short Term Memory) [10].

Based on literature, radar-based HAR can draw great
inspiration and methodologies from the research in image
(or video) classification, and even use images and videos
as a suitable source of data to complement the (typically
limited) radar datasets via transfer learning [11]. Hence, there
is an interest in evaluating recent methods from the image
processing and computer vision community for radar-based
recognition problems.

An example of this can be the Vision Transformer (ViT)
architecture, which is routinely used in natural language
processing tasks and increasingly also in image processing.
ViT [12] abandons the conventional convolutional layers
used in CNN, and instead adopts attention mechanisms.
Experiments on optical image classification tasks indicate
that ViT can achieve state-of-art performance for mainstream
classification datasets, such as ImageNet. Furthermore, ViT
exhibits promising transferable capabilities, i.e. it can obtain
excellent results when pre-trained at sufficient scale and
transferred to tasks with fewer data points [12].

In this paper, initial results are presented on the
investigation of ViT for radar-based HAR tasks. To the best of
our knowledge, these are among the first results applying ViT
to radar data of human activities and comparing the results to
more conventional CNNs such as ResNet and Alexnet. While
not outperforming the CNNs, ViT provides promising results
in the order of 76 % on a 9-class problem.

The rest of this paper is organised as follows. Section-II
presents the data collection and experimental dataset.
Section-III briefly explains the working mechanism of ViT, and
the experimental results are presented in Section-IV. Section-V
finally concludes the paper.

II. EXPERIMENTAL SETUP AND DATASET DESCRIPTION

A distributed system consisting of 5
simultaneously-recording monostatic Humatics P410 pulsed
radars is used, with the radars equally spaced on a semi-circle
with radius 4.38m (see [13]). The radars are placed with a
height of approximately 1m above ground to ensure the total
illumination of human body within the measuring space. The
bandwidth of the radar is 2.2GHz, with Pulse Repetition
Interval (PRI) of 8.2ms, providing an unambiguous Doppler
interval of ±122Hz.
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To simulate Activities of Daily Living, nine different
activities (i.e., classes) are included in the dataset, namely: 1)
Walking, 2) Standing stationary, 3) Sitting down, 4) Standing
up from sitting, 5) Bending from sitting, 6) Bending from
standing, 7) Falling from walking, 8) Standing up after falling,
and 9) Falling from standing while stationary. These activities
were performed in arbitrary directions with respect to the line
of sight of the radar sensors.

Additional details on the dataset used in this paper include:
• Overall 15 volunteers participated in the experiment

(11 more than the dataset used for the initial results
presented in [13]).

• Training data consist of 120s-long measurements
where the participants performed a continuous, repeated
combination of only two or three activities.

• Testing data are different 120s-long sequences where
each participant performed a continuous, therefore more
realistic, sequence of all 9 activities without repetitions.

• Each data segment used to generate Range-Doppler
(RD) images has 200 slow-time bins (1.64s). The
window to calculate the next RD is moved by 100
slow-time bins (0.82s). The duration and step of
the window are chosen via empirical verification to
maximise the classification accuracy.

• Overall, there are 143,285 RD images included in the
dataset. Not surprisingly, the dataset is imbalanced with
the major class (walking) being about 43.7 %, whereas
the smallest class (falling from walking) only 0.7 %.

III. VISION TRANSFORMER DESCRIPTION

ViT was originally inspired by a breakthrough in natural
language processing. In that work [14] the encoder-decoder
structure was utilised to construct the so-called Transformer
architecture, and more importantly, a multi-head attention
mechanism was introduced to relate different positions of a
sequence (shown in Fig. 1). The Multi-head Attention layer
consists of multiple Dot-Product Attention layers running in
parallel, where each Dot-Product Attention layer computes the
relations between the input with itself and other positions, and
the output probabilities of each Dot-product attention layer
are added as the final output vector. Theoretically, in this
way, the output/prediction of every single input might pay
attention to multiple positions within the sequence. Moreover,
it was experimentally proved that multi-head attention layer
was better at capturing global dependencies between input and
output [14].

ViT [12] inherits the encoder structure of the Transformer
[14] to perform image classification. ViT is implemented by
transforming one input image into multiple equal-size patches,
flattening them into a sequence (analog to a sentence as in
natural language processing), and feeding them into the hidden
layers through a linear projection layer as shown in Fig. 2,
where the structure of hidden layers is identical to Fig. 1.

The ViT used in this paper consists of 8 parallel
Dot-product attention layers per multi-head attention layer; the
input RD image size and patch size are 224x224 and 16x16,

respectively. The rationale of using ViT for radar-based HAR
lies in its capability to capture global spatial relationships
within each RD image. The performances obtained by the ViT
are also compared to AlexNet [15] and ResNet [16].

Fig. 1. Visualization of the encoder of Transformer architecture (left); and
multi-head attention layer (right).

Fig. 2. Model overview of Vision Transformer, ViT

IV. CLASSIFICATION APPROACHES AND RESULTS

This section describes the classification approach and the
main results obtained using ViT, ResNet and AlexNet.

A. Classification Approach and Results

All classifiers are trained for 50 epochs with an early stop
function, and validated by 5-fold cross validation. Up-sampling
the dataset is employed to tackle the problem of imbalanced
dataset, as it effectively makes use of all collected data. Grid
search on the hyperparameter learning rate is firstly applied
as a means to optimize the classification performance. With
the optimized learning rate selected, results with data from
only 1 node out of 5 are compared with those obtained by
combining data from all 5 radar nodes. Furthermore, results
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Table 1. Validation results of ViT classifier in comparison with classic CNNs. Datasets include: Dataset-1: data from 15 participants and 5 radar nodes; Dataset-2
to Dataset-6: data from 15 participants from only node-1 to -5 respectively; Dataset-7: randomly selected 20 % of Dataset-1 (hence, the size of Dataset-2 to
-7 are approximately the same). Networks include: ViT: random initialization; ResNet-1: random initialization; ResNet-2: pre-trained on ImageNet; AlexNet-1:
random initialization; AlexNet-2: pre-trained on ImageNet. The optimized learning rates are 5 · 10−4 for ViT, ResNet-1 and AlexNet-1, 5 · 10−5 for ResNet-2,
and 1 · 10−4 for AlexNet-2.

Train Data Learning Rate ViT ResNet-1 ResNet-2 AlexNet-1 AlexNet-2

Dataset-1
5 · 10−4 76.5 % 83.1 % 82.1 % 82.6 % 78.5 %
1 · 10−4 75.7 % 77.1 % 83.7 % 80.1 % 80.3 %
5 · 10−5 67.4 % 74.1 % 84.1 % 81.3 % 77.3 %

Dataset-2 optimized 72.5 % 76.2 % 71.5 % 71.3 % 70.0 %
Dataset-3 optimized 72.8 % 81.3 % 75.1 % 72.6 % 75.1 %
Dataset-4 optimized 74.9 % 67.7 % 78.2 % 77.1 % 76.4 %
Dataset-5 optimized 71.4 % 78.8 % 75.1 % 72.1 % 73.7 %
Dataset-6 optimized 71.1 % 79.2 % 75.7 % 73.8 % 74.4 %
Dataset-7 optimized 54.8 % 53.4 % 65.6 % 60.5 % 63.3 %

Fig. 3. Leave-one-participant-out test accuracy, evaluated using classifiers with optimized learning rate.

are also generated using Leave One Participant Out validation,
i.e. training on 1st to 14th participants and testing on the
15th, and repeating this process for each participant followed
by calculating the average and the standard deviation of the
results. This is done to analyze the robustness of performances
across different participants, and the similarity amongst their
movements, as shown in Table 1.

1) Learning Rate Hyperparameter

Through the grid search on learning rates, it is established
that this hyperparameter plays an important role in the
classification performance despite what classifier is applied.
Moreover, the optimal learning rate may vary from a network
architecture to another as can be seen in Table 1.

2) Data Fusion of Multiple Radars

Data fusion is implicitly performed by using data from all
the 5 radar nodes together as the input to the same network
(here labelled as Dataset-1 in Table 1). Using the optimized
learning rate, the impact of data fusion is examined comparing
the results with those obtained with only one single node,
labelled as Dataset 2-6. From this comparison, it would appear
that for a given classifier the combination of data from 5 nodes
provides a boost in classification performance thanks to the
larger amount of data used for training the network. To assess
the effect of amount of data and its spatial diversity from
different radar nodes, another dataset (named as Dataset 7)
is generated by selecting 20 % of Dataset 1. Fig. 4 shows the
accuracy for different networks as a function of the number of

Fig. 4. Accuracy convergence of classifiers using sequential forward selection
of radar nodes.

nodes providing data for training and validation. Increasing the
number of nodes and the amount of data is beneficial for all
networks. Conventional CNNs appear to outperform the ViT
in this case.

3) Transfer Learning from ImageNet

Transfer learning from optical images, such as those from
ImageNet, has been often used as a technique to improve
performances for radar-based classification tasks where the
size of the radar dataset is too small for proper training of
the networks [11], [17]. Here pre-training is also used for
the CNNs (ResNet-2 and AlexNet-2 in Table 1). However,
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this yielded little improvement compared to the networks
trained with radar data from scratch, which may be due to
the lack of similarity between optical images and RD images.
Transfer learning from optical data on the ViT did not yield
improvements, but this aspect deserves further investigation
(for example using speech data rather than images [18]).

4) Test via Leave One Participant Out

The results obtained with Leave One Participant Out
validation are presented in Fig. 3 for each individual
participant, along with the mean and standard deviation across
participants. The results appear comparable across all the
participants. In this case the CNNs provide higher results
(approximately +10 %) compared to ViT, which appears to
suggest better capabilities to generalise to unseen individuals.

5) Test on Continuous Activities

The classifiers yielding the best results on Dataset-1 and
with optimised learning rate (see blue shading in Table 1)
are tested on the sequences of continuous activities from
all 15 participants, collected as described in section II. The
accuracy for ViT, ResNet-2 and AlexNet-1 are 45.3 %, 49.6 %
and 47.3 %, respectively. This drop in accuracy is thought
to be related to the difference in kinematic patterns, and
hence in resulting RD plots, between the training sequences
(containing repetitions of only 2-3 activities) and the testing
ones (containing all activities in a more realistic fashion).

V. CONCLUSION

This paper has described initial classification results of
using ViT classifier for HAR based on distributed radar data.
An experimental dataset with 143,285 RD images collected
from 15 participants and 5 UWB radar nodes was used to
investigate the performance of ViT in comparison to more
conventional CNNs such as ResNet and AlexNet.

These initial results show the significance of tuning key
hyperparameters such as the learning rate, and the advantage of
multiple radars’ data fusion as the input to the networks. This
”data fusion” capitalises on a larger amount of data to train the
networks as well as exploit the spatial diversity of the same
actions being seen by multiple radar simultaneously. Further
tests on more realistic sequences of continuous activities
showed a considerable drop of accuracy, implying that there is
a gap in kinematic similarity between simpler measurements
used as training sequences (with only 2-3 activities repeated
several times) and realistic sequences of activities.

While ViT yielded initial results below those provided
by conventional CNNs, directions for improvements can be
considered for future work. These include getting to work
transfer learning approaches with ViT, as well as an additional
optimisation of the architecture of the ViT itself to fit the radar
data and their specific characteristics.
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