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Abstract
This research experiment aimed to investigate the
level of trust placed in an AI negotiation assistant
paired with a truthful explanation of their negotia-
tion strategy versus an opposite explanation within
the Pocket Negotiator platform. A between-user
study involving 30 participants was conducted to
assess participants’ trust perceptions based on the
presentation of different explanations about the ne-
gotiation assistant. After receiving an explanation
of the negotiation strategy used by the assistant,
participants went through a bilateral negotiation on
the Pocket Negotiator platform against a robot after
which they completed a questionnaire to evaluate
their trust in the assistant. The results were insignif-
icant (p > 0.05) and therefore no conclusion could
be drawn about the difference in the participants’
trust in the assistant with a truthful explanation and
the assistant with an opposite explanation.

1 Introduction
Collaborative Artificial Intelligence (CAI) has become in-

creasingly popular in recent years, enabling humans and ma-
chines to work together to achieve common goals. One area
of collaborative AI is negotiation agents, which are designed
to facilitate negotiations between humans by providing intel-
ligent support in various aspects of the negotiation process
[11]. This research considers a task allocation setting where
people will negotiate about the tasks they want to do. The
problem of task allocation in team settings is well-known,
and previous research has explored methods for automatic
allocation and negotiation among team members [4]. Other
research has also focused on developing negotiation agents
which use different negotiation styles and investigating trust
in negotiation agents [13]. However, little research has been
conducted to explore the impact of the way a negotiation
agent presents itself on human trust. One of the factors driv-
ing the outcome of negotiations is the negotiation style [12].
There is no one-size-fits-all negotiation style since each indi-
vidual is different. Therefore, this research can be helpful to
discover what negotiation styles humans prefer.

In this research, we will use a Pocket Negotiator [10]
which is an environment in which negotiations can take
place. This study aims to provide a written explanation of
the negotiation strategy used by the negotiation assistant and
assess the level of trust that humans place in the tool after
using it. This research aims to answer the following question:

What is the effect of an agent using a truthful ex-
planation of their hardliner negotiation style versus
an opposite explanation on how much humans trust
the agent to negotiate for them?

Section 2 explores other work that is related to this field of re-
search. Section 3 explains the methodology of this research.
Section 4 contains the results of this research. In section 5
ethics and values that were considered during the research

are discussed. In section 6 the results, limitations, and future
work are discussed and lastly, in section 7 there is the conclu-
sion of this paper.

2 Related work
This section is intended to provide an overview of the work

related to this research.

2.1 Definition of trust
Trust is a broad concept and can be interpreted in many

different ways. It is a fundamental aspect of human relation-
ships and interactions. Trust between humans and artificial
intelligence agents [17] is no different. To measure trust we
must first define what trust is. There are many definitions of
trust and one of which is the ABI model which defines trust as
a sum of ability, benevolence, and integrity [14]. Trust could
also have a multidimensional structure where it has four dis-
tinct dimensions: capable, ethical, sincere, and reliable as de-
fined by Ullman and Malle [17].

In this research, we use the definition of trust from Co-
hour and Forzy: ”Trust (and distrust) are defined as a senti-
ment resulting from knowledge, beliefs, emotions and other
aspects of experience, generating positive or negative expec-
tations concerning the reactions of a system and the interac-
tion with it.” [6]. The reason for using this definition is that
we will also be using the questionnaire on trust from Hofman
et al. [7] that uses the Cohour-Forzy scale which is paired
with this definition of trust.

2.2 Explainable Artificial Intelligence (XAI)
In this research, we are dealing with interactions between

humans and artificial intelligence. For humans to understand
how to interact with the AI program, we have to provide a
sufficient description of the workings of the AI.

Explainable Artificial Intelligence aims to address the is-
sue of ”black box” AI systems, where the inner workings
and decision-making processes are complex and opaque. XAI
systems have to be able to inform the users of their decision-
making process [7].

2.3 Influence of explanations on trust
When individuals interact with other individuals, they form

expectations from the experience they have with other indi-
viduals and develop trust based on the other individual’s com-
munication and behavior over time [5]. If the AI assistant
claims to adopt a hardliner negotiation style but presents an
explanation that is inconsistent with that style, it may raise
doubts about the assistant’s integrity and reliability. In such
cases, individuals may perceive the assistant as untruthful or
unreliable, leading to decreased trust.

Furthermore, trust is closely linked to predictability and
reliability [6]. If the assistant’s explanation is contrary to its
actual negotiation style, it may create confusion and uncer-
tainty about the assistant’s intentions and actions. This dis-
crepancy between the assistant’s stated approach and its ob-
served behavior can erode trust, as individuals may feel that
they cannot rely on the assistant to negotiate effectively on
their behalf. The negotiation assistant might be viewed as



”broken” since the participant could see this as the AI mak-
ing a mistake. This also influences the user’s trust in the sys-
tem [16, 18].

2.4 Negotiation strategies
In a negotiation, one can utilize different systematic ap-

proaches to achieve their desired goals and objectives. This is
called a negotiation strategy. A popular strategy people tend
to use, is to mirror the opponent’s behavior [6] and this strat-
egy has also been successfully implemented as a strategy in
negotiation agents [3].

In this section, the time-dependent strategy [2], hardliner,
that is used in this research will be explained.

Hardliner
The term ”hardliner negotiation strategy” refers to a style

of negotiation characterized by an unwillingness to make con-
cessions. In this case, the AI negotiation assistant uses a hard-
liner negotiation strategy, which means that it will not make
any concessions at all during the negotiation.

3 Methodology
3.1 Hypothesis

The hypothesis of this study posits that humans will
trust the AI assistant less when presented with an opposite
explanation compared to when presented with a truthful
explanation. In other words, if an assistant employing a
hardliner negotiation style provides an explanation that
contradicts its actual style, the level of trust and reliance
placed on the assistant by humans will be lower than when
the assistant provides a truthful explanation.

Humans will trust the agent using an opposite ex-
planation of its hardliner negotiation style less than
the agent using a truthful explanation of its hard-
liner negotiation style.

This hypothesis is based on the definition of trust which was
given in section 2.1. Therefore, based on these premises, it
is hypothesized that humans will trust the assistant less when
presented with an opposite explanation of the assistant’s hard-
liner negotiation style, compared to when presented with a
truthful explanation. This research aims to investigate and
provide empirical evidence to support or refute this hypoth-
esis, shedding light on the dynamics of trust in collaborative
artificial intelligence settings.

3.2 Participants
For this between-subject study, thirty participants (5 fe-

male and 25 male) with a technical background have been
recruited. Half of them have utilized the negotiation assis-
tant which employs the hardliner negotiation strategy paired
with a truthful explanation of the assistant. The other half
utilized the same assistant, but they were shown the oppo-
site explanation of the assistant. Participants were recruited
by leveraging my personal network and directly contacting
potential participants who fit the target group. Interested in-
dividuals were provided with information about the study’s

purpose and requirements. Prior to participation, each partic-
ipant had to complete a consent form, acknowledging their
voluntary involvement and understanding of the study’s ob-
jectives.

3.3 Materials
Pocket Negotiator

The Pocket Negotiator is a versatile platform designed to
facilitate negotiations between users. Users can engage in
interactive and dynamic negotiations, where they will also
receive assistance from an AI negotiation assistant. The AI
negotiation assistant’s negotiation strategy can be changed on
this platform, the domain and issues can be defined and users
can indicate their own preferences and rank the importance
of each issue. During the experiment, the participants will be
negotiating against a robot opponent.

Explanation
In this research, there are two explanations for the negotia-

tion strategy: a truthful explanation and an opposite one. Half
of the participants will read the truthful one and the other half
will read the opposite one.

An explanation is vital for the participant to know what to
expect from the negotiation assistant. It should answer ques-
tions such as ”How does it work?”, ”What does it do?” and
”Why does it do that?” [8]. The explanation that was de-
signed for this research has been created with the objective to
answer these questions. This section will elaborate on what
exactly is a ”truthful” or ”opposite” explanation.

Truthful explanation
A truthful explanation refers to a scenario where the

information presented to the user accurately describes the ne-
gotiation strategy employed by the AI negotiation assistant.
In this case, a truthful explanation is an explanation of the
hardliner negotiation strategy. The truthful explanation looks
as follows:

”You shall be assisted by a negotiation agent in the fol-
lowing negotiation session. In the process of evaluating,
the agent shall take your preferences into consideration, and
based on that it shall evaluate bids to and from the oppos-
ing party. This agent will not settle for anything less than the
values, preferences, and objectives indicated by the user. The
goal is to hold a dominant position in the negotiation in order
to obtain maximum benefits from the negotiation.”

Opposite explanation
An opposite explanation refers to a scenario where the

information presented to the user describes the exact opposite
of what the negotiation strategy employed by the AI negotia-
tion assistant does. In this research, an opposite explanation
is the explanation of a conceder negotiation strategy. The
opposite explanation looks as follows:

”You shall be assisted by a negotiation agent in the fol-
lowing negotiation session. In the process of evaluating,
the agent shall take your preferences into consideration, and
based on that it shall evaluate bids to and from the opposing



party. The agent would propose bids that will be progres-
sively more favorable to the other party over time until the
end of the negotiation. The goal is to find a mutually satisfac-
tory outcome, even if it means accepting less favorable terms
than initially desired.”

Demographics questionnaire
A demographics questionnaire has been created to cap-

ture relevant background factors that could influence the par-
ticipant’s trust in the negotiation assistant. This question-
naire contains questions about gender, age, educational back-
ground, and general willingness to trust AI. It can be found in
Appendix A.

Trust questionnaire
The questionnaire used in this research which measures

trust was taken from another study, namely from Hoffman
et al. [7]. This questionnaire aims to assess whether the
XAI system is predictable, reliable, efficient, and believable.
There are eight questions that utilize a 5-point Likert scale.
We can assume that the questionnaire is reliable because as
stated by Hoffman [7], the majority of the items in the ques-
tionnaire overlap with the items in the Jian et al. [9] scale and
they are shown empirically to be highly reliable.

3.4 Pilot experiment
Before deciding on a fixed procedure for the participants,

a pilot study was carried out to assess the feasibility and suit-
ability of the experimental setup. The pilot involved eight
participants who interacted with the Pocket Negotiator plat-
form.

No technical difficulties have been encountered during the
pilot. However, participants expressed confusion regarding
the domain, issue, and party names. We also noticed that the
participants were not focusing on the AI assistant during the
negotiation sessions. To fix this, we made sure to empha-
size the use of an AI assistant during the demonstration of the
Pocket Negotiator.

The pilot study served as a valuable testing ground for the
research experiment, allowing for necessary adjustments and
improvements to be made. The modifications implemented
based on pilot feedback aimed to enhance the overall partic-
ipant experience, streamline the data collection process, and
ensure the validity and reliability of the main experiment’s
results.

3.5 Procedure
This section outlines the procedure that every participant

follows in this study. In this between-subject study, we aimed
at assessing the level of trust humans place in the AI negoti-
ation assistant after using the assistant within the Pocket Ne-
gotiator platform. The study included the administration of a
trust assessment questionnaire consisting of eight questions,
each utilizing a 5-point Likert scale.

The study was done entirely online. The participant was
asked to take control of the researcher’s screen via Zoom. An
online experiment had been chosen, so the experiment was
more uniform amongst all participants.

Participants are first asked to read the informed consent.
Upon obtaining informed consent from the participant, they

were asked to complete a questionnaire that gathered demo-
graphic information and assessed their prior experience with
negotiations.

Participants then received an introduction to the Pocket Ne-
gotiator platform, which included a demonstration of its fea-
tures and functionalities.

Firstly, they were informed of the scenario the negotiation
was going to take place. It was a scenario where they and their
opponent were supposed to bake a pizza where they had to di-
vide the tasks of baking a pizza and the amount of pizza they
were going to eat per person. Furthermore, they were guided
through the platform to ensure familiarity with its interface,
navigation, and usage. The use of the negotiation assistant
was also emphasized to them. On the Pocket Negotiator plat-
form, the participants were told that they could follow the as-
sistant’s advice if they wanted to, but they could also deviate
from the advice. The negotiation scenarios involved biddings
against and with a robot opponent, where participants could
utilize assistance from the AI negotiation assistant.

After this demonstration, the participants were provided an
explanation for the agent and they played through the nego-
tiation against a robot opponent. The number of negotiation
rounds varied depending on the complexity of the negotiation
task but was limited to a predetermined maximum of twenty
rounds. Throughout the sessions, participants interacted with
the AI negotiation assistant, received its suggestions and rec-
ommendations, and incorporated them into their negotiation
strategies if they wanted to.

Following the negotiation sessions, participants were pre-
sented with a trust assessment questionnaire consisting of
eight questions. Each question employed a 5-point Likert
scale, ranging from 1 (strongly disagree) to 5 (strongly agree).
The questionnaire aimed to measure participants’ trust levels
in the AI negotiation assistant based on dimensions such as
reliability, efficiency, believability, and predictability.

By implementing this methodology, the study sought to eval-
uate the trust that humans place in the AI negotiation assistant
after reading the assistant’s explanation and following their
engagement with the Pocket Negotiator platform. The find-
ings would provide insights into the trust of AI negotiation
assistants and are reported in section 4.

4 Results
In this section, the findings derived from the experiment

will be presented. To decide which method to use to ana-
lyze the data, we first check if the data is normally distributed
using the Shapiro-Wilk test because the Shapiro-Wilk test is
appropriate for small sample sizes (N < 50) [15]. The re-
sults from the Shapiro-Wilk test can be seen in table 1. Ac-
cording to these results (p > 0.05 for both explanations), the
data is normally distributed. Means between two independent
groups are compared, therefore an unpaired T-test is applied,
comparing the mean scores of the opposite and truthful ex-
planation using the hardliner strategy samples.

The mean trust score for the opposite sample was found to
be 23.73 (SD = 4.28). The mean trust score for the truthful
sample was 26.20 (SD = 4.36).



Explanation style P-value W
Truthful 0.3095 0.9337
Opposite 0.1083 0.9037

Table 1: P-value and W from the Shapiro-Wilk test

A boxplot to visualize the data with the data points can be
found in figure 1.

The unpaired t-test revealed that the difference in mean
scores between the opposite and truthful samples was not sta-
tistically significant (p = 0.129).

Figure 1: Boxplot of the mean (dotted line) of the trust on the oppo-
site and truthful explanations

5 Responsible Research
In conducting the present research, several measures were

taken to ensure responsible research practices and uphold eth-
ical considerations. This section outlines the key aspects of
responsible research that were incorporated into the study.

The research study adhered to ethical guidelines and prin-
ciples to protect the rights and welfare of the participants in-
volved. The research protocol was reviewed and approved
by TU Delft HREC 1 to ensure compliance with ethical stan-
dards. Prior to participating in the study, all participants were
provided with a consent form that detailed the purpose, pro-
cedures, risks, and benefits of the research. They were in-
formed about their rights as participants, including the right
to withdraw from the study at any time without consequence.

1Human Research Ethics Committee at Delft University of Tech-
nology. Responsible for reviewing and approving research projects
involving human participants.

Only those participants who provided informed consent were
included in the study. Participants’ personal information and
responses were treated with the utmost confidentiality. All
data collected during the research process were anonymized
and stored securely. The data were accessible only to the re-
search team and were used solely for the purposes of analysis
and reporting. We have made use of Microsoft Forms to col-
lect the answers for the questionnaire which is approved by
TU Delft.

6 Discussion
The study aimed to examine the differences between the

opposite and truthful explanations of negotiation strategies
and their impact on participants’ perceptions. The results of
the unpaired T-test indicate that no conclusion can be drawn
from the difference in the mean scores between the opposite
and truthful samples. Therefore, we did not find evidence that
would support our hypothesis.

Humans will trust the agent using an opposite ex-
planation of its hardliner negotiation style less than
the agent using a truthful explanation of its hard-
liner negotiation style.

6.1 Limitations
The lack of statistical significance in the mean score dif-

ference could be attributed to various factors. One possibil-
ity is that the sample size was relatively small, which may
have limited the power to detect subtle differences between
the strategies.

Another factor that could be affecting trust is that the assis-
tant uses a hardliner strategy, and the participants might dis-
like taking a hardliner approach in general when going into a
negotiation because the hardliner strategy does not take into
account the needs of the other party and it only wants the best
outcome for the user. However, negotiation is taking place
because the parties have a common interest, so a preferable
strategy could be one that incorporates the needs of the other
party as well [1].

Finally, the user might also have preconceived notions
against or about AI. These might also have an impact on the
trust levels of the participant in our negotiation assistant.

6.2 Future work
Improvements could be made in our experimental design.

For instance, the sample size (N=30) is relatively small. Fu-
ture studies with larger sample sizes could provide more con-
clusive evidence. With larger sample sizes we need more
time. Future studies could also take a longer time span in
order to gather more data.

Instead of a hardliner negotiation strategy and a conceder
negotiation strategy, we could also explore other negotiation
strategies and see if those are more trusted by people.

Furthermore, as discussed in section 6, the trust levels
could also be influenced by biases that users have against AI
in general. A questionnaire that measures the propensity to
trust AI could be used to assess this bias.



7 Conclusion
In this paper, we have investigated the impact of an op-

posite and truthful explanation of an AI negotiation assis-
tant utilizing a hardliner negotiation strategy on participants’
trust. We conducted a between-user study utilizing a Likert
scale to assess participants’ trust in the AI negotiation assis-
tant and performed statistical analyses, including the Shapiro-
Wilk test to determine if the data is normally distributed and
the unpaired t-test to examine differences in trust between the
explanations of the assistant’s negotiation strategy. Addition-
ally, we formulated a hypothesis regarding participants’ trust
in the negotiation assistant based on the type of explanation
provided.

In conclusion, this research has found no evidence of a cor-
relation between the trust people have in an AI negotiation
assistant using an opposite or truthful explanation of its ne-
gotiation strategy. These findings provide important insights
into negotiation strategy selection and trust formation, high-
lighting the need for further research to explore other factors
that may impact negotiation outcomes and trust dynamics in
human-assistant interactions. The findings contribute to the
development of negotiation assistant systems and have im-
plications for improving negotiation processes in various do-
mains.
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A Demographics questionnaire
Questions about confounding variable that can influence

the trust in negotiation agent.

1. What is your age group?
◦ 18-24
◦ 25-34
◦ 35-44
◦ >44
◦ prefer not to say



2. What is your gender?
◦ Male
◦ Female
◦ Non-binary
◦ prefer not to say

3. In which region did you grow up?
◦ Asia
◦ Europe
◦ Africa
◦ North-America
◦ South-America
◦ Oceania
◦ prefer not to say

4. What is the highest level of education that you have
completed?
◦ Middle school
◦ High school
◦ Bachelor
◦ Master
◦ Higher than the above
◦ Other
◦ prefer not to say

5. What is your field of study/work?
◦ Mathematics
◦ Computer Science
◦ Electrical Engineering
◦ Other
◦ prefer not to say

6. Do you have theoretical knowledge in negotiations?
◦ Yes
◦ No
◦ prefer not to say

7. Questions about negotiation skills

• I am a good negotiator
◦ Strongly disagree
◦ Disagree
◦ Neutral
◦ Agree
◦ Strongly agree

• I am an experienced negotiator
◦ Strongly disagree
◦ Disagree
◦ Neutral
◦ Agree
◦ Strongly agree

• I am always cooperative in negotiations
◦ Strongly disagree
◦ Disagree
◦ Neutral

◦ Agree
◦ Strongly agree

• I like tough competition
◦ Strongly disagree
◦ Disagree
◦ Neutral
◦ Agree
◦ Strongly agree

8. Have you used or seen Pocket Negotiator before the
experiment?
◦ Yes
◦ No
◦ prefer not to say

9. Question about your view on Artificial Intelligence (AI)

• I generally trust artificial intelligence (AI) to make
accurate and reliable decisions
◦ Strongly disagree
◦ Disagree
◦ Neutral
◦ Agree
◦ Strongly agree


	Introduction
	Related work
	Definition of trust
	Explainable Artificial Intelligence (XAI)
	Influence of explanations on trust
	Negotiation strategies
	Hardliner


	Methodology
	Hypothesis
	Participants
	Materials
	Pocket Negotiator
	Explanation
	Truthful explanation
	Opposite explanation
	Demographics questionnaire
	Trust questionnaire

	Pilot experiment
	Procedure

	Results
	Responsible Research
	Discussion
	Limitations
	Future work

	Conclusion
	Acknowledgments
	Demographics questionnaire

