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A Tutorial on Control-Oriented Modeling and Control of Wind Farms
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A.K. Scholbrock?, J.A. Frederik!, and J-W. van Wingerden1

Abstract— Wind turbines are often sited together in wind
farms as it is economically advantageous. However, the wake
inevitably created by every turbine will lead to a time-varying
interaction between the individual turbines. Common practice
in industry has been to control turbines individually and
ignore this interaction while optimizing the power and loads
of the individual turbines. However, turbines that are in a
wake experience reduced wind speed and increased turbulence,
leading to a reduced energy extraction and increased dynamic
mechanical loads on the turbine, respectively. Neglecting the
dynamic interaction between turbines in control will therefore
lead to suboptimal behaviour of the total wind farm. Therefore,
wind farm control has been receiving an increasing amount
of attention over the past years, with the focus on increasing
the total power production and reducing the dynamic loading
on the turbines. In this paper, wind farm control-oriented
modeling and control concepts are explained. In addition, recent
developments and literature are discussed and categorized. This
paper can serve as a source of background information and
provides many references regarding control-oriented modeling
and control of wind farms.

[. INTRODUCTION

Ever since the industrial revolution at the beginning of the
19 century, the worldwide energy demand has been grow-
ing. The main energy production techniques, using fossil-
fuel reserves (i.e., coal, oil, and gas), have consequences
on the environment and are finite. The International Energy
Agency’s annual report on energy, the World Energy Outlook
2014 [1], predicts fossil fuels to still account for 55% of the
total global energy production by 2040, quantifying the sig-
nificance of this problem for current and future generations.
Fortunately, renewable energy methods are on the rise, and
their share in energy generation is expected to grow from
21% in 2012 to 33% in 2040 [1]. Wind energy is a significant
source of renewable energy in several countries (e.g., in
Denmark, wind power produced the equivalent of 42.1% of
Denmark’s total electricity consumption in 2015 [2]).

Significant advances have been made in the area of wind
turbine control for many years (see, e.g., [3], [4], [5], [6]).
Placing wind turbines in farms, as in Fig. 1, resulted in
new control challenges researched in, e.g., [7], [8], [9]. Still,
many challenges remain in the field of wind turbines and
wind farms. A number of challenges arise from the complex
interactions between turbines in a wind farm. These interac-
tions often result in decreased power capture and accelerated
structural degradation of the turbine structures. The conse-
quence of accelerated structural degradation is the increase
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Fig. 1.
Picture taken from http://geminiwindpark.nl/foto-s.html.

Part of the Gemini offshore wind farm located in the Netherlands.

in maintenance costs, and furthermore it may exclude more
cost-efficient lightweight turbine designs. Both increased
power losses and structural degradation increase the overall
cost of wind energy. Currently, wind farm control typically
relies on greedy control, in which the turbine’s structural
loading and power production are optimized individually.
However, this often appears to be suboptimal for the overall
performance of the wind farm [10]. Current research on
wind farm control aims to provide plant-wide minimization
of the cost of energy while taking wake interactions into
account. The goal of this paper is to provide an overview of
current research on control-oriented modeling and control of
wind farms. This paper will discuss background theory of a
wind turbine, wakes, control-oriented modeling and control
of wind farms and recent developments therein.

This paper is, with respect to the literature overview pre-
sented in [11], focused on the corresponding flow control
problem and discusses recent wind farm research devel-
opments and field test experiments in more detail. It is
organized as follows. In Section II, a brief introduction
to wind and wind turbines will be given. At the end of
this section, the concept of a wake will be introduced. In
Section III, wind farm control objectives in terms of per-
formance indicators will be presented. Typically, controllers
are designed and evaluated according to these indicators. In
Section IV, control-oriented wind farm modeling will be
discussed. These models can be used for designing and/or
testing a controller. In Section V, control of wind farms will
be introduced and typical wind farm sensors and actuators
will be discussed. In Section VI, a categorization of wind
farm control strategies will be presented. In Section VII,
a number of field tests for model validation are briefly
discussed. In Section VIII, conclusions and an outlook will
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be provided.
II. WIND AND WIND TURBINES

This section briefly introduces wind energy and single wind
turbine control as it pertains to the challenge of larger wind
farm control. A more complete and detailed description can
be found in [12], [13], [14], [15]. This section will end by
introducing the concept of a wake and its essential character-
istics relevant for wind farm control-oriented modeling and
control.

A. WIND

Wind is the source of energy exploited by a wind turbine.
Wind flows are mainly caused by the Earth’s rotation and
thermal heating of the Earth’s surface by the sun, hence
wind is ubiquitous. However, its force is not everywhere
equivalent. The behavior of wind at a specific location and
for a certain time instant can be characterized by a direction
and magnitude. The process of energy extraction by turbine
rotors can better be understood by looking at the energy
extracted from the wind flowing through a thin disk (see
Fig. 2), with this disk being equivalent to the rotor swept
area.

Fig. 2. Flow with velocity U [m/s] through a rotor disk with rotor swept
area A [m?]. Figure adapted from [12].

From the continuity equation of fluid mechanics, the mass
flow of air is a function of air density p [kg/m?], surface
area A [m?], and flow velocity U [m/s]. Assuming the latter
is uniform across the rotor swept area, A, the mass flow of
air ‘L—';’ through a rotor disk is defined as

dm

— = pAU. 1
a P (D

The instantaneous kinetic power of the wind available at
surface A, P, [W], is calculated by
P = 1dm U2 = 1
Yo2d 2
Note that the power expression depends linearly on the rotor
disk area, A, (and thus rotor radius squared), and on the wind
velocity, U, cubed. This implies that relatively higher gains
in power generation can be achieved by placing turbines at
locations with high wind velocities.
However, a wind turbine cannot extract all this available
power from the wind, as the flow is required to still have
velocity behind the rotor. The theoretical limit for energy
extraction by a rotor is determined by the Betz limit [16].
This limit will be, i.a., discussed in the following section.

pAU>. (2)

B. WIND TURBINE

There are different types of vertical-axis and horizontal-axis
wind turbines. The most commonly produced and used wind
turbine is the upwind horizontal-axis wind turbine. One of its
advantages can be explained by the fact that the blades are
always facing fully into the wind, because incoming wind
does not have to pass the turbine tower first (in contrast to
downwind turbines) or other blades (in contrast to vertical-
axis turbines). A horizontal-axis wind turbine consists of a
rotor, most often with three rotor blades, that is attached
to the generator through a drivetrain. The generator and
drivetrain are housed in the nacelle, which is supported by a
tower. See Fig. 3 for a schematic representation of the main
wind turbine components.

nacelle

gearbox
generator torque (Tg)

generator

blade

tower

Fig. 3. Horizontal-axis wind turbine with labeled main components and
control variables. Figure adapted from [13].

The rotor blades convert the momentum of a wind field
passing the rotor plane into aerodynamic forces that drive the
rotor. The drivetrain transfers the aerodynamic torque from
the rotor to the generator shaft, either directly (direct drive)
or through a transmission (gearbox). The generator converts
rotational kinetic power into electrical power by generating a
reactive torque on the shaft. To control the power production
and forces (torques) on the wind turbine, a number of degrees
of freedom (control variables) are typically available:

« Blade pitch (8) - The rotor blades can rotate, with their
axis of rotation aligned with the blades, using hydraulic
actuators or servo pitch motors. Pitch control can be used
to influence the power capture (see, e.g., [17]) and the
loads (see, e.g., [18], [19], [20], [21]) experienced by the
wind turbine.

« Generator torque (7g) - The generator converts mechanical
power into electricity. Torque control is used to control the
power capture.

e Yaw (y) - The nacelle can rotate, with the axis of rotation
aligned with the tower, using a yaw motor. The yaw angle
is defined as the angle between the axial rotor axis and
the incoming wind direction. In single turbine control, yaw
control is often used to set the rotor plane perpendicular
to the incoming wind direction to increase the turbine’s
power capture.
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The control variables are shown in Fig. 3 with a number
of basic components of a wind turbine. With these control
variables we can optimize the performance of a single wind
turbine, such as produced power, P, and turbine loading.
An uncommon, and for now more scientifically interesting,
control variable is the tilt angle of a turbine. This is defined
as the difference of the wind angle of attack and the nacelle
angle, with respect to the horizontal plane. In current wind
turbines, this tilt angle is fixed.

A wind turbine exerts a force on the wind flowing through
the rotor. This thrust force represents the amount of energy
extracted from the flow and can be described by

1
F= cT<9,A,7>§pAU§o , 3)

with U, [m/s] as the free-stream wind velocity and
Cr(0,1,y) as the dimensionless thrust force coefficient,
which is a function of the tip-speed ratio, A, blade pitch,
0, and yaw angle, y. The tip-speed ratio is defined as the
ratio of the tangential speed at the blade tip to free-stream
wind velocity:

_WR
= U

A , 4
with R the rotor radius and w the rotor rotational speed.
The tip-speed ratio is directly influenced by the rotor speed,
which is influenced by the generator torque or by changing
the pitch angle to change the lift forces on the rotor blades.
The generator torque control loop is relatively fast because
the system is manipulated at the electrical level, though
changes in the rotor speed itself are not that fast due to
inertia, especially for large rotors. Although the blade pitch
control loop is slower than the torque loop, it is still relatively
fast because of powerful motors that typically can achieve
up to a 10 [deg/s] blade pitch rate for a utility-scale wind
turbine.

The power in the wind across a rotor was given in (2).
Although power production can be improved using control,
not all the power in the wind can be extracted by a wind
turbine. The wind power available for extraction by a turbine
is given by:

1
P= CP(Qa/]-,Y)ipAUSO , 4)

where Cp(6,1,y) < 1 is the dimensionless power coefficient
and the ratio of generated power by the wind turbine to the
available power in the wind (see (2) and (5)). There are many
models in literature that provide expressions for the thrust
and power coefficient. One popular way to get an expression
for the force and power coefficients is by exploiting the
momentum theory developed in the 19" century by W. J.
M. Rankine, A. G. Greenhill, and R. E. Froude. R. E. Froude,
D. W. Taylor, and S. Drzewiecki combined momentum
theory with blade element theory, which resulted in the blade
element model (BEM) for calculating the forces that a blade
exerts on a flow. When these forces are then converted into a
disk of distributed forces that model the rotor, this is referred
to as the actuator disk model (ADM). In [12], it is explained

that, by using momentum theory for an ideal rotor, the thrust
coefficient, Cr, and power coefficient, Cp, can be written as:

Cr(a,y) =4a(cos(y)—a), Cp(a,y)=4a(cos(y)—a)?, (6)

for 0 <a< % and the yaw angle, y. The parameter, a, is
called the axial induction factor of a wind turbine. It is the
ratio of the difference between U, and the wind velocity at
the rotor U, to U, and is defined as:

a= M (7)

UOO

The axial induction factor is thus a measure of the decrease in
wind velocity behind a wind turbine and provides a relatively
simple expression for coordinated control of wind turbines.
Note that this factor, or more precisely, U,, can be controlled
using the generator torque and blade pitch angle, but is also
influenced by the yaw angle.
It was already stated that even a perfect wind turbine
cannot fully capture all of the available power in the wind.
There is a theoretical maximum that can be extracted by
a turbine. This maximum can be obtained by calculating
the supremum of Cp(a,y), given in (6), among the axial
induction factor. It can be found that for any wind turbine,
the induction factor that results in the maximum power
extraction is a* = cos(y)/3, which translates to a theoretical
limit of Cp, = 16/27cos?(y), which is approximately 0.6
if v = 0. This theoretical maximum is called the Betz limit.
In a practical sense, the maximum power coefficient for
horizontal-axis wind turbines lies around 0.45 according
to [13]. The maximum force can be found in a similar
way: for a = 1/2, the wind exerts the maximum force on
the wind turbine. Note that empirical data published in [22]
revealed that the thrust coefficient expression given in (6)
is not accurate when a > 1/2. A possible correction based
on empirical data has been proposed in that paper. This
correction is based on the Glauert empirical relation between
the thrust coefficient and axial induction.
A more detailed representation of the rotor than the ADM is
the actuator line model (ALM), which represents each blade
individually in the flow, as a distribution of forces along a
rotating line.

Operating regions:

For single wind turbines, different operating regions can be
distinguished. Each region has its own control strategy and
is typically determined based on a generator speed feedback
signal. The ideal power curve for a variable pitch/speed wind
turbine is shown in Fig. 4. In addition, a wind power curve is
depicted and the ratio between this curve and the power curve
is defined by the power coefficient. The ideal power curve
exhibits three main regions with distinct control objectives.
In Region II, the control problem can be seen as a tracking
problem, whereas in Region III, the control problem can be
seen as a disturbance rejection problem.

C. WAKE

As a wind turbine extracts energy from the wind, it causes a
change in the wind flow downstream from the wind turbine.
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Fig. 4. Typical wind turbine power curve. Figure adapted from [15].

The altered flow is called the wake of a turbine. The wake
characteristics are space-, time-, and parameter-dependent.
A wake is space-dependent because, e.g., far downstream of
a turbine, it is different from the wake closer downstream
of the turbine. The wake is also time-dependent because the
operation of a wind turbine changes over time as well as the
surrounding flow. Finally, a wake is parameter-dependent,
as the external variables (such as temperature) influence the
behavior of the wake. It should be clear that studying and
modeling a wake is a broad research topic by itself and
ongoing [23], [24]. Models range from low to high fidelity,
where the latter describes the wake in more detail and tries to
capture more of its characteristics than the former. However,
this increase in precision will result in higher computational
costs. A more complete discussion on different wake models
is presented in Section IV.

Typical characteristics of a wake and its main causes are:

o Wind velocity deficit, as a result of the turbine’s energy
extraction.

e Increased turbulence intensity, as a result of i.a., the
turbine blade’s rotation.

e Wake recovery, which is the phenomenon that downwind
a wind turbine, i.a., the wind velocity recovers to the free-
stream velocity due to mixing.

« Wake meandering, which is a large-scale stochastic phe-
nomenon of a wake in which the entire wake structure will
show horizontal and vertical oscillations over time, rather
than maintaining a certain fixed position and shape [25],
[26].

o Wake expansion, which occurs with distance from the
turbine and can be explained using the law of mass
conservation and the assumption of flow incompressibility.
It can be shown that a decrease in velocity means a
proportional increase in the wake’s cross-sectional area
(see e.g., [14]).

o Wake deflection, which is the phenomenon that the com-
plete wake is diverging in the latitudinal direction from
the rotor center because of blade rotations [27] or the fact
that the rotor is not oriented perpendicular with respect to
the incoming wind, i.e., a yawed or tilted turbine.

o Wake skewing, as a result of veer [28].

« Vertical wind shear, which is the change of wake proper-
ties with height, typically an increase of wind speed with
height because of ground friction.

« A kidney-shaped wake, as a result of a yawed turbine [29].

Note that the external atmospheric properties also have a
critical impact on wakes and their propagation, and thus,
i.e., land-based and offshore wind turbines develop different
wakes. Fig. 5 illustrates a horizontal slice of the wake at
turbine hub height with y = 30°. The contour plot with
normalized velocities is obtained from wind tunnel data.

y=30°

z/D

Fig. 5. A time-averaged, stream-wise wind velocity contour plot at hub
height obtained from wind tunnel data. The center of the wake is shown in
filled magenta circles. Figure taken from [29].

Using momentum theory and assuming y = 0, a lower bound
on the wind velocity, U_, and a wind velocity at the rotor,
U,, can be estimated as

U =Uxs(1-2a), Ur=Usx(l-a). ®)
As stated before, it is through the wake that an upwind
turbine can influence the performance of downwind turbines.
The key objective of wind farm modeling and control is to
take these interactions into account and use control variables
to ensure a specific level of performance. One option is to
capture the nonlinear stochastic behavior in a mathematical
model and then use this model to design a controller that
guarantees a performance. The assumption is that, when
applying this controller to the real wind farm, equivalent
performance will be achieved as predicted by the model used
for controller design. This assumption is based on the validity
of the used model. In this approach lies one of the main
challenges in wind farm modeling and control: understanding
wake behavior and capturing the important dynamics of wake
interactions. An open question is: which wake dynamics
are important for a control-oriented wind farm model. A
subsequent challenge is controller design for the identified
model. Most standard controller synthesis methods known
in literature are based on linear state-space models. When
dealing with nonlinear and stochastic systems, control design
techniques are less available, and optimal performance can
(in these cases) not be ensured because of possible local
minima.
Another option is to find an optimal control policy following
a model-free approach. Both model-based and model-free ap-
proaches will be discussed later in this paper. In Section III,
an introduction to wind farms will be given. This paper will
then discuss control-oriented modeling and control of a wind
farm in Section IV and Section V, respectively.
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IT1I. WIND FARM: MOTIVATION AND
CHALLENGES

The previous section gave a brief introduction on wind
energy and single turbine control and ended by introducing
the concept of a wake. This was defined as the changed
downstream flow caused by a wind turbine (see Fig. 6) and
can result in interactions between wind turbines. It was stated
that wind farm control aims to take these interactions into
account while ensuring wind farm performance. This section
follows by discussing reasons why it is interesting to study
wind farms, and also the related challenges.

Fig. 6. Horns Rev offshore wind farm with, normally invisible, wakes.
Source: Christian Steiness. See also [30] for more information on the picture.

Placing turbines together has a number of benefits, which
are, i.a.:

« Reduced deployment costs of the turbines

o Reduced deployment costs of the electricity grid
o Reduced operation and maintenance costs

« Reduced land use and impact.

Especially in densely populated countries such as the Nether-
lands, deploying turbines individually is unfeasible, with
governments often investing in both land-based and offshore
wind farms. However, grouping turbines together in farms
also introduces a number of complications that often sig-
nificantly affect their performance. These complications can
impact downstream turbines as follows:

o Because of the wind velocity deficit in the wakes of up-
stream turbines, the downstream turbine will capture less
power than when operated in free-stream conditions [31],
[32].

e As a result of increased turbulence in the wake, fa-
tigue loads on the downstream turbine can increase (see,
e.g., [33], [34]), thereby shortening its lifetime in the
absence of control algorithms that take this turbulence
increase into account.

« In most cases, the center of the wake will not coincide with
the center of a downstream rotor. This can be caused by
wake meandering, deflection, and wind direction (mostly).
Because of this, there is more thrust on one side of
the rotor, leading to large cyclic variations as the blades

pass in and out of the wake [35], [36]. This imbalance
can contribute to an accelerated structural degradation of
waked turbines.

Wind farm control consists of finding control inputs using
measurements to increase the performance of a wind farm,
thus improving quality or minimizing the cost of wind en-
ergy. The latter can of course be carried out by increasing the
spacing between turbines, though this may have a negative
impact on the aforementioned advantages, such as reduced
deployment costs of the electricity grid. Also, obtaining the
required spacing is an increasing challenge as rotor sizes
grow with the newer turbines [37]. Next, the objectives
and corresponding challenges in wind farm control will be
discussed.

A. OBJECTIVES OF WIND FARM CONTROL

In this section, the two most common wind farm performance
indicators will be discussed. In general, the goal of wind
farm control is to minimize the cost of wind energy. This
can be translated into a number of technical objectives,
namely maximizing power production, minimizing structural
degradation, and active power control (APC). APC provides
grid services, such as frequency control and power reference
tracking, and its objective is to improve the quality of
wind energy. It will not be discussed in this paper, though
interested readers can find related information in [38], [39],
[40], [41], [42]. The power production and load performance
indicators will be discussed in this section.

Power production maximization:

Wind turbines extract momentum from the flow, which
results in the previously explained velocity deficit in the
wake. The amount of this deficit limits the power production
of downwind turbines, but can be controlled using the wind
farm control variables that will be discussed in Section V-
A. In [43], the authors show that, when considering a
perfectly aligned two-turbine case, the power loss of the
downwind turbine scales approximately linearly with the
spacing. Losses range from around 25% for radially aligned
turbines spaced 16 rotor diameters apart to 80% when the
aligned turbines are placed 4 rotor diameters apart. The study
in [44] reports a power production loss of 12%, averaged
over different wind directions, in an offshore wind farm as
a result of wake effects.

It is important to note that results like these are in general
obtained using a specific mathematical model trying to
capture the wake dynamics for specific atmospheric con-
ditions. Outcomes can differ according to the model and
method used. However, wake loss predictions have also been
measured in real wind farms. Wind farm control can mitigate
part of the wake losses, although given the variable nature of
a wake, it is still a point of research to quantify how much
wind farm control can reduce wake losses exactly.

Load minimization:

A wind turbine structure has been designed to withstand
steady loads several times larger than nominal loads [45],
and so it is necessary to study fatigue loading with respect

Authorized licensed use limited to: TU Delft Library. Downloaded on December 04,2020 at 14:05:03 UTC from IEEE Xplore. Restrictions apply.



to the lifetime of a wind turbine. In [46], it is stated that
modern wind turbines are fatigue-critical machines, i.e.,
the design of many of their components is dictated by
fatigue considerations. The authors in [47] also conclude that
mostly dynamic loads are responsible for fatigue and reduced
lifetime of wind turbines in wind farms. In these papers,
different loading models were used, hence it is important to
first investigate which type of loading occurs. The three most
important sources for the loading of an upwind horizontal-
axis wind turbine are [14]:

« Gravitational loading
« Inertial loading
e Aerodynamical loading.

The first type of loading is caused by the gravitational field
of the Earth and rotation of the blades. It is clear that a
blade rotating downward experiences different forces than a
blade rotating upward. It causes a sinusoidal loading on the
blades with a frequency corresponding to the rotor rotation
of once per revolution (1P). Inertial loading occurs when
the wind turbine changes the rotation speed. Certain parts
on the blades experience different changes that will result in
inertial loading. Another source is the centrifugal force acting
on the blades. Aerodynamical loading is caused by the flow
passing the wind turbine and varies in space and time. For
example, a wind field contains a velocity profile with a bigger
magnitude that is relatively high from the ground because of
shear effects, whereas the turbulent effects introduce time-
varying behaviour in a wind field. Also, according to [14],
the yaw (and tilt) angle of a wind turbine causes additional
aerodynamical periodical forces on a wind turbine. In a
wind farm, a wind field will also be perturbed by wind
turbines causing changes in a wind field as highlighted at
the end of Section II. Downwind turbines in a wind farm
can then experience a changing wind field over the rotor
that can introduce additional aerodynamical loading. Loading
can, in the end, lead to fatigue damage and breakdowns.
There are different measures of fatigue loading, such as
the rainflow counting, spectral, stochastic, and hysteresis
operator method. This paper does not cover these methods,
but the interested reader is referred to [48].

The purpose of single turbine control is to mitigate the effects
of gravitational, inertial, and aerodynamical loading. On a
wind farm control level, it is more important to focus on
the effects of the changed aerodynamical loading caused by
the upwind wind turbines in the farm. Damage equivalent
load (DEL) is a measure that is commonly used in literature
to quantify loading, and allows for direct quantitative com-
parisons of different loading types on the turbine structure.
DEL defines the equivalent fatigue damage caused by a load,
taking into account the fatigue properties of the material.

In this section, two wind farm performance indicators were
introduced. Wind farm control aims to optimize these indica-
tors. For synthesis and evaluation of controllers, wind farm
models are typically used. This will therefore be the topic of
the following section.

IV. CONTROL-ORIENTED WIND FARM
MODELING

The advancements in wind farm control have gone hand in
hand with advancements in wind farm modeling, as typically
modern control algorithms rely on an internal model. These
models are often simple and relatively computationally in-
expensive. We refer to these types of models as low fidelity
(possibly parametric) models. High fidelity simulation mod-
els are typically used to assess a controller’s performance as
the last step before being put to the test on an actual wind
farm. These models are more accurate, but also significantly
more computationally time consuming, and can therefore
not be employed for real-time control. Although wind farm
models are different, two main components can always be
distinguished:

e Turbine model: These models predict the interaction be-
tween the flow and the turbine structure. Additionally,
structural loads on the turbine given the incoming flow
field may be predicted, which can include extreme loading,
vibrational modes, and fatigue.

o Flow model: A model that predicts the flow properties in
a wake or of the total flow field in a wind farm.

A turbine model gets a flow field from a flow model as an

input, whereas the turbine loadings are inputs to a flow model

that indicates the unavoidable interconnection between the
two submodels. The two types are described next.

A. TURBINE MODEL

Wind turbine models describe the flow effect on the turbine
structure, including loading and vibrations. A flow field
serves as an input with which the turbine model evaluates
the resulting loading. Two models traditionally used for
estimating aerodynamic loading are the ADM and ALM,
both introduced in Section II. These models can predict
turbine flow interactions and provide estimations of the
turbine’s power capture and forces exerted on the flow. A
more elaborate turbine model is FAST [49], developed by the
National Renewable Energy Laboratory (NREL). It contains,
i.a., the ALM and takes into account, given an incoming flow
field, all of the three types of loading discussed in Section III-
A. DEL values can be determined and the lifetime of a
turbine can be assessed. Other turbine models exist, such as
HAWC [50], but will not be further discussed in this paper.
By using models such as these, accurate predictions can be
made on the (extreme and fatigue) forces, moments, and
vibrations of a turbine structure for given wind conditions.
Also, these models provide accurate predictions of power
capture of the turbine at given inflow conditions. It should
be clear that more advanced turbine models require relatively
more computation time. An overview of the components
generally present in such turbine models can be found
in [51].

B. FLOW MODEL

It was previously stated that the dynamical behaviour of a
wake (or more general, a flow) is governed by the three-
dimensional (3-D) unsteady Navier-Stokes equations. These
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equations are mathematically defined as a nonlinear infinite
dimensional system with equality constraint. Under boundary
conditions (inflow conditions) and forcing terms (the wind
turbines) typically used in a wind farm model, and without
making significant assumptions, no analytic solution has
been found yet for these equations. Hence, in such a case,
it is impossible to solve the governing equations directly.
Computational fluid dynamics (CFD) is a branch of fluid
mechanics that uses numerical analysis and algorithms to
solve and analyze this type of problem.

Spatial discretization is a method that is applied to obtain a
set of solvable equations. Because turbulence exists on many
different temporal and spatial scales in a wind farm, the most
accurate way to simulate turbulent flows is to directly solve
the obtained set of equations on a very dense grid, capturing
all eddy scales. This method is referred to as direct numerical
simulation (DNS). It is computationally expensive because,
after spatially discretizing, the dimensionality of the obtained
set of equations is huge as a result of the fact that every
cell in the wind farm has its own Navier-Stokes equations.
Large-eddy simulations (LES), on the other hand, resolve the
governing equations (after spatially or temporally filtering
the Navier-Stokes equations) on a coarser mesh (capturing
only the large-scale eddies), but can approximate the smaller-
scale eddies with subgrid models. Small-scale turbulence is
then calculated within each coarse cell using this subgrid
model. Most wind farm flow solvers that are considered as
high fidelity models employ this method.

Less computationally expensive models are also present
in literature. Most of these models consider a two-
dimensional (2-D) space to reduce the model complexity
and assume incompressibility of the flow, and only have
a simplified turbulence model to induce wake recovery. In
addition, parametric models exist that only estimate specific
characteristics of a wake, such as velocity deficit and wake
deflection. This paper will continue giving a brief overview
of some wind farm models that exist.

C. EXAMPLES

Wind farm models that use LES flow models include Simu-
lator fOr Wind Farm Applications (SOWFA) [52] and UTD
Wind Farm (UTDWEF) [53], a wind farm model developed
at UT Dallas, and SP-Wind (Leuven) [54], and PArallelized
LES Model (PALM) [55]. These 3-D, high fidelity flow
solvers contain, in general, sophisticated wind turbine models
and 10° or more states. The resulting computation time
can be on the order of days or weeks using distributed
computation. It should be clear that these types of models
are not useful for online control, wherein measurements
are fed into a controller that calculates optimal actuator
settings based on an internal model in real time. However,
these models can serve as analysis tools. The cost of doing
simulation experiments using these solvers is significantly
less than the cost of doing experiments on a real wind
farm. Moreover, simulation experiments can be done in
controlled atmospheric conditions, which is important for

one-to-one quantitative comparisons after, e.g., changing a
control policy.

The authors in [56], [57], [58] present more control-oriented
and relatively less computationally expensive wind farm
models based on the unsteady 2-D Navier-Stokes equations
following a LES approach. It is attempted to solve the set of
discretized equations governing the wake and wind turbines
directly, without model reduction nor any assumptions other
than incompressibility. The number of states in these models
can easily be 10° or more, which makes it challenging to
use them for controller design. A second challenge using
this approach is the choice of a (relatively simple) turbu-
lence model, which should be included to account for wake
recovery. In [58], the authors include a simplified mixing-
length turbulence model to create wake recovery behind a
turbine, whereas in [56], no turbulence model is included. In
these dynamic wind farm models, the turbines are modeled
using the ADM. The cost of solving these wind farm models
is relatively low because of the exploitation of sparsity and
structure in the system’s matrices.

Another approach is using simplified versions of the gov-
erning equations. For example, in the 2-D Ainslie [59] and
2-D dynamic wake meandering (DWM) model (also called
the Larsen model) [60], assumptions are made such that the
Navier-Stokes equations can be approximated with a thin
shear layer approximation that is less computationally ex-
pensive. Currently, NREL is developing FAST.Farm, which
extends the DWM model to include more control-relevant
dynamics [61]. WakeFarm (also referred to as Farmflow),
developed at Energy research Centre of the Netherlands
(ECN), simulates the wind turbine wakes by solving the
steady parabolized Navier-Stokes equations in perturbation
form in three dimensions [62], [63]. When applying time
averaging on the Navier-Stokes equations, the Reynolds
Averaged Navier-Stokes (RANS) equations can be obtained.
With this approach used in, e.g., [64], a time-averaged
(mean) flow is computed and the effects of turbulence
are implemented using the mixing-length hypothesis. The
computational cost for using RANS equations in a wind
farm model will also be computationally less expensive than
for high fidelity flow solvers. A combination is presented
in [65], in which the authors present a RANS wind farm
model for which model parameters are updated online using
the high fidelity flow solver UTDWF. The authors in [66]
present a, with wind tunnel experiment data validated, wind
farm model based on simplified RANS equations. The sim-
plification results in the approximate governing equations
upon which an inexpensive analytical model is built. A
completely different dynamic wind farm model is presented
in [67] where the Navier-Stokes equations are solved using a
semi-Lagrangian approach. The interested reader is referred
to [68], [69] for more background information on the Navier-
Stokes equations and its varieties.

One way to circumvent the complexity of wake modeling
is by using 2-D parametric models. The idea is to capture
only the most dominant wake characteristics. Most of these
parametric wake models estimate a steady-state situation for,
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ia., a given inflow direction. If the wind farm is large,
this inflow direction should then hold for the whole farm,
which can be an unrealistic assumption. Examples are the
Frandsen model [70], the model presented in [71], and
the Jensen Park model [72], [73], which predict a linearly
expanding wake with a velocity deficit that only depends
on the distance behind the rotor. Extending Jensen’s model
resulted in the parametric model called FLOw Redirection
and Induction in Steady-state (FLORIS) [74]. A dynamical
version named FLOw Redirection and Induction Dynamics
(FLORIDyn) of this is presented in [75] and a similar model
is SimWindFarm [76], wherein relatively simple dynamical
equations are used to estimate the velocity deficit in a
wake. Interestingly, recent findings have shown that these
simple parametric models, such as the Jensen model and
models based on the Jensen model like FLORIS, can in
some cases predict wake losses accurately, if uncertainty is
included in the calculation [77], [78], [79], [80]. Inclusion of
uncertainty in wake models, and evaluating controllers based
on uncertain wake models, is an active field of research.

Note that never all flow behaviour will be captured when
simulating a wind farm using a model, especially when
employing a 2-D model. For example, in the latter case,
the inflow from above and below is not taken into ac-
count, even though it influences wake properties. In addition,
the underlying assumption of infinitely tall turbines in 2-
D models that are based on the unsteady Navier-Stokes
equations results in flow speedup effects on the right and left
downwind the turbines. Interestingly, the model presented
in [81] includes information on the third dimension in the
2-D unsteady Navier-Stokes equations, effectively reducing
this undesired effect. However, for some specific cases, 2-D
wind farm models have been validated with high fidelity 3-D
models, which hints to the fact that the assumption could be
reasonable. It is the time-reducing property that makes 2-D
models attractive for wind farm control.

In addition to the above, the authors in [23], [82], [83], [84],
[85], [86] provide overviews of rotor blade models and wake
models. In Table I, a classification of previously described
models is given, noting that in this table the term "fidelity" is
mainly used to describe the amount of detail described by the
model. This does not automatically imply that more detailed
models are more suitable for (online) control purposes, as
discussed before. In addition, it has been shown in several
wind farm simulation cases that medium and low fidelity
models are able to estimate wind velocity and power data
from a high fidelity model. The acronym NS stands for the
Navier-Stokes equations.

Reduced order models: Performing model order reduction
techniques, such as proper orthogonal decomposition and
dynamic mode decomposition on high fidelity flow solver
data, is another method to obtain a model. The authors
in [87] illustrate that it is possible to apply proper orthogonal
decomposition and compare the flow fields obtained with
the low-order model with that of a high fidelity flow solver.
Other articles that deal with proper orthogonal decomposition

TABLE I

A CLASSIFICATION AND PROPERTIES OF DIFFERENT MODELS.

‘ ‘ Low fidelity Medium fidelity High fidelity
!\i[odel Kinematic models Flow field models Flow field models
ype
Funda- Parametric 2D NS 3DNS
mentals
Models ijgsg‘é FLORI- DWM, WFSim, SOWFA, WakeFarm,
odels . g Dyn,... Ainslie... UTDWF, SP-Wind,...
Frandsen, ...
Flow 2D 2D 3D
dimension
Dy- atic amic amic
namic/Static Static Dynamic Dynamic
Turbine ADM ADM/ALM and/or an acrodynamic package (e.g.,
model FAST)
Comp. Order of seconds on a desktop Order of minutes on a Order of days on a
effort PC desktop PC cluster of 10> CPUs
Model Low — medium Medium — high High — very high
accuracy

applied to a wind farm model are [88], [89]. In [88] and [90],
the authors illustrate that by using data from a high fidelity
flow solver and dynamic mode decomposition, a low-order,
two-turbine wind farm model can be obtained in which states
retain a physical interpretation.

Note that model order reduction techniques rely on specific
operating conditions, i.e., they provide linear models for
a specific operating point and are only valid within small
deviation from this point. These reduced-order linear models
can be defined at, e.g., specific wind speeds and directions.
However, techniques in parameter-varying control exist that
can help link these models together [91]. Also, reduced-order
models could be data-driven in a more system identification
approach (see e.g., [92]) or model-based considering, e.g.,
the Navier-Stokes equations. Examples of the latter are
balanced proper orthogonal decomposition and the Galerkin
projection (see e.g., [93]). This paper will not discuss these
different techniques.

A note for this section is that a model’s accuracy and appli-
cability are highly dependent on the atmospheric conditions
of the relevant wind site. It is shown in, e.g., [94] that wake
characteristics change a lot relatively when the atmosphere is
stable or not. In addition, in unstable atmospheric conditions,
often wakes are extremely hard to control, and no significant
improvements can be yielded by active wind farm control. In
stable conditions, wakes are less difficult to control; however,
the problem is still challenging.

In this section, two main components of a wind farm model
were discussed and examples of wind farm models were
given. These models can be used to conduct wind farm
analysis or control. The latter will be the topic of the
following sectio