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1
Introduction

Knowledge of chemical potentials, partial molar properties and phase and reaction
equilibria is essential for the design and operation of chemical processes [1–8],
such as separation systems [9], chemisorption processes [7, 8, 10], and equilibrium
and non­equilibrium reactive systems [7, 8, 10]. In the past decades, molecular
simulation has become an important tool for predicting these equilibria based on
the interactions between molecules: the so­called force field [11–14]. Molecular
simulation offers several advantages over experiments. Systems can for example
easily be studied at extreme conditions (high temperatures and pressures), or with
dangerous and toxic compounds. Furthermore, molecular simulations can provide
information on the molecular level leading to the understanding on how molecule
interactions lead to the microscopic behavior of the system. Simulations can be
used to predict properties of molecules without the need to synthesize them first
(and thus save the production costs).

There are two main branches of force field­based molecular simulation: Molecu­
lar Dynamics and Monte Carlo simulations [15, 16]. In Molecular Dynamics simula­
tion the equations of motion are numerically integrated for the system under study.
The basis for Monte Carlo force field­based molecular simulations is statistical me­
chanics and is what we focus on in this dissertation. The key idea from statistical
mechanics is that all thermodynamic properties are related to the so­called partition
function, 𝑄, of the system [17]. The free energy of the system for example equals:

𝐹 = −𝑘B𝑇 ln𝑄 (1.1)

where 𝑘B is the Boltzmann constant and 𝑇 the temperature. The chemical potential
equals [17]:

𝜇 = (𝜕𝐹𝜕𝑁)V,T
= −𝑘B𝑇𝑄 (𝜕𝑄𝜕𝑁)V,T

(1.2)

where 𝑁 is the number of particles and 𝑉 is the volume of the system. Similar
expressions exist for other thermodynamic properties. Therefore, if the partition

1
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function 𝑄 is known as a function of N, V and, T, all properties of the system can be
derived. For a system of 𝑁 particles in a constant volume 𝑉 at temperature 𝑇 and
potential energy 𝑈(r𝑁) (the so­called canonical ensemble) the partition function is
[15]:

𝑄 = 1
Λ3𝑁𝑁! ∫

𝑉
dr𝑁 exp[−𝛽𝑈(r𝑁)] (1.3)

where Λ is the thermal wavelength. Apart from trivial choices for the potential en­
ergy (such as 𝑈(r𝑁) = 0, corresponding to an ideal gas), this partition function can
not be calculated analytically. This is the case for almost all ensembles: the parti­
tion function can never be explicitly calculated and therefore a different approach
is needed. This different approach makes use of the similarity between probability
theory and statistical mechanics and is in fact where the partition function origi­
nates from [17]. The average value of a variable 𝑋(r𝑁) in the canonical ensemble
is equal to:

⟨𝑋⟩ = ∫𝑋(r𝑁)dr𝑁 exp[−𝛽𝑈(r𝑁)]
∫dr𝑁 exp[−𝛽𝑈(r𝑁)] (1.4)

with corresponding probability distribution:

𝒩(r𝒩) = exp[−𝛽𝑈(r𝑁)]
∫dr𝑁 exp[−𝛽𝑈(r𝑁)] =

1
Λ3𝑁𝑁! exp[−𝛽𝑈(r

𝑁)]
𝑄 (1.5)

Instead of explicitly calculating the average in Eq. 1.4, in a Monte Carlo simula­
tion, system states (r𝑁) will be generated according to the probability distribution
in Eq. 1.5. Using the Metropolis algorithm [18], this method does not involve the
calculation of the partition function 𝑄 and the calculation of averages is straight­
forward. The different system states in a molecular simulation are generated by
so­called trial moves. Starting from a random system state (configuration) r𝑁old
one can for example move one molecule (a translation move, Fig. 1.1a) or rotate
a molecule (a rotation move, Fig. 1.1b) to create a new configuration r𝑁new. The
displacement (or rotation angle) can be chosen at random. The trial move will then
be either accepted or rejected based on a so­called acceptance rule to ensure that
system states are generated according to the imposed probability distribution [18].
This usually imposes detailed balance [15]. An accepted trial move implies that the
next configuration is generated from the new one r𝑁new. A rejected trial move implies
that the next configuration equals the old one r𝑁old. The translation and rotation trial
moves are examples of trial moves where one particle moves but one can also use
other trial moves depending on the chosen ensemble. In the NPT ensemble, the
volume of the system is not fixed and one can for example increase/decrease the
volume of the system by a random amount so that the particles in the system get
further away/closer from each other (Fig. 1.1c). In open ensembles, the number
of particles in the system is fluctuating, and trial moves can be used to insert or
remove particles (Fig. 1.1d). Examples of open ensembles are the Gibbs Ensem­
ble [19, 20], the Reaction Ensemble [21, 22] and the Grand­Canonical Ensemble
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(a) Translation (b) Rotation (c) Volume Change

(d) Insertion (e) Reaction

Figure 1.1: Schematic illustrations of trial moves for Monte Carlo simulations. In a translation trial move,
a molecule is displaced in a random direction by a random distance. In a rotation trial move, a molecule
is rotated by a random angle around a random axis. In a volume change trial move, the volume of the
system is changed by a random amount. In a insertion trial move, a particle is inserted at a random
position. In a reaction trial move, reactants are converted into products.

[23, 24]. In the Reaction Ensemble, the particles in the system react with each
other and trial moves can be used to remove particles of one type and insert par­
ticles of a different type (Fig. 1.1e). There are many other trial moves possible,
and each of them comes with its own acceptance rule to generate system states
according to the probability distribution. An extensive overview of molecular simu­
lations can be found in the books by Frenkel and Smit [15] and Allen and Tildesley
[16].

As mentioned, open ensembles require trial moves for the insertion and removal
of particles from the system. This is problematic for dense systems because the
inserted particle will overlap with other particles in the system, leading to large
energy barriers. This situation if often encountered in many molecular simulations
such as vapor­liquid equilibrium simulations, adsorption in zeolites, reactions in a
liquid, etc.

In this dissertation we focus on molecular simulation of phase and reaction
equilibria using the Monte Carlo method. We work on the development and im­
provement of trial moves for efficiently generating system states and computation
of thermodynamic properties and investigate methods to reduce the computational
cost (CPU time) of simulations. This leads to the development of our own molecular
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simulation software, Brick­CFCMC [25], that provides a solution for the inefficient
insertions and removals of particles in Monte Carlo simulations.

Chapter 2 provides an introduction of the methods that are used in the simula­
tions in this dissertation. An overview is provided of the different thermodynamic
ensembles that are considered and the corresponding trial moves. We develop and
improve methods to simulate reaction equilibria and calculate partial molar proper­
ties. The second half of this chapter points out features of the software that were
developed in this work based on our improved methods. This software is used for
the simulations in this dissertation. Chapter 3 focuses on an alternative, compu­
tationally faster, method for the calculation of electrostatic interactions (the Wolf
method) in simulations of vapor­liquid equilibria of hydrogen sulfide, methanol, and
carbon dioxide. In Chapter 4, we use our improved method for Monte Carlo simu­
lations of reaction equilibria. Using this method we study the Haber­Bosch process
for ammonia synthesis. In Chapter 5, we use our new method to calculate par­
tial molar properties. Based on the results from Chapter 4, we calculate partial
molar enthalpy and partial molar volume of nitrogen, hydrogen, and ammonia in
the Haber­Bosch process. In Chapter 6, we study a combined phase and reaction
equilibrium: the esterification of methanol with acetic acid and compute chemical
potentials and activity coefficients.



2
Methods & Software

This chapter is based on the papers:

A. Poursaeidesfahani, R. Hens, A. Rahbari, M. Ramdin, D. Dubbeldam, and T. J. H. Vlugt, Effi­
cient Application of Continuous Fractional Component Monte Carlo in the Reaction Ensemble, Journal
of Chemical Theory and Computation, 13, 4452­4466 (2017) [26].

R. Hens and T. J. H. Vlugt, Molecular Simulation of Vapor­Liquid Equilibria using the Wolf Method for
Electrostatic Interactions, Journal of Chemical and Engineering Data, 63, 1096­1102 (2018) [27].

A. Rahbari, R. Hens, I. K. Nikolaidis, A. Poursaeidesfahani, M. Ramdin, I. G. Economou, O. A. Moultos,
D. Dubbeldam, and T. J. H. Vlugt, Computation of Partial Molar Properties using Continuous Fractional
Component Monte Carlo, Molecular Physics, 116, 3331­3344 (2018) [28].

R. Hens, A. Rahbari, S. Caro­Ortiz, N. Dawass, M. Erdős, A. Poursaeidesfahani, H. S. Salehi,
A. T. Celebi, M. Ramdin, O. A. Moultos, D. Dubbeldam, and T. J. H. Vlugt Brick­CFCMC: Open Source
Software for Monte Carlo Simulations of Phase and Reaction Equilibria using the Continuous Fractional
Component Method, Journal of Chemical Information and Modeling, 60, 2678­2682 (2020) [25].
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2.1. Introduction
In this chapter, we provide an overview of the methods and software package that
are used in this dissertation. We focus primarily on methods to compute partial
molar properties efficiently. Partial molar properties are first order derivatives of
the chemical potential [15, 29–31]. The partial molar enthalpy of component 𝑖 in a
multicomponent mixture equals:

ℎ̄𝑖 = (
𝜕𝐻
𝜕𝑁𝑖

)
𝑁𝑗≠𝑖 ,𝑃,𝑇

= (𝜕𝛽𝜇𝑖𝜕𝛽 )
𝑁𝑖 ,𝑃

(2.1)

For convenience, we consider partial molar properties per molecule instead of per
mole. In Eq. 2.1, 𝐻 is the enthalpy of the system, 𝑁𝑖 denotes the number of
molecules of component 𝑖, 𝜇𝑖 is the chemical potential of component 𝑖, 𝑃 is the
imposed pressure, 𝑇 is the temperature, 𝛽 = 1/(𝑘B𝑇), and 𝑘B is the Boltzmann
constant. The partial molar volume of component 𝑖 equals:

𝑣̄𝑖 = (
𝜕𝑉
𝜕𝑁𝑖

)
𝑁𝑗≠𝑖 ,𝑃,𝑇

= (𝜕𝜇𝑖𝜕𝑃 )𝑁𝑖 ,𝑇
(2.2)

in which 𝑉 is the volume of the mixture. Partial molar properties are computationally
difficult to calculate and are experimentally difficult to measure at extreme condi­
tions [30–35]. At present, application of computer simulations to calculate partial
molar properties is limited and more work is needed in this field [36]. In a molec­
ular simulation, chemical potentials and partial molar properties cannot be com­
puted directly as a function of atomic positions and/or momenta of the molecules
in the system [15, 30, 31, 37, 38], and special molecular simulation techniques
are required. To date, different molecular simulation techniques have been used
to compute partial molar properties: (1) Numerical differentiation: in a multicom­
ponent mixture, the partial molar properties of component 𝑖 are computed directly
by numerically differentiating the total property of the mixture at constant temper­
ature and pressure with respect to the number of molecules of component 𝑖, while
keeping the number of molecules of all other components constant [39–41]. This
requires several independent and long simulations. Therefore, it is not well suited
for multicomponent mixtures. Moreover, the accuracy of the numerical differentia­
tion depends strongly on the uncertainty of the computed total property [30, 31].
(2) Kirkwood­Buff integrals: Schnell et al. have used Kirkwood­Buff integrals to
compute the partial molar enthalpies for mixtures of gases or liquids [39, 42–47].
This method uses transformations between ensembles and it is numerically difficult
to compute partial molar enthalpies. However, the computation of partial molar
volumes using Kirkwood­Buff integrals is straightforward [48]. (3) Direct Method:
in their pioneering work in 1987, Frenkel et al. used the Widom’s Test Particle In­
sertion (WTPI) method [49] to compute partial molar properties of components in a
single Monte Carlo simulation in the NPT ensemble [30, 31]. Due to the inefficiency
of the WTPI method for dense systems, application of this method is rather limited
[30, 50–54]. (4) Difference Method (DM): to avoid sampling issues of the WTPI
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method, an alternative approach was proposed by Frenkel et al. which uses identity
changes between two molecule types [30, 31]. From this, partial molar properties
of binary systems could be computed. However, if the two molecules are very dif­
ferent in size or have very different interactions with surrounding molecules, identity
changes often lead to unfavorable configurations in phase space, resulting in poor
statistics. (5) From fluctuations in open ensembles and using linear regression
[55, 56].

The methods for computing partial molar properties often rely on insertions and
exchanges of molecules. In dense systems, this leads to overlaps, resulting in high
energy barriers, Shi and Maginn [57, 58] developed the Continuous Fractional Com­
ponent method. In this method, instead of inserting molecules in one Monte Carlo
trial move, molecules are inserted in a gradual manner. In Sec. 2.2 we further ex­
plain and develop this method such that we can use it to obtain chemical potentials
and partial molar properties directly from simulations in the NPT ensemble.

Furthermore, just as for other ensembles that rely on sufficient molecule in­
sertions and removals, the CFC method is also an attractive method to use in the
Gibbs Ensemble and Reaction Ensemble to obtain phase and reaction equilibria from
Monte Carlo simulations. For the Gibbs Ensemble, a more efficient approach of the
CFC method was introduced by Poursaeidesfahani et al. [37] and we describe this
method briefly in Sec. 2.4. In Sec. 2.3, we further extend the CFC method for
the Reaction Ensemble. In Sec. 2.5 we introduce the software that was used for
performing all Monte Carlo simulations in this dissertation.

2.2. The CFCNPT Ensemble
The most commonly used method for determining the chemical potential of a com­
ponent in a molecular simulation was introduced by Widom in 1963 [59, 60]. The
chemical potential can be calculated using Widom’s Test Particle Insertion (WTPI)
method by sampling the interaction energy of a test molecule, inserted in the system
at random positions with a random orientation. It is well­known that the chemical
potential of component 𝑖 in the conventional NPT ensemble of a multicomponent
mixture using the WTPI method equals [15, 30, 31, 59]:

𝜇𝑖 = −
1
𝛽 ln ⟨

𝑞𝑖𝑉0
Λ3𝑖

⋅ 𝑉
𝑁𝑖 + 1

exp [−𝛽Δ𝑈+𝑖 ]⟩
𝑁𝑗 ,𝑃,𝑇

(2.3)

where 𝜇𝑖 is the chemical potential of component 𝑖, 𝛽 = 1/(𝑘B𝑇), 𝑘B is the Boltzmann
constant, 𝑇 is the temperature, 𝑞𝑖 is the partition function of the isolated molecule
of component 𝑖 excluding the translational part, 𝑉0 is an arbitrary reference volume
(here set to 1 Å3), Λ𝑖 is the thermal wavelength, 𝑁𝑖 is the number of molecules, Δ𝑈+𝑖
is the interaction between the inserted test molecule and the rest of the system, 𝑉
is the volume of the system, and 𝑃 is the imposed pressure. The brackets ⟨⋯⟩𝑁𝑗 ,𝑃,𝑇
denote an ensemble average in the NPT ensemble in which the number of molecules
of each component 𝑗 is constant.

In 1987, Frenkel et al. extended the WTPI method to compute first order deriva­
tives of the chemical potential, namely the partial molar excess enthalpy and the
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partial molar volume [30, 31]. These authors have shown that the partial molar
excess enthalpy of a component 𝑖 in the conventional NPT ensemble of a multicom­
ponent mixture using the WTPI method equals:

ℎexcess𝑖 =− 1
𝛽 +

⟨(Δ𝑈+𝑖 + 𝑈 + 𝑃𝑉)𝑉 exp [−𝛽Δ𝑈+𝑖 ]⟩𝑁𝑗 ,𝑃,𝑇
⟨𝑉 exp [−𝛽Δ𝑈+𝑖 ]⟩𝑁𝑗 ,𝑃,𝑇

− ⟨𝑈 + 𝑃𝑉⟩𝑁𝑗 ,𝑃,𝑇 (2.4)

where 𝑈 is the total energy of the system. For an ideal gas, the partial molar excess
enthalpy equals zero, since there are no interactions between ideal gas molecules.
This is shown analytically in the Supporting Information of Ref. [28]. The partial
molar volume of component 𝑖 equals:

𝑣𝑖 =
⟨𝑉2 exp [−𝛽Δ𝑈+𝑖 ]⟩𝑁𝑗 ,𝑃,𝑇
⟨𝑉 exp [−𝛽Δ𝑈+𝑖 ]⟩𝑁𝑗 ,𝑃,𝑇

− ⟨𝑉⟩𝑁𝑗 ,𝑃,𝑇 (2.5)

and a detailed derivation of Eqs. 2.3, 2.4 and 2.5 is provided in the Supporting
Information of Ref. [28]. Although these are exact expressions, their application
is rather limited because of the inefficient sampling of the WTPI method at high
densities. Ensemble averages computed using the WTPI method strongly depend
on the spontaneous occurrence of cavities large enough to accommodate the test
molecule (i.e. the test molecule should ’fit’ in the system). These spontaneous
cavities occur rarely at high densities which renders the WTPI method essentially
inefficient. To circumvent these sampling problems of the WTPI method, the CFC
method is used to compute the ensemble averages in Eqs. 2.3, 2.4, and 2.5 without
relying on test particle insertions and removals. We introduce an expanded version
of the conventional NPT ensemble by adding a so­called fractional molecule to the
system. The interactions of the fractional molecule are scaled by a parameter 𝜆 ∈
[0, 1]. When 𝜆 = 0, no interactions are present which means that this molecule
is treated as an ideal gas molecule. At 𝜆 = 1, the fractional molecule has the
same interactions as the other molecules not being a fractional molecule, so­called
whole molecules. This is schematically illustrated in Fig. 2.1. The partition function
of the NPT ensemble of a multicomponent mixture of 𝑆 monoatomic components
expanded with a fractional molecule of component 𝑖 equals [26, 37]:

𝑄CFCNPT =𝛽𝑃 [
𝑆

∏
𝑗=1

𝑞𝑁𝑗𝑗
Λ3𝑁𝑗𝑗 𝑁𝑗!

] 1Λ3𝑖
∫
1

0
d𝜆𝑖∫d𝑉𝑉𝑁+1 exp [−𝛽𝑃𝑉]

× ∫d𝑠𝑁 exp[−𝛽𝑈]∫d𝑠frac𝑖 exp[−𝛽𝑈frac𝑖 ]

(2.6)

where 𝑄CFCNPT is the partition function of the mixture in the Continuous Fractional
Component NPT (CFCNPT) ensemble, 𝑁 is the total number of whole molecules in
the system, 𝑈 is the interaction potential for whole molecules, and 𝑈frac𝑖 is the in­
teraction potential between the fractional molecule of component 𝑖 and the whole
molecules [26, 57, 58]. 𝜆𝑖 ∈ [0, 1] is the fractional parameter for the scaling of
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Figure 2.1: Schematic illustration of the Continuous Fractional Component method. The fractional pa­
rameter 𝜆 regulates the strength of the interactions of the fractional particle with the other particles. For
𝜆 = 0, there are no interactions and the particle acts like as in an ideal gas. At 𝜆 = 1, the interactions
are the same as any other particle in the system.

interactions between the fractional molecule, of component 𝑖, and surrounding
molecules. The partition function in Eq. 2.6 can be extended to mixtures of poly­
atomic molecules by simply multiplying it by the partition functions of the isolated
molecule (excluding the translational part) of each molecule type [10, 15, 61]. This
changes only the reference state of the partial molar properties and not the excess
part [15, 43, 61]. The chemical potential of component 𝑖 in simulations using the
CFC method equals [28, 37]:

𝜇𝑖 = −
1
𝛽 ln(

𝑞𝑖𝑉0
Λ3𝑖

) + 1
𝛽 ln(

⟨𝜌𝑖⟩
𝜌0
) − 1

𝛽 ln(
𝑝 (𝜆𝑖 = 1)
𝑝 (𝜆𝑖 = 0)

) (2.7)

where the brackets ⟨⋯⟩ denote the ensemble average, 𝜌𝑖 is the number density
of component 𝑖, 𝜌0 is an arbitrary reference number density (here set to 1 Å­3),
and 𝑝 (𝜆𝑖 = 1) and 𝑝 (𝜆𝑖 = 0) are the probabilities that the fractional parameter 𝜆𝑖
takes the values 1 and 0, respectively. The first term on the right­hand side of
Eq. 2.7 only depends on the temperature and is denoted by 𝜇∘𝑖 . The second term
on the right­hand side depends on the number density (and is together with the
first term referred to as the ideal gas contribution to the chemical potential). The
third term on the right­hand side is the excess chemical potential. In the Supporting
Information of Ref. [28], it is shown that Eq. 2.3 and Eq. 2.7 yield identical results.
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The partial molar enthalpy of component 𝑖 can be computed in the NPT ensemble
with the CFC method using [28]:

ℎexcess𝑖 = −1𝛽 + ⟨𝐻 (𝜆𝑖 = 1)⟩CFC𝑁𝑃𝑇 −
⟨𝐻/𝑉 (𝜆𝑖 = 0)⟩CFC𝑁𝑃𝑇
⟨1/𝑉 (𝜆𝑖 = 0)⟩CFC𝑁𝑃𝑇

(2.8)

where ⟨𝐻 (𝜆𝑖 = 1)⟩CFC𝑁𝑃𝑇 is the average enthalpy of the system in the NPT ensem­
ble with the CFC method when 𝜆𝑖 = 1, ⟨𝐻/𝑉 (𝜆𝑖 = 0)⟩ is the average of the ratio be­
tween total enthalpy and the volume of the system when 𝜆𝑖 = 0, and ⟨1/𝑉 (𝜆𝑖 = 0)⟩
is the average of the inverse volume where 𝜆𝑖 = 0. In the Supporting Information
of Ref. [28], it is shown that Eq. 2.4 and eq. 2.8 yield identical results.

The expression for the partial molar volume of component 𝑖 in the NPT ensemble
with the CFC method equals:

𝑣𝑖 = ⟨𝑉 (𝜆𝑖 = 1)⟩CFC𝑁𝑃𝑇 − ⟨1/𝑉 (𝜆𝑖 = 0)⟩
−1
CFC𝑁𝑃𝑇 (2.9)

where ⟨𝑉 (𝜆𝑖 = 1)⟩CFC𝑁𝑃𝑇 is the average volume when 𝜆𝑖 = 1. Using Eqs. 2.7, 2.8
and 2.9, one can compute the chemical potential, partial molar excess enthalpy,
and partial molar volume of a component in a single simulation without relying on
the WTPI method.

2.2.1. Trial Moves
In Monte Carlo simulations in the NPT ensemble with the CFC method three ad­
ditional trial moves are used to facilitate the gradual insertion and removal of
molecules:

• Changes in 𝜆: the fractional parameter 𝜆 is changed by a random value which
results in a change of the interaction between the fractional molecule and the
whole molecules. The value of 𝜆 is constraint to the interval [0, 1].

• Reinsertions: the fractional molecule is removed from the system and rein­
serted at a random position with a random orientation. The value of 𝜆 is
unchanged. This trial move has a high acceptance probability when 𝜆 is close
to 0 because for these values of 𝜆 the fractional molecule does only have weak
interactions.

• Identity changes: the fractional molecule is transformed into a whole molecule
and a randomly selected whole molecule, of the same type, is transformed
into a fractional molecule. The value of 𝜆 is unchanged. This trial move has a
high acceptance probability when 𝜆 is close to 1 because for these values of
𝜆 the fractional molecule does have similar interactions to that of the whole
molecules.

These trial moves, together with the conventional trial moves for thermalization
such as translations, rotations and volume changes [15], allow for efficient sampling
of the different system states in the NPT ensemble.
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2.3. The Reaction Ensemble
Chemical reaction equilibria can be simulated by performing Monte Carlo simulations
in the Reaction Ensemble. In the Reaction Ensemble, the number of atoms is
conserved but not the number of molecule types [62]. Usually, the temperature
is constant and either the pressure or volume is imposed. The Reaction Ensemble
at constant pressure is more interesting for practical applications. Therefore, in
this section, we discuss the partition function and acceptance rules for trial moves
in the Reaction Ensemble at constant pressure. In addition to the conventional
Monte Carlo trial moves, this ensemble uses trial moves that attempt to remove
reactants and insert products and vice versa. Here, for simplicity, we only consider
systems with a single reaction as an extension to systems with multiple reactions
is straightforward [10, 15]. The partition function for the conventional Reaction
Ensemble at constant pressure equals [21, 62]:

𝑄convRE,𝑃 = 𝛽𝑃
∞

∑
𝑁1=0

⋯
∞

∑
𝑁𝑆=0

∫d𝑉 exp[−𝛽𝑃𝑉]

× exp [
𝑆

∑
𝑖=1
(𝛽𝜇𝑖𝑁𝑖 + 𝑁𝑖 ln

𝑉𝑞𝑖
Λ3𝑖

− ln𝑁𝑖!)]∫d𝑠𝑁 exp[−𝛽𝑈]

(2.10)

where 𝛽 = 1/(𝑘B𝑇), 𝑘B is the Boltzmann constant, 𝑃 is the pressure, 𝑆 is the
number of components, 𝑉 is the volume of the simulation box, 𝜇𝑖 is the chemical
potential of component 𝑖, 𝑁𝑖 is the number of molecules of component 𝑖, 𝑞𝑖 is
the partition function (excluding the translational part) of the isolated molecule of
component 𝑖, Λ𝑖 is the thermal wavelength of component 𝑖, and 𝑈 is the total
potential energy.

The Reaction Ensemble is subject to the constraint that the total number of
atoms of each type is constant and that chemical reactions converting reactants
into products are in equilibrium. This sets limits on the values of 𝜇𝑖. Sampling
the different thermodynamic states in this ensemble requires: (1) sampling of the
degrees of freedom of the interacting molecules (e.g. translations, rotations, and
internal configurations); (2) sampling of volume fluctuations; (3) sampling of chem­
ical reactions subject to the constraint that the total number of atoms of each com­
ponent is constant, as well as that the reaction is at chemical equilibrium. In Monte
Carlo simulations in the conventional Reaction Ensemble, the latter is obtained by
performing reaction trial moves. The reaction trial move is an attempt to remove
randomly selected molecules of the reactants and insert molecules of the products.
Due to simultaneous insertion of the molecules in a single step, the efficiency of this
algorithm can be low at high densities. This is also the case when Configurational­
Bias Monte Carlo is used for inserting and deleting molecules [63].
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2.3.1. Parallel CFC
In the Reaction Ensemble combined with the parallel CFC method [64], the conven­
tional Reaction Ensemble is expanded with fractional molecules of each component
participating in the reaction. The number of fractional molecules of each compo­
nent is equal to its stoichiometric coefficient. Similar to the CFCNPT Ensemble (Sec.
2.2), interactions of the fractional molecules are scaled with a parameter 𝜆𝑖. The
value 𝜆𝑖 = 0 corresponds to no interactions with the surrounding molecules (the
fractional molecule acts as an ideal gas molecule), and 𝜆𝑖 = 1 corresponds to full
interactions with the surrounding molecules. There are two fractional parameters
per reaction, one for all reactants (𝜆R) and one for all products (𝜆P). In the parallel
CFC method, the fractional parameters for the fractional molecules of reactants and
products are constrained to:

𝜆R + 𝜆P = 1

This constraint results in a simultaneous gradual insertion of reactants (products)
and gradual removal of products (reactants).

2.3.2. Trial Moves
In Monte Carlo simulations in the Reaction Ensemble using the parallel CFC method,
trial moves are used to change the fractional parameters:

𝜆R,n = 𝜆R,o + Δ𝜆 with Δ𝜆 ∈ [−Δ𝜆max, +Δ𝜆max]

where the subscripts o and n indicate the old and new system state, respec­
tively. Due to the constraint 𝜆R + 𝜆P = 1, the fractional parameter of the fractional
molecules of products also changes according to 𝜆P,n = 𝜆P,o − Δ𝜆. When 𝜆P,n > 1
or 𝜆P,n < 0, an attempt is made to perform a chemical reaction. In the case that
𝜆P,n > 1 (and 𝜆R,n < 0), the following procedure is executed:

• The fractional molecules of the products are transformed into whole molecules.

• The fractional molecules of the reactants are removed from the system.

• Randomly selected whole molecules of the reactants are transformed into
fractional molecules.

• The fractional parameters change:

𝜆R,n → 𝜆R,n + 1;
𝜆P,n → 𝜆P,n − 1.

We refer to this as the forward reaction (e.g. more products are formed in the
system). In the case that 𝜆R,n > 1 (and 𝜆P,n < 0), the exact opposite of the
previously described routine is executed (reactants and products switch roles) and
this is referred to as the backward reaction.
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2.3.3. Serial CFC
Inspired by this, we introduce a different formulation for the CFC method in the Re­
action Ensemble (denoted by serial CFC). In the Reaction Ensemble combined with
the serial CFC method, either fractional molecules of the reactants or products are
present in the system, in sharp contrast to the parallel version where always frac­
tional molecules of both reactants and products are present. The partition function
for the ensemble at constant pressure equals [26]:

𝑄serialRE,𝑃 =𝛽𝑃
∞

∑
𝑁1=0

⋯
∞

∑
𝑁𝑆=0

1

∑
𝛿=0

∫d𝑉 exp[−𝛽𝑃𝑉] exp [−
𝑆

∑
𝑖=1

ln𝑁𝑖!]

× exp [𝛽
𝑅

∑
𝑖=1
𝜇𝑖 (𝑁𝑖 + 𝜈𝑖𝛿) +

𝑅

∑
𝑖=1
(𝑁𝑖 + 𝜈𝑖𝛿) ln

𝑉𝑞𝑖
Λ3𝑖
]

× exp [𝛽
𝑆

∑
𝑗=𝑅+1

𝜇𝑗 (𝑁𝑗 + 𝜈𝑗(1 − 𝛿)) +
𝑆

∑
𝑗=𝑅+1

(𝑁𝑗 + 𝜈𝑗(1 − 𝛿)) ln
𝑉𝑞𝑗
Λ3𝑗
]

×
1

∫
0

d𝜆∫d𝑠𝑁 exp[−𝛽𝑈](
𝑅

∏
𝑖=1

∫d𝑠frac exp[−𝛽𝛿𝑈frac𝑖 ])

× (
𝑆

∏
𝑗=𝑅+1

∫d𝑠frac exp[−𝛽(1 − 𝛿)𝑈frac
𝑗 ])

(2.11)

where 𝑁 is the total number of whole molecules (regardless the type) and 𝑁𝑖 is the
number of whole molecules of component 𝑖. When 𝛿 = 1, fractional molecules of re­
actants are present in the simulation box (𝜈𝑖 fractional molecules for component 𝑖),
and when 𝛿 = 0, fractional molecules of products are present. Here, a system with
a single reaction is considered. 𝑈 is the total internal energy of whole molecules
and 𝑈frac𝑖 is the interaction energy of fractional molecules of component 𝑖 with the
other molecules, including other fractional molecules. The interactions of the frac­
tional molecules with the surroundings are such that 𝜆 = 0 means no interactions,
𝜆 = 1 means full interactions, and the value of 𝜆 is restricted to 𝜆 ∈ [0, 1].

Since fractional molecules are always distinguishable from whole molecules, the
term 𝑁𝑖! only counts for indistinguishable whole molecules. The main difference
between Eq. 2.11 and Eq. 2.10 is the integration over 𝜆 in Eq. 2.11. This is an
immediate consequence of expanding the conventional Reaction Ensemble with
fractional molecules. In the Supporting Information of Ref. [26], it is shown that
for systems without intermolecular interactions (ideal gas), the partition functions
of Eq. 2.11 and Eq. 2.10 are proportional. Therefore, these ensembles result in
identical average numbers of molecules for each component, provided that frac­
tional molecules are not counted when computing ensemble averages. The fact
that one should not count fractional molecules when computing the average num­
ber of molecules is in line with earlier studies in the Gibbs Ensemble and in the
Grand­Canonical Ensemble [65, 66].
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2.3.4. Trial Moves
In Monte Carlo simulations, in addition to the conventional Monte Carlo trial moves
for thermalization and volume changes, there are trial moves in the Reaction En­
semble with the serial CFC method to mimic the chemical reaction:

• Changes in 𝜆: the value of 𝜆 is changed, for either reactants or products,
depending on the value of 𝛿. The value of 𝜆 is changed according to 𝜆n = 𝜆o+
Δ𝜆 in which Δ𝜆 is a uniformly distributed random number between−Δ𝜆max and
+Δ𝜆max. Note that Δ𝜆max can be different for reactants and products. When
the new value of 𝜆 is not in the range 𝜆 ∈ [0, 1], this trial move is automatically
rejected. In this trial move, the positions of all molecules, the value of 𝛿, and
the number of whole molecules and fractional molecules remain the same. By
changing the value of 𝜆, only the interactions between the fractional molecules
and other molecules are changed. The acceptance rule for this trial move is:

acc(o → n) =min (1, exp [−𝛽Δ𝑈]) (2.12)

where Δ𝑈 = 𝑈fracn − 𝑈fraco is the total energy change in the system.

• Reaction of fractional molecules: fractional molecules of reactants/products
are removed and fractional molecules of products/reactants are inserted at
random positions with a random orientation. In this trial move, essentially
the value of 𝛿 is changed: if 𝛿o = 1 then 𝛿n = 0 and vice versa. The number
of whole molecules and, the value of 𝜆 remain unchanged. This trial move
mimics a chemical reaction for the fractional molecules. The acceptance rule
for the forward reaction (converting reactants into products) is [26]:

acc(o → n) =min(1,
𝑅

∏
𝑖=1

(𝑉𝑞𝑖Λ3𝑖
)
−𝜈𝑖 𝑆

∏
𝑗=𝑅+1

(
𝑉𝑞𝑗
Λ3𝑗
)
𝜈𝑗

exp [−𝛽Δ𝑈]) (2.13)

where Δ𝑈 = 𝑈fracn − 𝑈fraco is the total energy change in the system. Since
the number of whole molecules remains constant during this move, the terms
involving the number of whole molecules 𝑁𝑖 are not present in Eq. 2.13.
The acceptance rule for the backward reaction simply follows by swapping
the labels of the reactants and products. The acceptance probability for this
trial move is high when 𝜆 is close to 0. The reason for this is that fractional
molecules have very limited interactions with the surrounding molecules and
therefore, the term Δ𝑈 is nearly zero.

• Reaction for whole molecules: fractional molecules of reactants/products are
transformed into whole molecules of reactants/products, while simultane­
ously, randomly selected whole molecules of products/reactants are trans­
formed into fractional molecules of products/reactants. In this trial move, the
positions of all molecules and the value of 𝜆 remain unchanged. The value
of 𝛿 is changed as follows: if 𝛿o = 1 then 𝛿n = 0 and vice versa (i.e. the
direction of the reaction depends on the value of 𝛿 for the old configura­
tion). In the forward reaction, whole molecules of reactants are transformed
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into fractional molecules, and fractional molecules of products are turned into
whole molecules. Essentially, the number of whole molecules of reactants is
reduced and the number of whole molecules of products is increased, accord­
ing to their stoichiometric coefficients. Trial moves are automatically rejected
when there are not enough whole molecules to turn into fractional molecules.
The acceptance rule for this trial move is [26]:

acc(o → n) =min [1,
𝑅

∏
𝑖=1

𝑁𝑖!
(𝑁𝑖 − 𝜈𝑖)!

𝑆

∏
𝑗=𝑅+1

𝑁𝑗!
(𝑁𝑗 + 𝜈𝑗)!

exp [−𝛽Δ𝑈]] (2.14)

where Δ𝑈 = 𝑈n + 𝑈fracn − 𝑈o − 𝑈fraco is the total energy change in the sys­
tem including the interactions of fractional molecules. The acceptance rule
for the reverse reaction simply follows by swapping the labels. Since the total
number of whole and fractional molecules for each component remains con­
stant, partition functions of the isolated molecule are not present in Eq. 2.14.
This trial move has a high acceptance probability when the value of 𝜆 is close
to 1. The reason for this is that fractional molecules have almost the same
interactions as whole molecules and therefore, the term Δ𝑈 is nearly zero.

A detailed description of these trial moves and the derivation of the acceptance
rules is provided in the Supporting Information of Ref. [26]. From here on, for the
Reaction Ensemble, when we refer to the CFC method we refer to the serial CFC
method (unless stated differently).

2.3.5. Chemical Potential and Fugacity Coefficient
In the Reaction Ensemble combined with the CFC method, chemical potentials can
be computed without additional simulations. The sum of chemical potentials of the
reactants is equal to:

𝑅

∑
𝑖=1
𝜈𝑖𝜇𝑖 = −

1
𝛽 ln ⟨

𝑅

∏
𝑖=1

( 𝑞𝑖
Λ3𝑖𝜌𝑖

)
𝜈𝑖
⟩ − 1

𝛽 ln(
𝑝(𝜆 = 1, 𝛿 = 1)
𝑝(𝜆 = 0, 𝛿 = 1)) (2.15)

A similar expression holds for the sum of the chemical potentials of the products.
Eq. 2.15 allows for an independent check of reaction equilibria without any addi­
tional calculations (such as test molecules). The chemical potential of component
𝑖 for a non­ideal gas equals [61, 62]:

𝜇𝑖 =
1
𝛽 ln

𝛽𝑃0Λ3𝑖
𝑞𝑖

+ 1
𝛽 ln

𝑦𝑖𝑃𝜑𝑖
𝑃0

(2.16)

where 𝜑𝑖 and 𝑦𝑖 are the fugacity coefficient and mole fraction of component 𝑖,
respectively. 𝑃0 is the reference pressure (1 bar) and 𝑃 is the pressure of the
mixture. The first term on the right­hand side of Eq. 2.16 is the standard reference
chemical potential (𝜇0𝑖 ). Therefore, we have:
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𝑅

∑
𝑖=1
𝜈𝑖𝜇𝑖 =

1
𝛽 ln(

𝑅

∏
𝑖=1

[𝛽Λ
3
𝑖𝑦𝑖𝑃𝜑𝑖
𝑞𝑖

]
𝜈𝑖
) (2.17)

Combining this with Eq. 2.15 immediately leads to:

𝑅

∏
𝑖=1

𝜑−𝜈𝑖𝑖 = 𝑝(𝜆 = 1, 𝛿 = 1)
𝑝(𝜆 = 0, 𝛿 = 1)

𝑅

∏
𝑖=1

(𝛽𝑦𝑖𝑃𝜌𝑖
)
𝜈𝑖

(2.18)

A similar expression holds for the products (where 𝛿 = 0).
To compute the chemical potential of individual components, one should couple

the interactions of different components in a smart way. The two limiting cases
are well defined: at 𝜆 = 0, fractional molecules of reactants (or products) do not
interact, and at 𝜆 = 1, fractional molecules of reactants have full interactions with
the surrounding molecules. However, for intermediate values of 𝜆 one has a choice.
One can choose different paths to scale the interactions of fractional molecules
from no interactions to full interactions. The interactions can be scaled atom by
atom, or molecule by molecule, or in any other way. By scaling the interactions
of the fractional molecules of only one of the components from no interactions to
full interactions when the value of 𝜆 is changed from 0 to 𝜆k, one can write (for
reactants):

𝜈𝑖𝜇𝑖 = −
1
𝛽 ln ⟨(

𝑞𝑖
Λ3𝑖𝜌𝑖

)
𝜈𝑖
⟩ − 1

𝛽 ln(
𝑝(𝜆 = 𝜆k, 𝛿 = 1)
𝑝(𝜆 = 0, 𝛿 = 1) ) (2.19)

The first term on the right­hand side accounts for the ideal gas contribution and
the second term on the right­hand side is the excess chemical potential (due to
interactions with surrounding molecules). Similar to Eq. 2.19, one can write for 𝜑𝑖:

𝜑−𝜈𝑖𝑖 = 𝑝(𝜆 = 𝜆k, 𝛿 = 1)
𝑝(𝜆 = 0, 𝛿 = 1) (

𝛽𝑦𝑖𝑃
𝜌𝑖

)
𝜈𝑖

(2.20)

When 𝜈𝑖 > 1 and interactions of fractional molecules are scaled sequentially (one
by one), fractional molecules that have interactions with surrounding molecules
later (at higher values of 𝜆) experience the effect of the fractional molecules which
were inserted earlier (at lower values of 𝜆). For sufficiently large system sizes
this will not affect the calculated chemical potentials. However, for small system
sizes there may be minor differences between the chemical potential of molecules
that are inserted at lower values of 𝜆 and those inserted at at higher values of 𝜆.
Although these differences are expected to be small, one should be aware of them.
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2.4. The Gibbs Ensemble
The Gibbs Ensemble can be used for the simulation of phase equilibria such as
vapor­liquid coexistence. In this section we focus on the use of Gibbs Ensemble
for obtaining vapor­liquid equilibria. In the Gibbs Ensemble two simulations boxes
are used: one for the liquid phase and one for the vapor phase. A simulation in
this ensemble involves displacements and rotations of molecules, volume changes
of the boxes, and molecule transfers between the boxes. In the Gibbs Ensemble
combined with the CFC method, one extra molecule per molecule type is added
to the system: the fractional molecule. Interactions of the fractional molecules
are scaled by the fractional parameter 𝜆 in a similar way as described in Sec. 2.2
and 2.3. In the Gibbs Ensemble, the fractional molecule can be in either of the
simulation boxes.

2.4.1. Trial Moves
In Monte Carlo simulations, in addition to the conventional Monte Carlo trial moves
for thermalization and volume changes, there are trial moves in the Gibbs Ensemble
combined with the CFC method to facilitate molecule transfer between the boxes:

• Changes in 𝜆: the fractional parameter 𝜆 is changed by a random value which
results in a change of the interaction between the fractional molecule and the
whole molecules. The value of 𝜆 is constraint to the interval [0, 1].

• Swapping the fractional: the fractional molecule is transferred from one sim­
ulation box to the other. The value of 𝜆 remains unchanged. This trial move
has a high acceptance probability for 𝜆 close to 0 [37].

• Identity changes: the fractional molecule transforms into a whole molecule
and a molecule in the other simulation box transforms into a fractional molecule.
This trial move has a high acceptance probability for 𝜆 close to 1 [37].

For the acceptance rules regarding the trial moves that facilitate these molecule
transfers we refer to Ref. [37]. The Gibbs Ensemble combined with the CFC method
is more efficient than the conventional Gibbs Ensemble because of higher accep­
tance probabilities for the molecule transfer. It has been shown that the presence
of a fractional molecule has a negligible effect on the thermodynamic properties of
the system [65].

2.4.2. Chemical Potential
Chemical potentials in the Gibbs Ensemble can be calculated by simply applying
Eq. 2.7 for each simulation box [37]. For convenience, in this work, 𝜇∘𝑖 (the first
term on the right­hand side of Eq. 2.7) will be omitted in results from simulations in
the Gibbs Ensemble since it only shifts the chemical potential by a constant value.
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2.5. Brick­CFCMC
In the previous sections we discussed the CFC method for Monte Carlo simulations
in different ensembles. In this section we introduce a new molecular simulation
code, Brick­CFCMC (hereafter referred to as Brick), for performing these simula­
tions. Important features of Brick are: (1) molecule exchanges are facilitated by
the use of fractional molecules [57], which significantly improves insertion and dele­
tion of molecules and allows for direct calculation of chemical potentials [37] (and
their derivatives [28]); (2) flexibility of molecules is taken into account by bond­
bending, torsion, and intramolecular non­bonded interactions; (3) intermolecular
and intramolecular interactions are described by a combination of Lennard­Jones
and electrostatic interactions; (4) both the Ewald method [67] and Wolf method
[68] can be used for handling electrostatic interactions; (5) smart Monte Carlo trial
moves [16, 69], that enable the collective displacement or rotation of molecules, can
be used for enhanced sampling of different system states. Single­ and multicom­
ponent systems can be used. Brick is open source and can be downloaded from
https://gitlab.com/ETh_TU_Delft/Brick­CFCMC. For many systems, it
was verified to produce the same results as the RASPA software package [70, 71].
In this section we point out some features of Brick.

2.5.1. Ensembles
The following ensembles are available for performing simulations: (1) the NVT and
NPT ensembles, with and without the CFC method; (2) the Gibbs Ensemble [20, 37],
for simulations of phase equilibria, at constant total volume or at constant pressure;
(3) the Reaction Ensemble [21, 26, 62, 64], for simulations of reaction equilibria, at
constant volume or at constant pressure; (4) the Grand­Canonical Ensemble [57],
at constant volume or at constant pressure. The latter is also referred to as the
Osmotic Ensemble and is only meaningful for multicomponent systems in which
one extensive variable is fixed [72]. In Brick, it is possible to combine ensembles.
For example, one can combine the Gibbs Ensemble with the Reaction Ensemble to
simulate a vapor­liquid system in which a reaction takes place. This is demonstrated
with an example in Chapter 6.

2.5.2. Efficient Selection of Trial Moves
As mentioned in Secs. 2.2.1, 2.3.4 and 2.4.1, some trial moves that were introduced
with the CFC method have a high acceptance probability for 𝜆 close to 0 while others
have a high acceptance probability for 𝜆 close to 1. We can use this fact to make
use of those trial moves even more efficient. For example, consider the CFCNPT
Ensemble. We can combine the reinsertion and identity change trial moves into one
single hybrid trial move by defining two points, 𝜆h,0 and 𝜆h,1, that determine what
to do when the hybrid trial move is selected:

• If 𝜆 < 𝜆h,0 the reinsertion trial move is performed.

• If 𝜆 > 𝜆h,1 the identity change trial move is performed.

• Otherwise, nothing happens: the trial move is rejected.

https://gitlab.com/ETh_TU_Delft/Brick-CFCMC
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Note that 𝜆h,0 < 𝜆h,1. In this approach with the hybrid trial move, the CFC trial
moves are selected when they have a high acceptance probability. Since the value of
𝜆 remains constant during either of these trial moves, the probabilities for selecting
the trial moves also remain constant. Therefore, the condition of detailed balance is
obeyed. For the Reaction Ensemble and Gibbs Ensemble similar hybrid trial moves
can be constructed [26].

2.5.3. Weight Functions
With the CFC method, the fractional parameter 𝜆 introduces additional degrees of
freedom to the system. To make simulations efficient, this parameter should be
used to add a bias to the system such that the observed probability distribution of
𝜆 during the simulation is flat. Depending on the chosen ensemble combined with
the CFC method the weight function has the following purpose:

• NVT/NPT: the weight function is one­dimensional and only depends on 𝜆:
𝑊 = 𝑊(𝜆). It aims for equally probable values of 𝜆.

• Gibbs Ensemble: the weight function is two­dimensional and depends on 𝜆
and the simulation box (𝑖) the fractional molecule is in: 𝑊 = 𝑊(𝜆, 𝑖). It aims
for equally probable values of 𝜆 and makes the fractional molecule equally
likely to be found in one of the simulation boxes (50% in simulation box 1 an
50% in simulation box 2).

• Reaction Ensemble: the weight function is two­dimensional and depends on 𝜆
and the reaction step (fractional molecules are reactants: 𝛿 = 0 or fractional
molecules are products: 𝛿 = 1): 𝑊 = 𝑊(𝜆, 𝛿). It aims for equally probable
values of 𝜆 and makes the fractional molecule equally likely to be found in one
of the reaction states (reactant or product).

By removing the bias, the Boltzmann averages can be computed using:

⟨𝑋⟩Boltzmann =
⟨𝑋 exp [−𝑊]⟩biased
⟨exp [−𝑊]⟩biased

(2.21)

We would like to point out that the difference between the biased average and
Boltzmann average is often negligible [26, 37, 73]. In a system with more than one
fractional molecule the weight functions are independent [73] i.e.:

𝑊(𝜆1, 𝜆2, ..., 𝜆𝑛) =
𝑛

∑
𝑖=1
𝑊(𝜆𝑖). (2.22)

In Brick, the weight function can be obtained via the Wang­Landau algorithm [74]
or an iterative scheme where the probability distribution is (repeatedly) used to
improve the weight function.



2

20 2. Methods & Software

2.5.4. Lennard­Jones Interactions
The Lennard­Jones (LJ) potential has the functional form:

𝑈LJ (𝑟𝑖𝑗) = 4𝜀𝑖𝑗 [(
𝜎𝑖𝑗
𝑟𝑖𝑗
)
12
− (

𝜎𝑖𝑗
𝑟𝑖𝑗
)
6
] (2.23)

where 𝜀𝑖𝑗 and 𝜎𝑖𝑗 are the Lennard­Jones parameters between sites 𝑖 and 𝑗. There
are two commonly used methods for dealing with the truncation of the potential.
One of them is shifting the potential to 0 at the cutoff radius 𝑅c:

𝑈shiftedLJ (𝑟𝑖𝑗) = {
𝑈LJ (𝑟𝑖𝑗) − 𝑈LJ (𝑅c) 𝑟𝑖𝑗 ≤ 𝑅c
0 𝑟𝑖𝑗 > 𝑅c

(2.24)

Another option is adding an average energy to the system that accounts for the
interactions of the molecules beyond the cutoff radius. This term can be calculated
analytically and is referred to as the analytic tail correction. It equals [16]:

𝑈tailcorrectionLJ = 1
2∑

𝑖,𝑗

16𝜋𝑁𝑖𝑁𝑗𝜀𝑖𝑗
𝑉 (

𝜎12𝑖𝑗
9𝑅9c

−
𝜎6𝑖𝑗
3𝑅3c

) (2.25)

where the sum ranges over all atom types in the system, 𝑁𝑖 is the number of atoms
of type 𝑖 (excluding the fractional molecules), and 𝑉 is the volume of the simulation
box. The factor 12 corrects for counting interactions twice. In Brick, either of these
methods can be used to account for the truncation of the Lennard­Jones potential.

2.5.5. Electrostatic Interactions
The electrostatic potential has the functional form:

𝑈electrostatic (𝑟𝑖𝑗) =
1

4𝜋𝜀0
𝑞𝑖𝑞𝑗
𝑟𝑖𝑗

(2.26)

where 𝜀0 is the permittivity of space, 𝑞𝑖 and 𝑞𝑗 are charges, and 𝑟𝑖𝑗 is the distance
between them. In the remainder of this chapter we omit the factor 1/4𝜋𝜀0 from
our notation. The electrostatic interaction is a long­ranged interaction and requires
more care when truncated than the Lennard­Jones interactions. In Brick, for han­
dling electrostatic interactions it is possible to choose for the Ewald method [67],
the Wolf method [68], or the damped­shifted version of the Wolf method by Fennell
and Gezelter [75].
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Ewald Method
The most commonly used method to calculate electrostatic interactions is the Ewald
method [67, 76]. This method splits the electrostatic interactions in a short­range
and long­range part and uses a Fourier Transform on the long­range part.

𝑈Ewaldelectrostatic =
1
2

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁m
∑
𝑗=1
𝑗≠𝑖

𝑁𝑗a
∑
𝑏=1

𝑟𝑖𝑎𝑗𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑗𝑏
erfc (𝛼𝑟𝑖𝑎𝑗𝑏)

𝑟𝑖𝑎𝑗𝑏
(2.27)

+ 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1
𝑏≠𝑎

𝑟𝑖𝑎𝑖𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑖𝑏
erfc (𝛼𝑟𝑖𝑎𝑖𝑏)

𝑟𝑖𝑎𝑖𝑏
(2.28)

− 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1

𝑞𝑖𝑎𝑞𝑖𝑏
1
𝑟𝑖𝑎𝑖𝑏

(2.29)

+ 1
2𝑉 ∑

𝑘⃗≠0⃗

4𝜋
𝑘2 |

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑞𝑖𝑎 exp [𝑖𝑘⃗ ⋅ 𝑟𝑖𝑎]|

2

exp [− 𝑘2
4𝛼2 ] (2.30)

− 𝛼
√𝜋

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑞2𝑖𝑎 (2.31)

where 𝑁m is the number of molecules, 𝑁𝑖a is the number of atoms in molecule 𝑖, 𝑞𝑖𝑎
is the partial charge of atom 𝑎 in molecule 𝑖, erfc(𝑥) is the complementary error
function, 𝛼 is a damping parameter, 𝑟𝑖𝑎𝑗𝑏 = |𝑟𝑖𝑎 − ⃗𝑟𝑗𝑏| is the distance between atom
𝑎 in molecule 𝑖 and atom 𝑏 in molecule 𝑗, and 𝑅c is the cutoff radius. Term 2.27
is the damped electrostatic potential for the short­ranged interactions. Terms 2.28
and 2.29 are corrections for intramolecular interactions (since they are calculated
separately) and are referred to as the exclusion terms. One could say that term 2.28
completes the sum over all atoms in the simulation box and term 2.29 substracts
all intramolecular interactions to obtain the proper intermolecular interactions. The

sum in term 2.30 ranges over vectors 𝑘⃗ = 2𝜋
𝐿 (𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧) with 𝐿 = 𝑉

1
3 (the length

of one side of the simulation box) and integers 𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧 ∈ ℕ. Since this is a
converging sum we can truncate it at a certain maximum vector 𝑘max (or 𝑛max such
that 𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧 ≤ 𝑛max). The Fourier Transform (term 2.30) makes the Ewald method
a computationally expensive method but can be optimized by storing the values of
the double sum [77]. Term 2.31 is the self interaction. Since the Ewald method
involves the calculation of a Fourier Transform it is computationally expensive.
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Wolf Method
The Wolf method [68] is an alternative method to calculate electrostatic interac­
tions, which works particularly well for dense systems (e.g. liquids). The Wolf
method uses the following expression to calculate electrostatic interactions:

𝑈Wolf
electrostatic =

1
2

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁m
∑
𝑗=1
𝑗≠𝑖

𝑁𝑗a
∑
𝑏=1

𝑟𝑖𝑎𝑗𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑗𝑏 (
erfc (𝛼𝑟𝑖𝑎𝑗𝑏)

𝑟𝑖𝑎𝑗𝑏
− erfc (𝛼𝑅c)

𝑅c
) (2.32)

+ 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1
𝑏≠𝑎

𝑟𝑖𝑎𝑖𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑖𝑏 (
erfc (𝛼𝑟𝑖𝑎𝑖𝑏)

𝑟𝑖𝑎𝑖𝑏
− erfc (𝛼𝑅c)

𝑅c
) (2.33)

− 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1

𝑞𝑖𝑎𝑞𝑖𝑏
1
𝑟𝑖𝑎𝑖𝑏

(2.34)

− (erfc
(𝛼𝑅c)
2𝑅c

+ 𝛼
√𝜋
)
𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑞2𝑖𝑎 (2.35)

where the variables and parameters have the same meaning as for the Ewald
method. It should be kept in mind that typically the values for the damping param­
eters 𝛼 are different for the Ewald and Wolf method (Chapter 3). Term 2.32 is the
damped and shifted electrostatic potential. Terms 2.33 and 2.34 are corrections for
intramolecular interactions (since they are calculated separately) and are referred
to as the exclusion terms. One could say that term 2.33 completes the sum over all
atoms in the simulation box and term 2.34 substracts all intramolecular interactions
to obtain the proper intermolecular interactions. Term 2.35 is the self interaction.
Although the electrostatic interactions can be accurately calculated using the Wolf
method, for some systems artificial structuring around the cutoff distance is a po­
tential issue [78]. A modification of the Wolf method by Fenell and Gezelter [75]
solves this issue.
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Modified Wolf Method (Fenell and Gezelter)
Fenell and Gezelter modified the Wolf method such that the electrostatic force at
the cutoff is continuous. For this reason it is sometimes also being referred to as the
Damped Shifted Force (DSF) potential. This method uses the following expression
to calculate electrostatic interactions:

𝑈Fennell−Gezelterelectrostatic = 1
2

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁m
∑
𝑗=1
𝑗≠𝑖

𝑁𝑗a
∑
𝑏=1

𝑟𝑖𝑎𝑗𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑗𝑏[
erfc (𝛼𝑟𝑖𝑎𝑗𝑏)

𝑟𝑖𝑎𝑗𝑏
− erfc (𝛼𝑅c)

𝑅c

+ (erfc
(𝛼𝑅c)
𝑅2c

+ 2𝛼
√𝜋

exp [−𝛼2𝑅2c ]
𝑅c

) (𝑟𝑖𝑎𝑗𝑏 − 𝑅c) ] (2.36)

+ 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1
𝑏≠𝑎

𝑟𝑖𝑎𝑖𝑏<𝑅c

𝑞𝑖𝑎𝑞𝑖𝑏 (
erfc (𝛼𝑟𝑖𝑎𝑖𝑏)

𝑟𝑖𝑎𝑖𝑏
− erfc (𝛼𝑅c)

𝑅c
) (2.37)

− 12

𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑁𝑗a
∑
𝑏=1

𝑞𝑖𝑎𝑞𝑖𝑏
1
𝑟𝑖𝑎𝑖𝑏

(2.38)

− (erfc
(𝛼𝑅c)
2𝑅c

+ 𝛼
√𝜋
)
𝑁m
∑
𝑖=1

𝑁𝑖a
∑
𝑎=1

𝑞2𝑖𝑎 (2.39)

Term 2.36 is the damped and shifted electrostatic potential. Terms 2.37 and 2.38
are corrections for intramolecular interactions (since they are calculated separately)
and are referred to as the exclusion terms. One could say that term 2.37 completes
the sum over all atoms in the simulation box and term 2.38 substracts all intramolec­
ular interactions to obtain the proper intermolecular interactions. Term 2.39 is the
self interaction.
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2.5.6. Scaling of Interactions
The fractional parameter 𝜆 is used to scale interactions of the fractional molecules
in the system. When 𝜆 = 0, the fractional molecule has no interactions with its
surroundings. For 𝜆 = 1, the interactions of the fractional molecule are the same
as a whole molecule. Between these two state points, a path can be chosen how
to ”switch on” the interactions from 𝜆 = 0 to 𝜆 = 1.

It turns out to be more efficient to scale the Lennard­Jones interactions and
electrostatic interactions separately, using 𝜆LJ and 𝜆EL, respectively. We use the
following procedure. Starting from 𝜆 = 0, with increasing 𝜆 we only increase the
Lennard­Jones interactions of the fractional molecule i.e. increase 𝜆LJ and keep
𝜆EL = 0. Then, at a certain chosen value of 𝜆, which we refer to as 𝜆s, we reach
𝜆LJ = 1. From that point (till 𝜆 = 1) we start increasing the electrostatic interactions
of the fractional molecule i.e. increase 𝜆EL and keep 𝜆LJ = 1. This way we gradually
increase first the Lennard­Jones interactions, which prevents singularities in the
electrostatic potential, and then the electrostatic interactions. It turns out to be
more efficient in simulations than scaling both interactions at the same time [79].

For fractional molecules the Lennard­Jones interactions are scaled as [80]:

𝑈LJ (𝑟, 𝜆LJ) = 4𝜆𝜀
⎡
⎢
⎢
⎢
⎣

1

(𝛼LJ (1 − 𝜆LJ)
𝑏 + ( 𝑟𝜎)

𝑐
)
12
𝑐
− 1

(𝛼LJ (1 − 𝜆LJ)
𝑏 + ( 𝑟𝜎)

𝑐
)
6
𝑐

⎤
⎥
⎥
⎥
⎦

(2.40)

where typical values for 𝛼LJ, 𝑏 and 𝑐 are 0.5, 1, and 6 respectively. Other values can
be used to minimize the variance of the energy if required. The term 𝛼LJ(1−𝜆LJ)𝑏
prevents singularities for small values of 𝑟. Shifting this potential at the cutoff is
straightforward. For tail corrections the substitution 𝑁𝑖 → 𝑁𝑖 + 𝜆LJ is applied to
Eq. 2.25 [26, 27].

The electrostatic interactions for fractional molecules are scaled similar to the
Lennard­Jones interactions. This is achieved by substituting 𝑟𝑖𝑎𝑗𝑏 → 𝑟𝑖𝑎𝑗𝑏 +𝛼EL(1−
𝜆EL) (which prevents singularities at small distances) and 𝑞𝑖𝑎 → 𝜆EL𝑞𝑖𝑎 where we
typically chose 𝛼EL = 0.01 Å.

2.5.7. Intramolecular Interactions
Intramolecular Lennard­Jones interactions are calculated directly from Eq. 2.23
without truncating the interactions. Similarly, the intramolecular electrostatic inter­
actions are calculated directly from the electrostatic potential without truncation:

𝑈intramolecular
electrostatic = 𝛾𝑖𝑗

𝑞𝑖𝑞𝑗
𝑟𝑖𝑗

(2.41)

where 𝛾𝑖𝑗 is a scaling factor for the intramolecular electrostatic interactions between
atoms 𝑖 and 𝑗 in a molecule that is required by some force fields.
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2.5.8. Smart Monte Carlo
Typical translation trial moves in Monte Carlo simulations attempt to translate one
molecule in a random direction by a random distance. One can optimize the effi­
ciency of these trial moves by using the force on the particles. Instead of displacing
one molecule at random, in Smart Monte Carlo simulations [16] all molecules are
translated at the same time where the direction and distance are determined by
the force and a random contribution [69]. This results in a faster equilibration of
the system. This method is similar to the hybrid Monte Carlo method [81] that
combines Monte Carlo and Molecular Dynamics. The Smart Monte Carlo translation
move in Brick­CFCMC follows the following procedure [16]:

1. Random vectors u𝑖 are generated, where the vector components are drawn
from a normal distribution with the mean equal to 0 and the variance equal
to 1.

2. The ’effective kinetic energy’ is calculated:

𝜅 =
𝑁

∑
𝑖=1

1
2𝑚𝑖u

2
𝑖

where 𝑚𝑖 is the mass of molecule 𝑖.

3. Each particle in the system is assigned a velocity

v𝑖,old = √
3𝑁𝑘B𝑇
2𝜅 ⋅ u𝑖

where the factor √3𝑁𝑘B𝑇
2𝜅 guarantees that the kinetic energy of the system is

equal to 3
2𝑁𝑘B𝑇 (according to the equipartition theorem).

4. The forces F𝑖 acting on each molecule are calculated.

5. Velocities are updated:

v𝑖 = v𝑖,old +
F𝑖
2𝑚𝑖

Δ𝑡

6. Positions are updated:
r𝑖,new = r𝑖,old + v𝑖Δ𝑡

7. The forces F𝑖 are recalculated (based on the new positions r𝑖,new).

8. Velocities are updated again (with the recalculated forces):

v𝑖,new = v𝑖 +
F𝑖
2𝑚𝑖

Δ𝑡
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9. The trial move is accepted or rejected according to the acceptance rule:

acc(o → n) =min (1, exp[−𝛽(Δ𝑈 + Δ𝐾)])
where Δ𝑈 is the difference in potential energy between the new and old con­
figuration:

Δ𝑈 = 𝑈(r𝑁new) − 𝑈(r𝑁old)
and Δ𝐾 is the difference in kinetic energy:

Δ𝐾 =
𝑁

∑
𝑖=1

1
2𝑚𝑖(v

2
𝑖,new − v2𝑖,old)

In this routine, the velocity Verlet algorithm [82] is used to calculate the velocities
and positions of the particles. This algorithm is time reversible and area­preserving
(symplectic) [83]. The time step Δ𝑡 can be adjusted to optimize the efficiency.
Choosing a small time step results in small displacements and a high acceptance
probability of this trial move. However, small displacements are not that useful for
equilibrating the system. Choosing a large time step results in large displacements
and small acceptance probabilities. One has to tune Δ𝑡 for efficiency. In Fig. 2.2 the
average accepted displacement and acceptance ratio as a function of the time step
is shown for the Smart Monte Carlo translation trial move in a system of Lennard­
Jones particles. Similarly, Smart Monte Carlo rotation trial moves can be performed
using time reversible and symplectic integrators for rigid body dynamics [84].

Instead of performing Smart Monte Carlo for a single MD timestep, one can also
consider taking 𝑁 timesteps, i.e. repeating step 4 to step 8, similar to the Hybrid
Monte Carlo approach [15]. Taking multiple timesteps has the advantage that the
ballistic motion of the system is followed better, leading to larger displacements in
phase space. However, taking 𝑁 too large leads to larger computational require­
ments and lower acceptance probabilities (especialy for large timesteps). As an
example, in Figure 2.3 we show the mean square displacement, ⟨𝑟2⟩, as a function
of the number of force evaluations for different values of 𝑁 with Δ𝑡 = 0.03 in a
system of Lennard­Jones particles. For comparison, the case Δ𝑡 = 0.001, corre­
sponding to a trajectory in Molecular Dynamics is also included. When the number
of timesteps is too large, the energy drift becomes such that the trajectories are
mostly rejected. For example, for Δ𝑡 = 0.03 and 𝑁 = 25, we find that only about
9% of the trajectories are accepted. For the results shown in Fig. 2.3, the optimum
seems to be around 𝑁 = 10 with an average acceptance probability of about 25%.
In principle, optimal values for 𝑁 and Δ𝑡 vary for each system.

2.5.9. Other Features of Brick­CFCMC
Other features of Brick are the calculation of partition function of isolated molecules
from spectroscopic data [85] or QM simulations (e.g. Gaussian [86]), required for
simulations in the Reaction Ensemble, calculation of fugacities in multicomponent
systems using the Peng­Robinson Equation of State [87], calculation of radial distri­
bution functions, creating snapshots of the system, and using Widom’s test­particle
insertion method [28, 59].
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Figure 2.2: Acceptance probability and average accepted displacement of the Smart Monte Carlo trans­
lation trial move as a function of the time step in a system of Lennard­Jones particles with number
densities: 𝜌 = 0.2 (blue line) and 𝜌 = 0.8 (red line). The temperature is set to 2.0 (reduced units). The
optimal choices for Δ𝑡 are around 0.04 and 0.015 (reduced units), for 𝜌 = 0.2 and 𝜌 = 0.8, respectively.

Figure 2.3: Mean square displacement ⟨𝑟2⟩ as a function of the number of force evaluations for the
Smart translation trial move in a system of Lennard­Jones particles with number density 𝜌 = 0.6 and
𝑇 = 1.0 (reduced units). Different colored lines correspond to a different number of timesteps 𝑁 with
Δ𝑡 = 0.03. The black dashed line corresponds to the trajectory in Molecular Dynamics (Δ𝑡 = 0.001).
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Vapor­Liquid Equilibria in

the Gibbs Ensemble

Schematic illustration of hydrogen sulfide in the Gibbs Ensemble: one liquid phase, one vapor phase and
one fractional molecule that transfers between the simulation boxes to obtain vapor­liquid equilibrium.

This chapter is based on the paper:

R. Hens and T. J. H. Vlugt, Molecular Simulation of Vapor­Liquid Equilibria using the Wolf Method for
Electrostatic Interactions, Journal of Chemical and Engineering Data, 63, 1096­1102 (2018) [27].
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3.1. Introduction
Vapor­liquid equilibria (VLE) are of great interest in chemical industry, in particular
for separation processes [41, 88]. As an alternative to experiments, molecular simu­
lation is a useful tool for obtaining VLE data, especially for multicomponent systems
[20, 89, 90]. Molecular simulation critically relies on a force field and the geometry
of the molecules as input. The force field describes the interactions between atoms
and molecules. The past decades, there have been many simulation studies on
VLE using force fields that employ a combination of a Lennard­Jones interaction
potential (LJ) and an electrostatic interaction potential [11–14, 91] (Sec. 2.5.4 and
Sec. 2.5.5). Different methods and force fields for describing interactions exist,
such as density functional theory [92, 93] and polarizable force fields [94–96]. The
LJ potential is rather short­ranged and calculating the energy is therefore straight­
forward i.e. by truncating the LJ potential and using analytic tail corrections [16].
However, the electrostatic potential is long­ranged and one has to take extra care
when calculating this energy contribution because of periodic boundary conditions
and the interaction of the molecule with its mirror images. The Ewald summation
[67] is a commonly used method for calculating electrostatics. It calculates the
electrostatic energy by dividing the potential in a short­range potential that can be
calculated directly, and a long­range potential which requires a Fourier transform of
the charge density. The Ewald summation is accurate for a wide variety of systems
and the electrostatic energy is well defined [67, 76]. A disadvantage of the Ewald
summation and its variants is that it is computationally expensive because a Fourier
transform is involved [97, 98]. Other methods for dealing with electrostatics exist
such as the reaction field method [99, 100], the particle­particle and particle­mesh
algorithm [101] (a variant to the Ewald summation), and the Wolf method [68, 75].
In this chapter we focus on the latter. The past few years, the Wolf method has be­
come quite popular for simulating dense fluids due its simplicity and efficiency [75].
The Wolf method makes use of the (strong) screening of electrostatic interactions
in dense systems. All interactions are pairwise and there is no Fourier transform
of the charge density involved. Calculations involve two parameters: the damping
parameter 𝛼 and the cutoff radius 𝑅c. Unlike the Ewald method, there is no clear
criterion for choosing these parameters. The effectivity of the Wolf method has
already been demonstrated in many applications [58, 102–105]. Those simulations
take place in dense liquids where there is a strong screening of the electrostatic
interactions. From earlier studies, we also know that the Wolf method is not very
efficient in zeolites because of less effective screening due to voids in the zeolite
topology [77]. As a consequence, a larger cutoff radius for electrostatic interactions
is needed in this case, making the Wolf method less efficient than one would expect.
It is also unclear if and how the Wolf method influences VLE. Here, we will inves­
tigate the accuracy of the Wolf method in simulating VLE for simple compounds:
hydrogen sulfide, methanol, and carbon dioxide. These compounds were chosen
because of their relevance in industry and applications and because accurate force
fields are available to describe these compounds. Monte Carlo simulations are per­
formed in the Gibbs Ensemble using the Continuous Fractional Component (CFC)
method (Sec. 2.4). Simulations in the Gibbs Ensemble make it possible to choose
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the parameters for the Wolf method (𝛼 and 𝑅c) in both simulation boxes (vapor and
liquid) independently of each other. This is important because the Wolf method is
based on the screening of charges which is dependent on the density of the system.

This chapter is organized as follows. First, in Sec. 3.2 the simulation details such
as the input and force fields are discussed. Also the procedure on how to choose
the optimal Wolf parameters is explained. Second, in Sec. 3.3 the simulation results
for density, chemical potential, vapor pressure and critical properties are reported.
Sec. 3.4 concludes this chapter with concluding remarks about the efficiency and
accuracy of the Wolf method in VLE simulations.

3.2. Simulation Details
Monte Carlo simulations are performed in the Gibbs Ensemble using the CFC method
as described in Sec. 2.4 to obtain vapor­liquid equilibria of three different pure
compounds: hydrogen sulfide, methanol, and carbon dioxide. Although the multiple
histogram reweighting method [106, 107] is a very efficient method for obtaining
VLE, Monte Carlo simulations in the Gibbs Ensemble are suitable for obtaining VLE
with a relatively small amount of molecules not too close to the critical point and
small finite­size effects [108]. Electrostatic interactions will be calculated using
the Wolf Method as described in Sec. 2.5.5. The force field parameters [89, 109,
110] used to describe the interaction between molecules are listed in Table A.1
of the Appendix and Lorentz­Berthelot mixing rules are used [16]. All molecules
are treated as rigid and the bond lengths and angles are listed in Table A.2 of the
Appendix. Periodic boundary conditions are used.

A Monte Carlo cycle in the simulations consist of 𝑁tot Monte Carlo steps, where
𝑁tot is the total number of molecules in the complete system. In each Monte Carlo
step, a trial move is selected at random with the following fixed probabilities: 35%
translations, 30% rotations, 1% volume changes, 17% 𝜆 changes, 8.5% swaps
of the fractional molecule, and 8.5% identity changes of the fractional molecule.
(Note that here we do not make use of the hybrid trial move described in Sec. 2.5.2.)
Ensemble averages are updated after every cycle.

Each simulation starts with 5⋅103 cycles for equilibrating, where only translation
and rotation moves are performed. Next, there are 5⋅104 cycles for initializing and
further equilibrating of the system, now using all available trial moves. In this stage,
the weight function 𝑊(𝜆, 𝑖) is being constructed using the Wang­Landau algorithm
[74]. During the initializing and equilibrating phases, the maximum displacement,
rotation, and volume change are modified to achieve an acceptance ratio of 50%
for those trial moves. Finally, there are 5⋅104 production cycles where ensemble
averages are taken and the 𝜆­probability distribution is sampled for which 100 bins
are used for storage.

Multiple simulations are performed for different compounds and different Wolf
parameters at different temperatures. For all simulations, a cutoff radius of 14 Å
for LJ interaction is used in both simulation boxes with analytic tail corrections. The
Wolf parameters (𝛼 and 𝑅c) are chosen for each simulation as follows. First, a short
NVT simulation is run at a density close to equilibrium (estimated from literature
[109, 111, 112]) above the critical temperature (so that no phase separation occurs
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Table 3.1: Values of the Wolf parameters 𝑅c and 𝛼 for different sets.

Set Wolf Parameters

1 Optimal (as described in Sec. 3.2).
2 𝛼 = 0.12 Å­1 and 𝑅c = 14 Å (16 Å for CO2) in both simulation boxes.
3 𝛼 = 0.10 Å­1 in both boxes and the same 𝑅c as in the optimal set.
4 𝛼 = 0.06 Å­1 in both boxes and the same 𝑅c as in the optimal set.

in the simulation box). Second, for the final configuration of this NVT simulation
the electrostatic energy is calculated with the Ewald Method as well as for many dif­
ferent Wolf parameters. A plot comparing the electrostatic energy calculated with
the Ewald method (which we consider as the exact solution) and the Wolf method
for different parameters is made. Fig. 3.1 and Fig. 3.2 show typical differences in
the electrostatic energy for the liquid and vapor phase of methanol, respectively.
Fig. 3.1 also clearly shows the effect of a damping parameter that is too small:
for 𝛼 → 0 and large 𝑅c the lack of screening in the cutoff spheres results in large
energy differences between the Wolf method and Ewald method. From those plots,
the optimal values for 𝛼 and 𝑅c can be determined i.e. the parameters that give an
accurate result compared to the Ewald method, choosing 𝑅c as small as possible
(because a smaller cutoff is computationally favorable). We will refer to this values
as the optimal parameter set. It is possible to take multiple configurations and use
the averages of the energy differences to obtain the parameter sets. However,
it turns out to be sufficient to take only a single configuration as can be seen for
example in Fig. 3.1 where, for 𝛼 large enough, the energy differences for differ­
ent 𝑅c converge. We also verified that the optimal parameter set is the same as
when we would have taken a configuration from a Gibbs Ensemble simulation after
equilibrating and following the same procedure.

Choosing the best values for 𝛼 and 𝑅c can be quite some work we also run
simulations for different (easier) choices of the parameters to show the dependence
of the results on the values of the Wolf parameters. The different parameter sets
are listed in Table 3.1. The first set is the optimal set, obtained from the procedure
described above. The second set is chosen because it should give accurate results
in the liquid phase of each compound (according to the optimal set). The third
set is chosen with a slightly smaller 𝛼 such that it should be more accurate for the
gas phase and is a value in the range that is typically chosen [75, 77, 102]. The
fourth set is chosen such that it should be even more accurate for the gas phase.
In the optimal parameter set for very low densities an 𝛼 of 0 is found with a very
large cutoff radius. This corresponds to calculating the electrostatic energy directly,
ignoring any interaction between a molecule and its mirror images.

Each simulation starts with different initial configurations (how the molecules
are distributed over the two simulation boxes and the size of the simulation boxes).
In the Supporting Information of Ref. [27], the initial configuration can be found as
well as the optimal Wolf parameter sets for each system.



3.2. Simulation Details

3

33

Figure 3.1: Relative difference in electrostatic energy between the Wolf method and Ewald summation
for different values of 𝑅c as a function of 𝛼. The parameters for the Ewald summation are chosen such
that a relative precision of 10­6 is achieved. The energy is calculated for methanol at a (typical liquid)
density of 692 kg/m3 at 600 K. The optimal value of 𝛼 is in the range from 0.10 Å­1 to 0.14 Å­1.

Figure 3.2: Relative difference in electrostatic energy between the Wolf method and Ewald summation
for different values of 𝑅c as a function of 𝛼. The parameters for the Ewald summation are chosen such
that a relative precision of 10­6 is achieved. The energy is calculated for methanol at a (typical gas)
density of 2.66 kg/m3 at 600 K. The optimal value of 𝛼 is in the range from 0 to 0.03 Å­1.



3

34 3. Vapor­Liquid Equilibria in the Gibbs Ensemble

After obtaining the densities at equilibrium, critical properties and the saturated
vapor pressures 𝑃vap are determined. The critical properties (density 𝜌c, and tem­
perature 𝑇c) are calculated from the VLE­curves using the method described by
Dinpajooh and co­workers [108] and in the book by Frenkel and Smit [15]:

𝜌l + 𝜌v
2 = 𝜌c + 𝐴(𝑇 − 𝑇c) (3.1)

𝜌l − 𝜌v = 𝐵(𝑇 − 𝑇c)0.32 (3.2)

where 𝜌l and 𝜌v are the liquid and vapor density, respectively, and 𝐴 and 𝐵 are
fitting parameters. The saturated vapor pressures 𝑃vap are determined in the fol­
lowing way. We estimate the coexistence pressure (from the ideal gas law) and
set up multiple conventional NPT simulations at different pressures 𝑃 in a range
around the estimated one. From each simulation we calculate the density and from
those results a (𝑃, 𝜌)­diagram can be constructed. 𝑃vap can then be determined (by
interpolating) at the equilibrium vapor density 𝜌v. Alternatively, one could compute
the pressure at 𝜌v in a simulation in the NVT ensemble.

3.3. Results
The densities at different temperatures can be found in Fig. 3.3 for hydrogen sulfide,
Fig. 3.4 for methanol, and Fig. 3.5 for carbon dioxide. Our simulation results are in
excellent agreement with the comparing data (simulations using the Ewald method)
for almost all Wolf parameter sets. Only at high densities, the density deviates a bit
for the set where 𝛼 = 0.06 Å­1 in both simulation boxes. This is caused by the fact
that at high density there is a large effective screening of charges. This means that
either a larger value of 𝛼 should be used (see also Fig. 3.1). Closer to the critical
temperatures small deviations in the results are found.

The chemicals potential of hydrogen sulfide, methanol, and carbon dioxide can
be found in Fig. 3.6, Fig. 3.7, and Fig. 3.8 respectively as calculated from Eq. 2.7
(excluding 𝜇∘𝑖 ). From this data it can immediately be seen that the vapor and liquid
are in chemical equilibrium because the chemical potential is equal in both simula­
tion boxes. For methanol there is a tiny difference between the computed chemical
potentials in the liquid and the gas phase, but this is still within the error bars. Fur­
thermore, for methanol at 𝑇 = 180 K and 𝑇 = 230 K, no chemical potential could
be calculated directly because of the very low density of the gas phase. Although
it would be possible to calculate the chemical potential for the gas phase directly
by considering it as an ideal gas, we do not do that here because of the large error
bars for the density.

Critical temperatures and densities are determined from the VLE­curves. The
obtained critical points of hydrogen sulfide, methanol, and carbon dioxide are listed
in Table 3.2. For hydrogen sulfide and carbon dioxide acceptable critical points are
obtained. Only for the Wolf parameter set with 𝛼 = 0.06 Å­1 in both boxes a larger
deviation is found. This can again be explained by the fact that this parameter
set fails to give an accurate description of the VLE (Fig. 3.5). For methanol, the
critical temperatures are higher than expected and the error bars are relatively high
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Figure 3.3: Density­temperature plot for the vapor­liquid equilibrium of hydrogen sulfide. Different
symbols indicate different parameters for the Wolf method, compared to simulation results from Shah
et al. [109] using the Ewald summation (solid line).

Figure 3.4: Density­temperature plot for the vapor­liquid equilibrium of methanol. Different symbols
indicate different parameters for the Wolf method, compared to experimental results from Goodwin [111]
(solid line) and simulations from Gonzalez­Salgado et al. [110] using the Ewald summation (dashed line).
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Figure 3.5: Density­temperature plot for the vapor­liquid equilibrium of carbon dioxide. Different symbols
indicate different parameters for the Wolf method, compared to experimental results and equation of
state from Duschek et al. [113] (solid line) and simulations from the NIST database [112] using the
Ewald summation (dashed line).

Figure 3.6: Chemical potential as a function of temperature of hydrogen sulfide. Values are computed
using Eq. 2.7 (excluding 𝜇∘𝑖 ).
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Figure 3.7: Chemical potential as a function of temperature of methanol. Values are computed using
Eq. 2.7 (excluding 𝜇∘𝑖 ).

Figure 3.8: Chemical potential as a function of temperature of carbon dioxide. Values are computed
using Eq. 2.7 (excluding 𝜇∘𝑖 ).
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Figure 3.9: Clausius­Clapeyron plots of the saturated vapor pressure as a function of the inverse tem­
perature. The solid lines show the results obtained from NPT simulations using the Wolf method for
electrostatic interactions with the optimal parameters, different colors indicate the different compounds.
Dashed lines show simulation data from the NIST database [112], Shah et al. [109], and Gonzalez­
Salgado et al. [110].

compared to that for hydrogen sulfide and carbon dioxide. This is most likely caused
by the difference in the shape of the VLE curve, compared to that of hydrogen sulfide
and carbon dioxide, and the method used to extract the critical point.

Finally, from NPT simulations, the vapor pressures at equilibrium are deter­
mined. Only the optimal Wolf parameter sets were used. A Clausius­Clapeyron
plot (Fig. 3.9) summarizes the resulting vapor pressures. We were not able to de­
termine the vapor pressure from a NPT simulation at 𝑇 = 200 K because no density
corresponding to 𝜌v was obtained. Also, at 𝑇 = 360 K we were not able to ob­
tain the pressure because the temperature is close to the critical point. For the
same reason we were not able to obtain the vapor pressure for carbon dioxide at
𝑇 = 300 K. From the slopes of the line in Fig. 3.9, the enthalpy of vaporization
𝐻vap can be determined. Values of the enthalpy of vaporization and experimental
results are reported in Table 3.3 for comparison. The computed values are in good
agreement with experimental available data.

The optimal set of Wolf parameters produces results in agreement with data
from literature and can therefore be considered as an accurate alternative to the
Ewald method. Also note that the other parameter sets produce acceptable results
as well, especially Set 2. This is most likely caused by the fact that it is more
important to describe interactions in the liquid phase more accurately than it is in
the vapor phase (which is close to behaving like an ideal gas). This is a useful
result if one does not have data available for determining the optimal parameters
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Table 3.3: Δ𝐻vap for different compounds computed using the Clausius­Clapeyron relation (see also
Fig. 3.9) compared to experimental results. The numbers between brackets denote the uncertainty in
the last digit

Δ𝐻vap/[kJ/mol]
Compound Simulation Experimental

Hydrogen sulfide 18.5(2) 18.6 [116]
Methanol 37.9(3) 37.9 [117]

Carbon dioxide 16.8(2) 16.5 [118]

𝛼 and 𝑅c but still wants to perform simulations using the Wolf method. Simulations
using the Wolf method are found to be at least twice as fast in terms of CPU time
compared to the Ewald method.

3.4. Conclusions
In this chapter, we studied the applicability of the Wolf method for electrostatic
interactions in Monte Carlo simulations. By performing simulations in the Gibbs
Ensemble with the CFC method, we were able to obtain accurate densities, chem­
ical potentials, critical points and vapor pressures at vapor­liquid equilibrium for
different compounds and different Wolf parameter sets. We have shown that the
damping parameter 𝛼 in the liquid phase should be chosen larger than 𝛼 in the
vapor phase, corresponding to a more effective screening of charges in the liquid
phase. The cutoff radius 𝑅c can be chosen smaller in the liquid phase than 𝑅c
in the gas phase, because of the higher value of 𝛼 in the liquid. Moreover, we
demonstrated that a simple estimation of the Wolf parameters can already produce
accurate results for the vapor­liquid equilibrium.



4
Chemical Reaction Equilibria

in the Reaction Ensemble

Schematic illustration of the Haber­Bosch process in the Reaction Ensemble. Fractional molecules of N2,
H2 and NH3 are used to facilitate the reaction and obtain the reaction equilibrium.

This chapter is based on the paper:

A. Poursaeidesfahani, R. Hens, A. Rahbari, M. Ramdin, D. Dubbeldam, and T. J. H. Vlugt, Effi­
cient Application of Continuous Fractional Component Monte Carlo in the Reaction Ensemble, Journal
of Chemical Theory and Computation, 13, 4452­4466 (2017) [26].
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4.1. Introduction
Substantial efforts have been made by scientists and engineers to study chemical
reactions in non­ideal environments [10, 119, 120]. An optimal design and opera­
tion of many chemical processes relies on accurate information regarding reaction
equilibria [62]. Reaction equilibria vary as the operating conditions of a reactor
change. As a result, an approach is required which can provide information regard­
ing chemical equilibria for a wide range of operating conditions. In an ideal gas,
chemical equilibria are determined by the difference between the standard Gibbs
free energies of formation of reactants and products [61]. Due to interactions of
the reacting molecules with surrounding molecules, the chemical equilibrium may
significantly differ from the ideal gas situation as the medium formed by the sur­
rounding molecules may stabilize reactant and product molecules differently [62].
It is not always possible to measure reaction equilibria experimentally. The main
reasons for this are: (1) extreme conditions may not be accessible experimen­
tally; (2) kinetic limitation may prohibit reaching chemical equilibrium on accessible
timescales; (3) large­scale experimental screening of solvents for chemical reac­
tions may not be feasible. Therefore, there is a demand for theoretical methods
that can accurately predict reaction equilibria. Molecular simulation is a natural
tool for this as interactions between atoms and molecules are explicitly taken into
account. One can perform Molecular Dynamics with a force field that can han­
dle chemical reactions, e.g. DFT­based [121], Car­Parrinello [122, 123], or ReaxFf
based Molecular Dynamics [124, 125]. The main disadvantage of these approaches
is that reactions may not occur within the limited timescale of Molecular Dynam­
ics simulations. Therefore, advanced simulation techniques such as metadynamics
[126–128] or transition path sampling [129–137] may be required. These types of
simulation techniques are not considered further in this chapter.

One of the most commonly used approaches in molecular simulation is to simu­
late the reaction equilibria in the Reaction Ensemble [10, 21, 22, 62, 63, 138–140].
In this approach, the chemical reaction is carried out by Monte Carlo trial moves.
Beside thermalization, trial moves are carried out in which reactants are removed
and products are inserted in the system, in such a way that an equilibrium distri­
bution of reactants and products is obtained. The mechanism and the transition
state of the reaction are not considered as this approach is purely thermodynamic
and reaction kinetics are not taken into account. As a result, the efficiency of this
simulation technique is not affected by the height of the activation energy barrier
of the reaction. The Reaction Ensemble requires the partition functions of isolated
molecules of all reactant and product molecules, a list of all possible chemical reac­
tions in the system, and an appropriate force field describing interactions between
molecules [62]. The partition functions of the isolated molecule can be obtained
from Quantum Mechanics [61, 63, 141] or standard thermochemical tables such as
the JANAF tables [142]. Computing partition functions of isolated molecules using
quantum packages is well­established [141]. However, due to lack of experimental
data, it is not always straightforward to obtain partition functions from QM software,
especially for large molecules or ions [143, 144]. A detailed review of Monte Carlo
simulations in the Reaction Ensemble can be found in Ref. [62].
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Just as other ensembles that rely on sufficient molecule insertions and removals
(e.g. the Gibbs Ensemble and Grand­Canonical Ensemble) [15], simulations in the
Reaction Ensemble struggle when insertions and removals of molecules are diffi­
cult (systems at low temperatures and high densities). During the past few years,
significant progress has been made in Monte Carlo techniques for the insertion and
deletion of molecules. There are two types of solutions to overcome low acceptance
probabilities for molecule insertions and removals in the Reaction Ensemble: meth­
ods such as Configurational­Bias Monte Carlo or related methods [63, 140, 145–
152] that try to insert molecules in a single Monte Carlo trial move, and methods
based on the idea of expanded ensembles [153–155] such as the Continuous Frac­
tional Component method first developed by Shi and Maginn [57, 58]. The main ad­
vantage of the latter approach is that instead of inserting molecules in a single trial
move, molecules are inserted gradually, so that the surroundings can easily adapt
to the inserted/deleted molecules. This is particularly important at high densities
[66]. Therefore, the CFC method does not rely on the spontaneous occurrence of
cavities in the system that are large enough to accommodate a large molecule. The
CFC method is frequently used for simulations that suffer from low acceptance prob­
ability of molecule insertions and removals [10, 64, 66, 72, 156–163]. Applications
of this approach include: computation of the loading and enthalpy of adsorption of
guest molecules in porous materials near the saturation loading [66, 150], reaction
equilibria of complex systems [10], and solubilities of small molecules in ionic liq­
uids [57, 58, 156–158, 164–166]. More details on the challenges of Monte Carlo
simulations in open ensembles can be found in Refs. [70, 71, 167].

As mentioned in Sec. 2.3, the combination of the CFC method with the Reaction
Ensemble was first proposed by Rosch and Maginn [64] (from now on referred to
as parallel CFC). Balaji et al. used the parallel CFC method to compute the equi­
librium concentrations of the different species in CO2/monoethanolamine solutions
for different CO2 loadings [10]. In this method, fractional molecules of products are
gradually changed into whole product molecules, while the fractional molecules of
reactants are gradually removed, and vice versa. A key ingredient of parallel CFC
is that the fractional molecules of both reactants and products are always present
in the system (Sec. 2.3.1). This version of the Reaction Ensemble improves the ac­
ceptance probability of molecule insertions and removals significantly compared to
the conventional algorithm [64]. However, it does not allow for direct calculation of
chemical potentials and it is not possible to directly check if the reaction reached an
equilibrium. Additional free energy calculations are needed to compute the chemi­
cal potentials of reactants and products. The fractional molecules of reactants and
products have to adapt to their surroundings simultaneously, which reduces the
efficiency of the algorithm.

Inspired by this, we introduce a new formulation for the CFC method in the Re­
action Ensemble (denoted by serial CFC) [26]. The crucial difference with parallel
CFC is that either fractional molecules of reactants or products are present in the
system (Sec. 2.3.3). The chemical potentials of reactants/products are directly ob­
tained without using Widom’s test particle insertion method (or similar). Therefore,
one can directly check for the condition of chemical equilibrium. This new formula­
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tion, as well as the conventional and parallel CFC method, have been described in
Sec. 2.3.

This chapter is organized as follows. In Sec. 4.2 the simulation details and the
systems under study are described. In Sec. 4.3, the performance of the serial
CFC method is compared to conventional Reaction Ensemble and parallel CFC for
Lennard­Jones particles. The applicability of the serial CFC method is also demon­
strated for the ammonia synthesis reaction at various temperatures and pressures.
Compared to the parallel CFC method, the serial CFC method is more efficient,
computationally cheaper and allows for the computation of chemical potentials of
all components without any additional calculations or simulations. The main find­
ings are summarized in Sec. 4.4.

4.2. Simulation Details
As a proof of principle for the serial CFC method, simulations are performed for
different systems of Lennard­Jones particles. Furthermore, the ammonia synthesis
reaction is considered at various pressures (100 bar to 1000 bar) and temperatures
(573 K to 873 K) as a practically important application.

For different systems of Lennard­Jones particles, simulations are performed at
constant pressure and temperature using the conventional Reaction Ensemble, the
parallel CFC method [64], and the serial CFC method. For these simulations, all
properties are defined in reduced units. The interactions are truncated and shifted
at 2.5𝜎. The temperature is set to 𝑇 = 2 (reduced units), and simulations always
start with 400 particles of type A. The maximum molecule displacements and max­
imum volume changes are set to achieve 50% acceptance for these trial moves. In
each Monte Carlo step, a trial move is selected at random with the following prob­
abilities: 49.5% translation, 1% volume changes, and 49.5% reaction trial moves.

For the ammonia synthesis reaction, simulations are performed at constant pres­
sure and temperature using the serial CFC method. All simulations start with a ran­
dom configuration of 120 N2 molecules, 360 H2 molecules, and 0 NH3 molecules.
Fractional molecules are added to this system. All molecules are treated as rigid
and interactions are described by a combination of Lennard­Jones and electrostatic
interactions. Force field parameters for N2, H2, and NH3 are taken from literature
[89, 168, 169] and are listed in Tables A.3 and A.4 of the Appendix. The Wolf
method is used to compute electrostatic interactions [68]. The partition functions
of the isolated molecule for this system are listed in Table 4.1. In each Monte
Carlo step, a trial move is selected at random with the following probabilities: 33%
translations, 33% rotations, 1% volume changes, and 33% reaction trial moves.
For the ammonia synthesis reaction, the switching point for interactions, 𝜆s (see
Sec. 2.5.6), is set to 0.9.

For all simulations using the parallel or serial CFC method, the weight function
(Sec. 2.5.3) is determined using the Wang­Landau algorithm [74]. For the serial
CFC method, the weight function 𝑊(𝜆, 𝛿) is determined such that the observed
two­dimensional probability distribution 𝑝(𝜆, 𝛿) is flat where 𝛿 indicates whether the
fractional molecule(s) is/are reactants of products. 200 bins are used to store the
probability distribution of 𝜆 for reactants and products. All simulations are started
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Table 4.1: Partition functions of isolated molecules (excluding the translational part) divided by the
thermal wavelength, 𝑞/Λ3, at different temperatures taken from Ref. [61]. Reported values of 𝑞/Λ3 are
in Å­3.

𝑇/[K] N2 H2 NH3

573 2.60⋅1090 6.46⋅1040 1.50⋅10110
673 6.89⋅1077 1.28⋅1035 5.42⋅1094
773 3.44⋅1068 8.28⋅1030 2.12⋅1083
873 2.42⋅1061 5.08⋅1027 3.65⋅1074

with 2⋅105 Monte Carlo cycles to equilibrate the system, followed by 1⋅106 cycles for
production (obtaining averages). The number of Monte Carlo steps per cycle equals
the total number of molecules initially in the system. As described in Sec. 2.3, in
the conventional Reaction Ensemble and the Reaction Ensemble combined with the
parallel CFC method, there is only one type of reaction trial move. In contrast,
the serial CFC method requires three types of trial moves for facilitating molecule
transfers of which 50% will be changes in 𝜆, and 50% for the hybrid reaction
trial moves (Sec. 2.5.2). With the serial CFC method, the chemical potentials are
computed from Eq. 2.15. The contribution of fractional molecules are excluded in
the computation of ensemble averages such as the density [65].
Comparison of the efficiency of the three methods, requires a fair definition pf the
efficiency. Here, the efficiency for all three methods is defined as the number of
accepted trial moves (either forward or backward reaction) resulting in a change in
the number of whole molecules due to the reaction, divided by the total number
of reaction trial moves. For the parallel CFC method, this means: the number of
accepted 𝜆 trial moves that result in 𝜆 >1 or 𝜆 <0, divided by the total number of
𝜆 trial moves (Sec. 2.3.2). For the serial CFC method, this means: the number of
accepted reaction trial moves for whole molecules divided by the total number of
all reaction trial moves, including changing the value of 𝜆, reaction for fractional
molecules, and reaction for whole molecules (Sec. 2.3.4). It should be noted that
reaction trial moves for the serial CFC method are computationally cheaper than for
the parallel CFC method. This is due to the reduction in the number of fractional
molecules and therefore a reduction in the number of interacting molecules. Simu­
lations performed using the serial CFC method require less CPU time compared to
similar simulations when the parallel CFC method is used. The CPU time depends
on the programming of the algorithms, the compiler, and CPUs performing the cal­
culations. Here, different approaches are compared only in terms of efficiency and
not CPU time. This can be considered as the worst­case scenario for the serial CFC
method.

4.3. Results
To insure correct implementation of the serial CFC method, the equilibrium compo­
sition is computed and compared for the three methods for different reactions in
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Table 4.2: Interaction parameters (Lennard­Jones) and dimensionless partition functions (𝑞/Λ3) for
different particle types. Note that there are several particle types with exactly the same interaction
parameters. This was done to show the effect of (in)distinguishability of the particles in the reactions.

Particle type 𝜎 𝜖 𝑞/Λ3

A 1.0 1.0 0.002
B 1.0 1.0 0.002
C 1.1 0.9 0.002
D 1.0 1.0 0.02
E 1.1 0.9 0.02
F 1.0 1.0 0.02

a system of Lennard­Jones particles. The Lennard­Jones parameters and partition
functions for the particles used in this study are listed in Table 4.2. The equilib­
rium composition obtained with different methods at reduced pressures 𝑃 = 0.3,
𝑃 = 1.0, 𝑃 = 3.0 and, 𝑃 = 5.0 are shown in Tables 4.3, 4.4, 4.5 and 4.6, respec­
tively. Equilibrium compositions obtained for the three methods are the same for
all reactions and conditions. This confirms the validity of the expressions used for
the partition function and acceptance rules for the serial CFC method, and indicates
that this method is implemented correctly.

The efficiencies of the three methods for different reactions are also shown in
Tables 4.3, 4.4, 4.5 and 4.6. The conventional method has a very high efficiency for
all reactions at the lowest pressure (𝑃 = 0.3). Since in this case, the density of the
system is very low and therefore interactions between the particles are small, there
is almost no energy penalty for the reaction trial moves and most of the attempts
to perform reaction trial moves for whole particles are accepted. Therefore, the
method which attempts to directly replace the reactants with reaction products and
vice versa has a high efficiency. For the conventional method [21, 22], reaction
trial moves for the whole particles is the only reaction trial move and this trial
move has a high acceptance probability for the low pressure case. As a result, this
method has high efficiencies for this case. In the parallel CFC method, many trial
moves are spent diffusing through the entire 𝜆­space and less attempts are made
to perform a reaction. Therefore, this method has the lowest efficiency for the
low pressure case. Already at 𝑃 = 1.0, the efficiency of the conventional method
is much lower than its efficiency at 𝑃 = 0.3. At higher pressures (𝑃 = 3.0 and
𝑃 = 5.0), the efficiency of the conventional method drops below 0.01 even for
the simplest reaction (A ⇌ B). When the density is high, most of the reaction trial
moves in the conventional method result in an overlap between the newly inserted
particles and particles that are already in the system. Therefore, this move has very
low acceptance probability. In this case, the efficiency of the parallel CFC method
varies between 0.06 to 0.1 while the efficiency of the serial CFC method varies
between 0.1 to 0.2 depending on the reaction. Due to the efficient use of the three
trial moves in the serial CFC method, it has a better performance compared to the
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Table
4.4:

Average
num

ber
of
particles

and
densities

at
equilibrium

for
different

reactions
for

different
m
ethods.

The
efficiency

is
defined

in
Sec.

4.2.
The

pressure
and

tem
perature

are
set

to
𝑃
=
1.0

and
𝑇
=
2,
respectively

(reduced
units).

Sim
ulations

are
started

w
ith
400

particles
of
type

A.
The

interaction
param

eters
of
the

different
particles

are
listed

in
Table

4.2.
The

num
bers

betw
een

brackets
denote

the
uncertainty

in
the

last
digit.

Reaction
⟨𝑁

A ⟩
⟨𝑁

Produ
ct1 ⟩

⟨𝑁
Produ

ct2 ⟩
⟨𝜌

tot ⟩
Efficiency

M
ethod

200.00(4)
200.00(4)

0.433(0)
0.077

Conventional
A
⇌
B

200.0(2)
200.0(2)

0.431(0)
0.095

ParallelCFC
200.01(8)

199.99(8)
0.432(0)

0.26
SerialCFC

226.48(4)
173.52(4)

0.392(0)
0.068

Conventional
A
⇌
C

226.4(2)
173.6(2)

0.390(0)
0.079

ParallelCFC
226.45(9)

173.55(9)
0.391(0)

0.26
SerialCFC

273.05(5)
253.89(9)

0.433(0)
0.017

Conventional
A
⇌
2D

272.8(2)
254.5(4)

0.430(0)
0.074

ParallelCFC
272.8(2)

254.3(3)
0.431(0)

0.17
SerialCFC

300.57(6)
198.9(2)

0.395(0)
0.011

Conventional
A
⇌
2E

300.3(1)
199.4(2)

0.393(0)
0.059

ParallelCFC
300.4(2)

199.3(3)
0.394(0)

0.17
SerialCFC

177.73(5)
222.27(5)

222.27(5)
0.433(0)

0.017
Conventional

A
⇌
D
+
F

177.4(3)
222.6(3)

222.6(3)
0.431(0)

0.075
ParallelCFC

177.5(2)
222.5(2)

222.5(2)
0.431(0)

0.17
SerialCFC

197.92(7)
202.08(7)

202.08(7)
0.401(0)

0.014
Conventional

A
⇌
D
+
E

197.6(3)
202.4(3)

202.4(3)
0.399(0)

0.070
ParallelCFC

197.6(2)
202.4(2)

202.4(2)
0.399(0)

0.17
SerialCFC
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Table
4.6:

Average
num

ber
of
particles

and
densities

at
equilibrium

for
different

reactions
for

different
m
ethods.

The
efficiency

is
defined

in
Sec.

4.2.
The

pressure
and

tem
perature

are
set

to
𝑃
=
5.0

and
𝑇
=
2,
respectively

(reduced
units).

Sim
ulations

are
started

w
ith
400

particles
of
type

A.
The

interaction
param

eters
of
the

different
particles

are
listed

in
Table

4.2.
The

num
bers

betw
een

brackets
denote

the
uncertainty

in
the

last
digit.

Reaction
⟨𝑁

A ⟩
⟨𝑁

Produ
ct1 ⟩

⟨𝑁
Produ

ct2 ⟩
⟨𝜌

tot ⟩
Efficiency

M
ethod

199.8(3)
200.2(3)

0.766(0)
1⋅10 −3

Conventional
A
⇌
B

199(1)
201(1)

0.764(0)
0.096

ParallelCFC
200.1(4)

199.9(4)
0.766(0)

0.20
SerialCFC

298.5(5)
101.5(5)

0.718(0)
9⋅10 −4

Conventional
A
⇌
C

298.5(8)
101.5(8)

0.716(0)
0.079

ParallelCFC
298.6(4)

101.4(4)
0.718(0)

0.20
SerialCFC

372.5(3)
54.9(6)

0.766(0)
3⋅10 −5

Conventional
A
⇌
2D

372.1(4)
55.8(7)

0.764(0)
0.063

ParallelCFC
372.4(2)

55.2(4)
0.765(0)

0.11
SerialCFC

390.6(3)
18.8(5)

0.757(1)
6⋅10 −6

Conventional
A
⇌
2E

390.6(2)
18.9(3)

0.755(0)
0.048

ParallelCFC
390.5(2)

19.0(4)
0.756(0)

0.11
SerialCFC

345.2(5)
54.8(5)

54.8(2)
0.766(0)

3⋅10 −5
Conventional

A
⇌
D
+
F

345.4(6)
54.6(6)

54.6(6)
0.764(0)

0.067
ParallelCFC

345.3(6)
54.7(6)

54.7(6)
0.765(0)

0.12
SerialCFC

368.1(6)
31.9(6)

31.9(6)
0.752(0)

1⋅10 −5
Conventional

A
⇌
D
+
E

368.2(4)
31.8(4)

31.8(4)
0.749(1)

0.063
ParallelCFC

368.1(5)
31.9(5)

31.9(5)
0.751(0)

0.11
SerialCFC
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conventional method and parallel CFC method.
In Table 4.7, the sum of the total and excess chemical potentials times the

stoichiometric coefficients are shown for the reactants and products for different
pressures and reactions. These values can only be directly computed using the
serial CFC method from Eq. 2.15. The data provided in Table 4.7 shows that for
the reaction A ⇌ B where the reactant and products have identical interactions,
the values obtained for the chemical potentials of the reactants and products are
equal. Since particles of type A and B are identical (Table 4.2), this is exactly what
is expected. This case is included because it is trivial and can serve as an additional
check on the implementation and convergence of the simulation. It is verified
that the computed excess chemical potentials are identical to those obtained from
Widom’s test particle insertion method in the conventional NPT ensemble at the
same conditions (data not shown here) [15].

Reaction equilibrium implies equal chemical potentials of both reactants and
products:

𝑅

∑
𝑖=1
𝜇𝑖𝜈𝑖 =

𝑆

∑
𝑗=𝑅+1

𝜇𝑗𝜈𝑗 (4.1)

where 𝑅 is the number of reactants and 𝑆 the total number of components. It
can be clearly seen that this condition is satisfied for all reactions at all pressures
within the error bars. This indicates that simulations have reached the condition
of chemical equilibrium. Moreover, one can directly compute the excess chemical
potential of individual components according to Eq. 2.19.

To test the suitability of the serial CFC method in the Reaction Ensemble, sim­
ulations are performed of a practical system: the ammonia synthesis reaction
(N2+3H2⇌2NH3). Equilibrium compositions obtained with the serial CFC method
are validated with the RASPA software [70, 71]. In Fig. 4.1, the mole fractions of
ammonia at equilibrium obtained from simulations using the serial CFC method at
different temperatures and pressures are compared with experimental results [170]
and results using equation of state modeling (Peng­Robinson equation of state [87],
for details we refer to the Supporting Information of Ref. [26]). Excellent agree­
ment is observed between the equilibrium compositions obtained using the three
different approaches. This validates the applicability of serial CFC method in the
Reaction Ensemble for systems including molecules with electrostatic interactions.
In Fig. 4.2, fugacity coefficients of ammonia at equilibrium obtained using the serial
CFC method are compared with the results using equation of state modeling (using
the Peng­Robinson equation of state) at different temperatures and pressures. It is
well­known that cubic equations of state fail to provide accurate estimates for the
fugacity coefficient at very high pressures [3].
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Table 4.7: Chemical potentials of reactants and products for different reactions in a system of Lennard­
Jones particles at different pressures obtained with the serial CFC method in the Reaction Ensemble.
The temperature is set to 𝑇 = 2 (reduced units). The interaction parameters of different particles are
listed in Table 4.2. The numbers between brackets denote the uncertainty in the last digit.

Reaction 𝑃 ∑
reactants

𝜈𝑖𝜇excess𝑖 ∑
reactants

𝜈𝑖𝜇tot𝑖 ∑
products

𝜈𝑖𝜇excess𝑖 ∑
products

𝜈𝑖𝜇tot𝑖

0.3 ­0.344(9) 7.036(9) ­0.344(6) 7.036(6)
A ⇌ B 1.0 0.07(1) 9.42(1) 0.066(6) 9.421(6)

3.0 2.73(1) 12.95(1) 2.727(6) 12.953(6)
5.0 5.23(1) 15.74(1) 5.23(2) 15.73(1)

0.3 ­0.265(8) 7.101(8) ­0.133(6) 7.101(6)
A ⇌ C 1.0 0.25(1) 9.66(1) 0.79(1) 9.67(1)

3.0 2.887(6) 13.541(6) 4.32(1) 13.53(1)
5.0 5.35(2) 16.53(2) 7.51(2) 16.52(2)

0.3 ­0.34(1) 6.13(1) ­0.68(1) 6.12(1)
A ⇌ 2D 1.0 0.07(1) 9.49(1) 0.13(1) 9.48(1)

3.0 2.73(1) 13.79(1) 5.43(4) 13.74(2)
5.0 5.23(2) 16.84(2) 10.45(3) 16.74(2)

0.3 ­0.240(9) 6.253(8) ­0.205(9) 6.245(9)
A ⇌ 2E 1.0 0.247(8) 9.791(7) 1.553(9) 9.772(9)

3.0 2.81(1) 14.08(1) 8.45(3) 13.98(1)
5.0 5.25(3) 17.02(3) 14.78(8) 16.67(6)

0.3 ­0.340(8) 4.319(8) ­0.68(1) 4.32(1)
A ⇌ D + F 1.0 0.07(1) 8.30(2) 0.13(1) 8.29(1)

3.0 2.724(9) 13.246(6) 5.44(2) 13.213(8)
5.0 5.23(1) 16.57(1) 10.45(4) 16.52(2)

0.3 ­0.270(7) 4.418(7) ­0.41(1) 4.43(1)
A ⇌ D + E 1.0 0.220(9) 8.578(9) 0.96(1) 8.57(1)

3.0 2.809(9) 13.573(9) 7.04(2) 13.528(6)
5.0 5.27(2) 16.80(2) 12.69(6) 16.69(3)
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Figure 4.1: Mole fractions of ammonia at equilibrium obtained with the serial CFC method in the Reac­
tion Ensemble as a function of pressure for different temperatures. Comparison of the Peng­Robinson
Equation of State [87], experimental work [170], and simulations using the serial CFC method. The
simulations were started from a random configuration of 120 N2 molecules, 360 H2 molecules, and 0
NH3 molecules.

Figure 4.2: Fugacity coefficients of ammonia at equilibrium obtained with the serial CFC method in
the Reaction Ensemble as a function of pressure for different temperatures. Comparison of the Peng­
Robinson Equation of State [87] and simulations using the serial CFC method. The simulations were
started from a random configuration of 120 N2 molecules, 360 H2 molecules, and 0 NH3 molecules.
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4.4. Conclusions
In this chapter, we compared the serial CFC method with the parallel CFC method
and conventional method for the Reaction Ensemble. Systems of Lennard­Jones
particles were studied at different pressures. Furthermore, equilibrium composi­
tions obtained for the ammonia synthesis reaction using the serial CFC method are
compared with experimental results and compositions obtained from equation of
state modeling. The equilibrium compositions obtained with the serial CFC method
are in excellent agreement with those obtained from the conventional method and
parallel CFC method in the Reaction Ensemble. For the ammonia synthesis reac­
tion, excellent agreement between the results obtained from the simulations and
experimental results was found for the equilibrium compositions. For systems at
high pressures, the acceptance probability of the reaction trial move is improved
by factor 2 to 3 (depending on the system under study) compared to the parallel
CFC method. The serial CFC method has the following advantages: (1) one directly
obtains chemical potentials of all reactants and products. These chemical potentials
can directly be used as an independent check to ensure that chemical equilibrium
is achieved; (2) independent biasing is applied to the fractional molecules of re­
actants and products, therefore, the efficiency of the algorithm is increased; (3)
changes in the maximum scaling parameter of intermolecular interactions can be
chosen differently for reactants and products. The serial CFC method can be easily
extended to molecules with intramolecular degrees of freedom. The trial moves
can be performed by inserting fractional molecules at random positions with ran­
dom orientations. The internal configuration of the molecule can be generated
randomly or using the Rosenbluth scheme [15]. For ergodic sampling, trial moves
that attempt to change the internal configuration of flexible molecules should be
added to the method [15]. The serial CFC method could also be used for reactions
involving ions. One can calculate the potential energy of a periodic system with
a net charge by placing a dummy charge at the center of charges. Although it is
difficult to interpret computed partial molar properties of ions (such as the chemical
potential or the partial molar volume) [43], by using the serial CFC method one can
still benefit from other advantages of the method such as efficient reaction trial
moves.
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Partial Molar Properties in

the NPT Ensemble

Schematic illustration of a mixture of N2, H2 and NH3 in the NPT ensemble. Fractional molecules are
used as ’probes’ to compute the partial molar properties of the different compounds.

This chapter is based on the paper:

A. Rahbari, R. Hens, I. K. Nikolaidis, A. Poursaeidesfahani, M. Ramdin, I. G. Economou, O. A. Moultos,
D. Dubbeldam, and T. J. H. Vlugt, Computation of Partial Molar Properties using Continuous Fractional
Component Monte Carlo, Molecular Physics, 116, 3331­3344 (2018) [28].
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5.1. Introduction
In this chapter, we combine the original idea of Frenkel et al. [30, 31], and the Con­
tinuous Fractional Component (CFC) method to compute partial molar properties by
gradual insertion and removal of molecules as described in Chapter 2. This method
avoids the drawbacks of the Widom Test Particle Insertion (WTPI) method at high
densities. As a test case, partial molar properties in the NPT ensemble and the
expanded CFCNPT ensemble are computed for a 50%­50% binary color mixture of
Lennard­Jones particles. Since the WTPI method works efficiently for this mixture,
the results are used to verify the CFC method. Next, we apply the CFC method
to simulations for an industrial relevant case: the Haber­Bosch process for ammo­
nia production [171]. The reason to select this system as a realistic case study is
that ammonia is a useful chemical commodity and has received lots of attention
both in academia and industry [169, 170, 172–176]. It is also a promising alterna­
tive medium for energy storage and transportation [177–180]. Industrial ammonia
synthesis is carried out using the Haber­Bosch process with heterogeneous iron or
ruthenium catalysts at high temperatures (623 K to 873 K) and pressures between
20 MPa and 40 MPa [181–183]. In industrial applications, the ammonia synthe­
sis and many other gas phase reactions are mostly modeled with cubic Equations
of State (EoS) because of their simplicity [184–186]. Ammonia is a molecule that
forms hydrogen bonds, but this phenomenon cannot be modeled using a standard
cubic EoS [187]. Moreover, limitations of using a cubic EoS in studying thermo­
dynamic properties of mixtures at high pressures are well­known [3, 188, 189].
Therefore, due to the hydrogen bonding of ammonia, and the elevated pressures
at which the ammonia synthesis reaction takes place, it is of interest to study the
pressure dependency of partial molar properties of the mixture using physically
based models i.e. molecular simulation and PC­SAFT [190–192]), and compare the
results to those obtained from a cubic EoS. In this work, partial molar properties
for mixtures of N2, H2 and NH3 at reaction equilibrium, based on the Haber­Bosch
reaction [171, 172], are computed at 𝑇 = 573 K and pressures ranging from 10 MPa
to 80 MPa [62, 169, 173, 193]. This chapter is organized as follows. The simulation
details and an overview of the systems considered are summarized in Sec. 5.2. The
results of the simulations are presented in Sec. 5.3. It is shown that the computed
partial molar properties for a binary Lennard­Jones color mixture obtained using
the different methods are identical. Partial molar properties for mixtures of N2, H2
and NH3 at reaction equilibrium are computed as a function of pressure. Based on
these results, the reaction enthalpy of the Haber­Bosch process is computed using
Monte Carlo simulations. It is shown that the results obtained from the simulations
are in good agreement with results from the PC­SAFT EoS [190–192]. The results
obtained from the Peng­Robinson EoS [87] deviate from those obtained from the
simulations and PC­SAFT EoS at high pressures. This leads to a relative difference
of up to 8% in calculated reaction enthalpies at 80 MPa. The conclusions of this
chapter are summarized in Sec. 5.4.
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5.2. Simulation Details
As a proof of principle of the CFC method in the NPT Ensemble (Sec. 2.2), Monte
Carlo simulations were performed to compute the partial molar properties of a bi­
nary Lennard­Jones color mixture (composition: 50%­50%), both in the conven­
tional NPT ensemble using the WTPI method and in the CFCNPT ensemble. The
binary color mixture contained 200 Lennard­Jones particles. All simulations were
carried out at a temperature of 𝑇 = 2 and pressures ranging from 𝑃 = 0.1 to 𝑃 = 9,
leading to average densities between ⟨𝜌⟩ = 0.052 and ⟨𝜌⟩ = 0.880. Note that the
values are in reduced units i.e. 𝜎 and 𝜖 were set as units of length and energy,
respectively. Interactions were truncated and shifted at 2.5𝜎. In the conventional
NPT ensemble, 6⋅106 production cycles were carried out. Each cycle consists of
𝑁 Monte Carlo steps (𝑁 being the total number of particles in the system). At
each step, a trial move was selected with the following probabilities: 99% transla­
tions and 1% volume changes. For sampling the partial molar properties of each
component, 10 trial insertions per cycle were performed.

In the CFCNPT ensemble simulations, 5⋅107 production cycles were carried out
for the same binary mixture at the same temperature and pressures. Each trial move
was selected with the following probabilities: 33% translations, 33% 𝜆 changes,
33% hybrid trial move (Sec. 2.2.1), and 1% volume changes. In the hybrid trial
move, the switching points are: 𝜆h,0 = 𝜆h,1 = 0.3 (Sec. 2.5.2).

The equilibrium compositions of a mixture of N2, H2 and NH3 at 573 K and pres­
sures from 10 MPa to 80 MPa were obtained by performing Monte Carlo simulations
in the Reaction Ensemble as described in Chapter 4. The obtained equilibrium
compositions were in excellent agreement with experimental data [169, 170, 173].
All molecules are treated as rigid, and a combination of Lennard­Jones and electro­
static interactions is used to describe the interactions between molecules. The force
field parameters and geometries of N2, H2 and NH3 [89, 168, 169] can be found in
Tables A.3 and A.4 of the Appendix. The Lennard­Jones interactions are truncated
and analytic tail corrections are used [15]. The Wolf method (Sec. 2.5.5) was used
for the calculation of the electrostatic interactions [27, 68, 194].The equilibrium
compositions were used as a starting point for the simulations of the mixture of N2,
H2 and NH3 in the NPT and CFCNPT Ensembles. Simulation details corresponding
to each method are summarized below.

CFCNPT ensemble
With this method, simulations were performed of a mixture of N2, H2 and NH3 at
573 K and pressures between 10 and 80 MPa in the CFCNPT ensemble. To compute
partial molar properties of each component, simulations were performed in which
one fractional molecule of that component was added to the system. This was
done for all pressures. A complete overview of all the starting compositions can
be found in the Supporting Information of Ref. [28]. In each simulation, 2⋅105
equilibration cycles were performed to compute the weight function 𝑊(𝜆) using
the Wang­Landau algorithm [74, 195]. Each cycle consists of 𝑁 Monte Carlo steps
(𝑁 being the total number of molecules in the system). Starting with equilibrated
configurations and weight functions, 3.2⋅106 production cycles were carried out.



5

58 5. Partial Molar Properties in the NPT Ensemble

Trial moves were selected with the following probabilities: 35% translations, 30%
rotations, 17% 𝜆­changes, and 17% hybrid trial moves (Sec. 2.2.1), and 1% volume
changes. In the hybrid trial move, the switching points are: 𝜆h,0 = 𝜆h,1 = 0.3
(Sec. 2.5.2).

Numerical Differentiation
With this method, simulations in the NPT ensemble were performed of a mixture of
N2, H2 and NH3 to obtain the partial molar properties of each component at 573 K
and pressures between 10 MPa and 80 MPa. At each pressure, simulations of the
mixture were performed by changing the number of the molecules of component
𝑖 with respect to that of the stoichiometric mixture (𝑁𝑖) [28], while keeping the
number of the other molecules in mixture constant [39]. Seven compositions were
used with 𝑁𝑖, 𝑁𝑖 ± 1, 𝑁𝑖 ± 3 and 𝑁𝑖 ± 5 molecules around the equilibrium composi­
tion. Simulations in the NPT ensemble were performed for every composition and
pressure to compute the total enthalpy (𝐻) and the volume (𝑉) of the mixture as
a function of 𝑁𝑖. First order polynomials were fitted to 𝐻 and 𝑉 as a function of
𝑁𝑖. The slopes of these lines were calculated to obtain the partial molar excess
enthalpy and the partial molar volume. Each simulation was carried out with 2⋅105
equilibration cycles and 5⋅105 production cycles. Each cycle consists of 𝑁 Monte
Carlo steps (𝑁 being the total number of molecules in the system). Trial moves were
selected with the following probabilities: 49.5% translations, 49.5% rotations, and
1% volume changes.

5.3. Results
In Fig. 5.1 the acceptance probability for reinsertions and identity changes is shown
as a function of 𝜆 for the system of Lennard­Jones particles at different densities
(⟨𝜌⟩ = 0.052, ⟨𝜌⟩ = 0.433, and ⟨𝜌⟩ = 0.880). The acceptance probability of reinser­
tions of fractional molecules goes to 100% when 𝜆 is close to 0. This is the case for
all densities, which is caused by the weak interactions of the fractional molecule at
low values of 𝜆. For the system at the highest density (⟨𝜌⟩ = 0.880) and 𝜆 > 0.3,
reinsertions are mostly rejected. This is caused by overlaps between the reinserted
fractional molecule and the whole molecules. In sharp contrast to reinsertions,
identity changes are most likely to be accepted when 𝜆 is close to 1. This is ex­
pected as a fractional molecule behaves almost as a whole molecule when 𝜆 is close
to 1. Therefore, the energy difference associated with an identity change is small.
For the system with the highest density, identity changes are mostly rejected when
𝜆 < 0.3. A whole molecule within an equilibrated system already has favorable
interactions with the surrounding molecules. For small values of 𝜆, exchanging a
whole molecule with the fractional molecule results in formation of a cavity which
has an unfavorable energy. As a result, the energy difference associated with the
attempted identity change is high for 𝜆 close to 0. It can be concluded that defin­
ing switching points (Sec. 2.5.2) will ensure a higher acceptance probability for the
hybrid trial move. It is found that the same value for the switching points can be
used in the simulations for the mixture of N2, H2 and NH3. For the validation of
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Figure 5.1: Acceptance probabilities for reinsertion and identity change of the fractional molecule in
a binary Lennard­Jones color mixture (50%­50%) consisting of 200 molecules at 𝑇 = 2 and different
pressures (reduced units). Red (dashed) line: 𝑃 = 0.1 (⟨𝜌⟩ = 0.052), green (dashed) line: 𝑃=1
(⟨𝜌⟩ = 0.433), and blue (dashed) line, 𝑃 = 9 (⟨𝜌⟩ = 0.880).

the expressions for partial molar excess enthalpy and partial molar volume (Eq. 2.8
and Eq. 2.9), we perform simulations in the the CFCNPT ensemble and in the NPT
ensemble (as proposed by Frenkel et al. [30, 31]). Results for the partial molar
excess enthalpy and partial molar volume are shown in Fig. 5.2. At low pressures
(low densities) and the error bars are small. The partial molar excess enthalpy
approaches 0 at low pressures which indicates (and confirms) ideal gas behavior.
There is a clear distinction between the computed partial molar excess enthalpies
at higher pressures (high densities) using the two methods. The performance of
the method proposed by Frenkel et al. [30, 31] strongly depends on the sampling
efficiency of the WTPI method, and it is well known that this method becomes less
efficient at high densities [52, 54]. Indeed, the values of partial molar excess en­
thalpies computed using the WTPI method show strong fluctuations as the pressure
increases, and the error bars are significantly larger compared to those obtained
from simulations in the CFCNPT ensemble. The simulations in the CFCNPT ensem­
ble provide better statistics for computing the partial molar excess enthalpies as
the density of the system increases, and the magnitude of the error bars remains
almost the same for the whole pressure range. Similarly, comparison of the partial
molar volumes shows that computation using the WTPI method at high pressures
results in large uncertainties. Average partial molar volumes computed using sim­
ulations in the CFCNPT ensemble have smaller error bars at high pressures. In Fig.
5.3, the partial molar excess enthalpy and the partial molar volume of NH3 are plot­
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Figure 5.2: Partial molar excess enthalpy and partial molar volume as a function of pressure for a binary
Lennard­Jones color mixture (50%­50%) consisting of 200 molecules at 𝑇 = 2. Red line: values obtained
with the method proposed by Frenkel et al. [30, 31], blue line: values obtained with the CFC method.
Values are in reduced units.

ted as a function of pressure. Results from four different methods are compared:
Peng­Robinson EoS [87], the PC­SAFT EoS [190, 191, 196–198], the Numerical
Differentiation method [39], and simulations in the CFCNPT ensemble. It is clear
from Fig. 5.3 that the results for the partial molar excess enthalpy and partial mo­
lar volume of the simulations in the CFCNPT ensemble are in excellent agreement
with those obtained from the Numerical Differentiation method. This is used as a
check for validating the CFC method for systems other than the simple system of
Lennard­Jones particles. We would like to point out that the partial molar excess
enthalpies of NH3 are negative and decrease with increasing pressure. In Fig. 5.4
and Fig. 5.5, the partial molar excess enthalpy and the partial molar volume of N2
and H2, respectively, are plotted as a function of pressure. In contrast to NH3, the
values of the partial molar excess enthalpies are positive and increase with increas­
ing pressure. Overall, good agreement between the different methods is observed.

The reaction enthalpy of the Haber­Bosch process can be computed using:

Δℎ̄ (𝑃, 𝑇) = 2ℎ̄NH3 (𝑃, 𝑇) − ℎ̄N2 (𝑃, 𝑇) − 3ℎ̄H2 (𝑃, 𝑇) (5.1)

where, for component 𝑖:

ℎ̄𝑖 (𝑃, 𝑇) = ℎ̄∘𝑖 + [ℎ̄𝑖 (𝑃ref, 𝑇) − ℎ̄𝑖 (𝑃ref, 𝑇ref)] + [ℎ̄excess𝑖 (𝑃, 𝑇) − ℎ̄excess𝑖 (𝑃ref, 𝑇)] (5.2)

where 𝑃ref and 𝑇ref are the standard reference state pressure and temperature: 1 bar
and 298 K. ℎ̄∘𝑖 is the enthalpy of formation at the reference state (𝑃ref, 𝑇ref) and can
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Figure 5.3: Computed partial molar excess enthalpies and partial molar volumes as a function of pres­
sure for NH3 in a stoichiometric mixture of N2, H2 and NH3 at 573 K. The equilibrium compositions of the
mixtures are obtained from simulations of the Haber­Bosch reaction using the Reaction Ensemble (Chap­
ter 4). Red line: Peng­Robinson equation of state, blue line: PC­SAFT equation of state, green symbol:
Numerical Differentiation, and purple: simulations in the CFCNPT ensemble (Eq. 2.8 and Eq. 2.9). The
error bars for the Numerical Differentiation and CFCNPT ensemble simulations indicate one standard
deviation from the mean.

Figure 5.4: Computed partial molar excess enthalpies and partial molar volumes as a function of pres­
sure for N2 in a stoichiometric mixture of N2, H2 and NH3 at 573 K. The equilibrium compositions of the
mixtures are obtained from simulations of the Haber­Bosch reaction using the Reaction Ensemble (Chap­
ter 4). Red line: Peng­Robinson equation of state, blue line: PC­SAFT equation of state, green symbol:
Numerical Differentiation, and purple: simulations in the CFCNPT ensemble (Eq. 2.8 and Eq. 2.9). The
error bars for the Numerical Differentiation and CFCNPT ensemble simulations indicate one standard
deviation from the mean.
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Figure 5.5: Computed partial molar excess enthalpies and partial molar volumes as a function of pres­
sure for H2 in a stoichiometric mixture of N2, H2 and NH3 at 573 K. The equilibrium compositions of the
mixtures are obtained from simulations of the Haber­Bosch reaction using the Reaction Ensemble (Chap­
ter 4). Red line: Peng­Robinson equation of state, blue line: PC­SAFT equation of state, green symbol:
Numerical Differentiation, and purple: simulations in the CFCNPT ensemble (Eq. 2.8 and Eq. 2.9). The
error bars for the Numerical Differentiation and CFCNPT ensemble simulations indicate one standard
deviation from the mean.

Figure 5.6: Reaction enthalpy of the Haber­Bosch process per mole of N2 as a function of pressure at
573 K. The equilibrium compositions of the mixtures are obtained from simulations of the Haber­Bosch
reaction using the Reaction Ensemble (Chapter 4). Red line: Peng­Robinson equation of state, blue
line: PC­SAFT equation of state, green symbol: Numerical Differentiation, and purple: simulations in
the CFCNPT ensemble (Eq. 2.8). The error bars for the Numerical Differentiation and CFCNPT ensemble
simulations indicate one standard deviation from the mean.
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be obtained from literature [142, 199, 200]. The second term on the right­hand
side of Eq. 5.2 is associated with the enthalpy difference between the state points
(𝑃ref, 𝑇) and (𝑃ref, 𝑇ref). The last term on the right­hand side of Eq. 5.2 is associated
with the excess enthalpy difference between the state points (𝑃, 𝑇) and (𝑃ref, 𝑇) and
accounts for the deviation of the ideal gas behavior. Using the values obtained for
the partial molar excess enthalpies of the different components in the stoichiometric
mixture of N2, H2 and NH3, we can compute the reaction enthalpy as a function
of pressure. In Fig. 5.6 the reaction enthalpy of the ammonia synthesis reaction
at 573 K is shown as a function of pressure. At the standard reference pressure
(𝑃ref = 1bar) the reaction enthalpy is 102.07 kJ per mole of N2 [28]. Excellent
agreement is observed between the PC­SAFT equation of state and the results
from Monte Carlo simulations in the CFCNPT ensemble for pressures up to 80 MPa.
The Peng­Robinson equation of state deviates from the other methods as pressure
increases (up to 8% at 80 MPa). This is associated with the well­known limitations
of a cubic equation of state. At high pressures, volumetric estimates, fugacity
coefficients and other related derivative thermodynamic properties calculated using
the PR­EoS are known to be inaccurate [3, 184, 188, 189].

From Fig. 5.6 it is clear that the contribution of the partial molar excess enthalpy
to the reaction enthalpy become significant at high pressures for the Haber­Bosch
process. Not including the contribution of the partial molar excess enthalpies results
in differences of 24% to 64% relative to the reaction enthalpy at the reference
pressure for pressures ranging from 30 MPa to 80 MPa. From Fig. 4.1 (Chapter 4)
one can observe that at chemical equilibrium, the mole fraction of NH3 increases
with increasing pressure. As NH3 molecules show association behavior [187], this
results in favorable NH3­NH3 interactions. This is reflected by the negative partial
molar excess enthalpy of NH3 at high pressures (Fig. 5.3). In sharp contrast to
NH3, the N2­N2 and H2­H2 interactions become less favorable at high pressures as
indicated by a positive partial molar excess enthalpy (Fig. 5.4 and Fig. 5.5). The
combined result of this behavior of the partial molar excess enthalpies is that the
reaction enthalpy becomes more exothermic with increasing pressure.

5.4. Conclusions
In this chapter, we studied the applicability of the CFC method to compute partial
molar excess enthalpies and partial molar volumes in the NPT ensemble (Chapter
2). To compute the partial molar properties of component 𝑖 in a mixture, the NPT
ensemble is expanded with a fractional molecule of type 𝑖. Computation of partial
molar properties in the CFCNPT ensemble does not have the drawbacks of Widom­
like test particle methods, since particle insertions and removals take place in a
gradual manner. As a proof of principle, this method is compared to the original
method by Frenkel et al. [30, 31] for a binary color mixture of Lennard­Jones par­
ticles at different conditions. Partial molar properties obtained using both methods
are in excellent agreement. The CFC method is also applied to an industrially rel­
evant system: stoichiometric mixtures of N2, H2 and NH3. We also compared the
CFC method with Numerical Differentiation where excellent agreement is found be­
tween the results. It is shown that the contribution of the partial molar enthalpies
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in calculating the reaction enthalpy of the Haber­Bosch process is significant at high
pressures (up to 64% at a pressure of 80 MPa, relative to the reaction enthalpy at
a pressure of 1 bar). It is observed that at high pressures, the contribution of the
partial molar excess enthalpies is not negligible for this process. This means that
that the Haber­Bosch process becomes more exothermic with increasing pressure.



6
Combining the Gibbs

Ensemble and Reaction
Ensemble

Schematic illustration of the esterification of methanol with acetid acid. Fractional molecules are used
to facilitate the phase separation of the mixture and to facilitate the chemical reaction.

This chapter is based on the paper:

R. Hens, A. Rahbari, S. Caro­Ortiz, N. Dawass, M. Erdős, A. Poursaeidesfahani, H. S. Salehi,
A. T. Celebi, M. Ramdin, O. A. Moultos, D. Dubbeldam, and T. J. H. Vlugt, Brick­CFCMC: Open Source
Software for Monte Carlo Simulations of Phase and Reaction Equilibria using the Continuous Fractional
Component Method, Journal of Chemical Information and Modeling, 60, 2678­2682 (2020) [25].
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6.1. Introduction
In this dissertation, Monte Carlo simulations were performed using the software
package Brick (Sec. 2.5). Brick is open source and can be downloaded from https:
//gitlab.com/ETh_TU_Delft/Brick­CFCMC. To demonstrate some features
of Brick, we simulate the esterification of acetic acid with methanol in the liquid
phase [201, 202]:

CH3OH+ CH3COOH ⇄ CH3COOCH3 + H2O

6.2. Simulation Details
In the esterification of acetic acid with methanol, two phases form due to the po­
lar nature of acetic acid, methanol, and water and the nonpolar methyl acetate.
Chemical reaction equilibria can be simulated using the Reaction Ensemble, where
molecules are converted from reactants into products (and vice versa) using Monte
Carlo trial moves such that the reaction equilibrium is obtained [21, 26, 62, 64].
Phase equilibria can be simulated in the Gibbs Ensemble, where molecules are be­
ing transferred between two simulation boxes such that the phase equilibrium is
obtained [20, 37]. The Gibbs Ensemble is therefore combined with the Reaction
Ensemble for simulating the esterification. This is illustrated in Fig. 6.1. Simulations
in this combined ensemble were performed starting from an initial configuration of
900 molecules.

The cutoff radius for Lennard­Jones and electrostatic interactions is 14 Å. Ana­
lytic tail corrections for the Lennard­Jones interactions are used (Sec. 2.5.4), and
the Ewald method is used for electrostatic interactions (Sec. 2.5.5). The force field
parameters and geometries of the molecules can be found in Tables A.5, A.6, A.7
and A.8 of the Appendix. Partition functions of the isolated molecule were ob­
tained from the Gibbs free energy of formation [204] and are listed in Table 6.1.
We consider the system at 𝑇 = 343 K and 𝑃 = 1 bar. For equilibrating the sys­
tem, 5⋅105 cycles were used, where each cycle consists of 𝑁 trial moves (𝑁 be­
ing the total number of molecules in the system). We study two cases: (1) all
molecules are rigid; (2) all molecules (except water) are flexible (i.e. bond bending
and torsion are taken into account). The trial moves are randomly selected with
the following probabilities: 25% translations, 25% rotations, 1% volume changes,
25% 𝜆 changes, 16% Gibbs Ensemble swap/identity changes and, 8% Reaction
Ensemble swap/identity changes for the case where molecules are treated as rigid.
When flexibility of the molecules is taken into account, the trial moves are selected
with the following probabilities: 20% translations, 20% rotations, 14% bond bend­
ing changes, 7% torsion rotations, 1% volume changes, 20% 𝜆 changes, 12%
Gibbs Ensemble swap/identity changes and, 6% Reaction Ensemble swap/identity
changes. For more details about the trial moves we refer the reader to the Support­
ing Information of Ref. [25]. The Gibbs Ensemble swap and identity change trial
moves facilitate the particle transfer between the two simulation boxes [37]. The
Reaction Ensemble swap and identity change trial moves facilitate the conversion of
reactants into products (and vice versa) in each simulation box [26]. In the first 105

cycles, the Wang­Landau scheme was used to obtain weight functions for the frac­

https://gitlab.com/ETh_TU_Delft/Brick-CFCMC
https://gitlab.com/ETh_TU_Delft/Brick-CFCMC
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Figure 6.1: Schematic representation of the combination of the Gibbs Ensemble with the Reaction
Ensemble for the esterification of methanol with acetic acid, CH3OH+CH3COOH ⇄ CH3COOCH3 +H2O.
A total of 900 molecules is distributed over the two simulation boxes. Four fractional molecules, one for
each component, are added to the system to facilitate molecule transfers between the two simulation
boxes. These fractional molecules can be in either simulation box and can change from one to the other
simulation box by the Gibbs Ensemble swap and identity change trial moves [37]. Fractional molecules of
either reactants or products are added to each simulation box to facilitate the chemical reaction. These
fractional molecules remain in the same simulation box during the simulation and can be converted from
reactants into products (or vice versa) by the Reaction Ensemble swap and identity change trial moves
[26]. This means that in total, at all times during the simulation, we have eight fractional molecules
(four for achieving phase equilibrium and two in each simulation box to achieve reaction equilibrium).
This is less than 1% of the total number of molecules so that the fractional molecules do not affect the
simulation results [73]. Figure created with iRASPA [203].

tional molecules. Then, every 105 cycles an iterative scheme was used in which the
probability distribution of 𝜆 was used to improve the weight function further. After
equilibrating, 105 production cycles were performed to obtain average properties of
the system such as the equilibrium composition. Additional simulations were run in
the NPT ensemble at this equilibrium composition to obtain the chemical potentials
using probe molecules of the four species involved in the reaction.

6.3. Results
The equilibrium composition obtained from the simulations in the combined Gibbs
Ensemble and Reaction Ensemble are listed in Table 6.2. We observe a clear phase
separation. One phase contains mostly water while the other phase contains mostly
methyl acetate. We will refer to these two phases as the water­rich phase and ester­
rich phase, respectively. The chemical potential per mole can be written as the sum
of three parts [26, 28] by multiplying Eq. 2.7 with Avogadro’s number 𝑁A:

𝜇𝑖 = −𝑅𝑇 ln(
𝑞𝑖𝑉0
Λ3𝑖

) + 𝑅𝑇 ln(
⟨𝜌𝑖⟩
𝜌0
) − 𝑅𝑇 ln(𝑝

(𝜆𝑖 = 1)
𝑝 (𝜆𝑖 = 0)

) (6.1)
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Table 6.1: Partition functions of the isolated molecule (excluding the translational part) divided by
the thermal wavelength, and chemical potentials of different molecules at 𝑇 = 343 K calculated
from Gibbs free energies of formation (calculated with Outotec HSC Chemistry Software [204]) 𝜇∘𝑖 =
−𝑅𝑇 ln (𝑞𝑖𝑉0/Λ3𝑖 ) with the reference volume 𝑉0 = 1 Å3.

Molecule 𝑞𝑖/Λ3𝑖 /[Å­3] 𝜇∘𝑖 /kJ⋅mol­1]

CH3OH 1.37⋅1019 ­125.67
CH3COOH 3.07⋅1052 ­344.66
CH3COOCH3 7.46⋅1042 ­281.53

H2O 6.73⋅1029 ­195.87

where 𝑅 is the gas constant, 𝑇 is the temperature, 𝑞𝑖 is the partition function,
excluding the translational part, of an isolated molecule of component 𝑖, 𝑉0 is an
arbitrary reference volume (here set to 1 Å3), Λ𝑖 is the thermal wavelength, ⟨𝜌𝑖⟩ is
the average number density, 𝜌0 is an arbitrary reference number density (here set
to 1 Å­3), and 𝑝 (𝜆𝑖 = 1) and 𝑝 (𝜆𝑖 = 0) are the probabilities that the fractional pa­
rameter 𝜆𝑖 takes the values 1 and 0, respectively. As mentioned earlier in Chapter 2,
the first term on the right­hand side of Eq. 6.1 only depends on the temperature
and is denoted by 𝜇∘𝑖 . The second term on the right­hand side depends on the
number density (and is together with the first term referred to as the ideal gas
contribution to the chemical potential). The third term on the right­hand side is the
excess chemical potential. Chemical potentials that were obtained from simulations
in the NPT ensemble are listed in Table 6.2. We observe that for each component
the chemical potentials in both phases are equal. This shows that the system is
at phase equilibrium. To verify that the system achieved reaction equilibrium, we
add the chemical potentials (Eq. 6.1) of the reactants (CH3OH+CH3COOH) and of
the products (CH3COOCH3+H2O) in both phases (Table 6.3). Since these sums are
equal in both phases, we conclude that we achieved reaction equilibrium in each
simulation box, phase equilibrium between the simulation boxes, and that there
is almost no difference between treating the molecules as rigid or flexible in the
simulations.

The thermodynamic activities are defined as [205]:

𝑎𝑖 = 𝛾𝑖𝑥𝑖 = exp [𝜇𝑖 − 𝜇
ref
𝑖

𝑅𝑇 ] =
⟨𝜌𝑖⟩
⟨𝜌ref𝑖 ⟩

exp [
𝜇ex,𝑖 − 𝜇refex,𝑖

𝑅𝑇 ] (6.2)

where 𝑎𝑖 is the thermodynamic activity of component 𝑖, 𝛾𝑖 is the activity coefficient,
𝑥𝑖 is the mole fraction, 𝜇𝑖 is the chemical potential (Eq. 6.1), 𝜌𝑖 is the number den­
sity, and 𝜇ex,𝑖 is the excess chemical potential. The quantities 𝜇ref𝑖 , 𝜌ref𝑖 , and 𝜇refex,𝑖
are the reference chemical potential, number density and excess chemical poten­
tial, defined as that of the pure component 𝑖 at the same temperature and pressure
as the mixture. Additional simulations were performed in the NPT ensemble to ob­
tain the reference chemical potentials. All computed reference chemical potentials
can be found in the Supporting Information of Ref. [25]. The mole fractions and
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Table 6.2: Compositions and chemical potentials at reaction and phase equilibrium of the esterification of
methanol with acetic acid at 𝑇 = 343 K and 𝑃 = 1 bar. Results for a system where all molecules are rigid
and a system where molecule are flexible (i.e. bond bending and torsion are taken into account). The
superscripts I and II indicate the water­rich and ester­rich phases, respectively, 𝑥𝑖 is the mole fraction
of component 𝑖, 𝜇𝑖 is the chemical potential (Eq. 6.1), 𝜇∘𝑖 = −𝑅𝑇 ln (𝑞𝑖𝑉0/Λ3𝑖 ) is the contribution to
the chemical potential due to the internal degrees of freedom (Table 6.1) with the reference volume
𝑉0 = 1 Å3, and 𝑎𝑖 is the thermodynamic activity (Eq. 6.2). The number between brackets indicate the
uncertainty (one standard deviation) in the last digit.

Component 𝑥I𝑖 𝑥II𝑖 𝜇I
𝑖 − 𝜇∘𝑖/[kJ⋅mol­1] 𝜇II

𝑖 − 𝜇∘𝑖/[kJ⋅mol­1] 𝑎𝑖

Rigid

CH3OH 0.135(9) 0.072(6) ­36.0(8) ­35.8(5) 0.15(2)
CH3COOH 0.06(2) 0.151(7) ­38.1(9) ­38.7(7) 0.21(5)
CH3COOCH3 0.14(2) 0.67(2) ­29.6(10) ­30.3(5) 0.9(2)

H2O 0.67(2) 0.11(2) ­37.0(4) ­36.6(7) 1.4(2)

Flexible

CH3OH 0.150(7) 0.073(8) ­35.7(8) ­36.2(6) 0.14(3)
CH3COOH 0.06(2) 0.17(2) ­39.0(10) ­39.1(6) 0.17(5)
CH3COOCH3 0.120(9) 0.69(3) ­30.1(8) ­30.1(8) 0.9(2)

H2O 0.66(2) 0.08(3) ­37.1(4) ­37.9(5) 1.1(2)

Table 6.3: Sum of chemical potentials of reactants (CH3OH+CH3COOH) and products
(CH3COOCH3+H2O) at reaction and phase equilibrium of the esterification of methanol with
acetic acid at 𝑇 = 343 K and 𝑃 = 1 bar. Results for a system where all molecules are rigid and a system
where molecule are flexible (i.e. bond bending and torsion are taken into account). The number
between brackets indicate the uncertainty (one standard deviation) in the last digit.

Phase ∑
Reactants

𝜈𝑖𝜇𝑖/[kJ⋅mol­1] ∑
Products

𝜈𝑖𝜇𝑖/[kJ⋅mol­1]

Rigid
water­rich ­544(2) ­544(2)
ester­rich ­545(2) ­544(2)

Flexible
water­rich ­545(2) ­545(2)
ester­rich ­546(2) ­545(2)
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chemical potentials at equilibrium are listed in Table 6.2. The thermodynamic activ­
ities can be calculated from the chemical potentials (Eq. 6.2), and from there the
equilibrium constant of the reaction can be computed:

ln𝐾 = ln(
𝑎CH3COOCH3 ⋅ 𝑎H2O
𝑎CH3OH ⋅ 𝑎CH3COOH

)

= 1
𝑅𝑇[ (𝜇CH3COOCH3 − 𝜇

ref
CH3COOCH3

) + (𝜇H2O − 𝜇refH2O) (6.3)

− (𝜇CH3OH − 𝜇refCH3OH) − (𝜇CH3COOCH3 − 𝜇
ref
CH3COOCH3

) ].

We obtain ln𝐾 = 3.8± 0.4 for the system with rigid molecules, and ln𝐾 = 3.7± 0.5
for the system with flexibility taken into account. The uncertainty is defined as the
standard deviation. The computed equilibrium constants are in good agreement
with experimental data [206] where values for ln𝐾 are found to be in the range
from 3.25 to 3.41. In comparison, the equilibrium constant would be ln𝐾IG = 2.48
if the system was treated as an ideal gas, showing that the medium has a large
effect on the reaction equilibrium.

6.4. Conclusions
For the esterification of methanol with acetic acid we calculated the equilibrium com­
position, chemical potentials, thermodynamic activities and activity coefficients. For
comparison we distinguished two cases: the system where molecules are treated
as rigid and the system where flexibility is taken into account. We conclude that
there is no significant difference in treating the molecules as rigid or flexible for this
system.



Conclusions

In this work, we have worked on improvements of the Continuous Fractional Com­
ponent (CFC) method for Monte Carlo simulations. We developed a software pack­
age, Brick­CFCMC (Brick) for molecular simulation in various ensembles using the
CFC method. Phase and reaction equilibria, chemical potentials and partial molar
properties can be calculated directly from single simulations.

The Wolf method was found to be a suitable and computationally cheaper
method than the Ewald method for the calculation of electrostatic interactions. Us­
ing Brick, accurate vapor­liquid equilibrium curves are obtained from simulations in
the Gibbs Ensemble as well as critical densities and temperatures. Furthermore, a
procedure for choosing the correct parameters for the Wolf method was obtained.
The CFC method has been developed further for simulations in the Reaction En­
semble. The new (serial) formulation of the CFC method has been compared to the
previous (parallel) formulation and the conventional method in Monte Carlo sim­
ulations. For different systems of Lennard­Jones particles, the serial CFC method
proves to be more efficient and one can directly check for chemical equilibrium.
Simulations of the ammonia synthesis reaction (Haber­Bosch process) show the
suitability of the serial CFC method for an industrial relevant case. Also for the NVT
and NPT ensembles the CFC method has been developed further to compute partial
molar enthalpies and partial molar volumes directly from single simulations. For the
Haber­Bosch process, partial molar properties have been accurately calculated us­
ing the CFC method in the NPT ensemble. Simulations of the esterification of acetic
acid with methanol in the combined Gibbs Ensemble and Reaction Ensemble show
the formation of two phases in this system. Equilibrium compositions, chemical
potentials, activity coefficients and the equilibrium constant have been successfully
calculated using Brick and the CFC method.

Brick has been proven to be a reliable software package for molecular simula­
tions of phase and reaction equilibria. In future work, more (complex) interaction
potentials could be added to the package such as bond stretching, improper di­
hedrals and polarizability. Furthermore, combining the Configurational­Bias Monte
Carlo scheme with the CFC method may increase the efficiency of these simulations
more.
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Table A.1: Force field parameters of hydrogen sulfide [109], methanol [110], and carbon dioxide [89].
CH3 is described as united atom and M is a dummy site.

Molecule Site 𝜀/𝑘B/[K] 𝜎/[Å] 𝑞/e

H2S
S 122.0 3.60 0
H 50.0 2.50 0.21
M 0 0 ­0.42

CH3OH
CH3 110.45 3.6499 0.1546
O 97.775 3.1659 ­0.6544
H 0 0 0.4998

CO2
C 27.0 2.800 0.700
O 79.0 3.050 ­0.350

Table A.2: Geometries of hydrogen sulfide [109], methanol [110], and carbon dioxide [89].

Molecule Type Sites Length/angle

H2S

bond S­H 1.34 Å
bond S­M 0.30 Å
angle H­S­H 92∘

angle H­S­M 46∘

CH3OH
bond CH3­O 1.43 Å
bond O­H 0.945 Å
angle CH3­O­H 108.5∘

CO2
bond C­O 1.16 Å
angle O­C­O 180∘
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Table A.3: Force field parameters of nitrogen [89], hydrogen [169], and ammonia [168]. H2 is described
as united atom and M is a dummy site.

Molecule Site 𝜀/𝑘B/[K] 𝜎/[Å] 𝑞/e

N2
N 36.0 3.31 ­0.482
M 0 0 0.964

H2 H2 38.0 2.915 0

NH3

N 185.0 3.42 0
H 0 0 0.41
M 0 0 ­1.23

Table A.4: Geometries of of nitrogen [89], and ammonia [168].

Molecule Type Sites Length/angle

N2

bond N­N 1.10 Å
bond N­M 0.55 Å
angle N­M­N 180∘

NH3

bond N­H 1.012 Å
bond N­M 0.080 Å
angle H­N­H 106.7∘

angle H­N­M 67.9∘
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Table A.5: Force field parameters of methanol [90], acetic acid [207], methyl acetate [208], and water
[209, 210]. CH3 is described as united atom and M is a dummy site.

Molecule Atom/site 𝜖/𝑘B/[K] 𝜎/[Å] 𝑞/[e]

CH3OH
CH3 98.0 3.75 0.265
O 93.0 3.02 ­0.700
H 0 0 0.435

CH3COOH

CH3 98.0 3.75 0.120
C 41.0 3.90 0.420

O(=C) 79.0 3.05 ­0.450
O(­H) 93.0 3.02 ­0.460
H 0 0 0.370

CH3COOCH3

CH3(­C) 98.0 3.75 0.050
C 41.0 3.90 0.550

O(=C) 79.0 3.05 ­0.450
O 55.0 2.80 ­0.400

CH3(­O) 98.0 3.75 0.050

H2O
H 0 0 0.52422
O 81.899 3.16435 0
M 0 0 ­1.04844

Table A.6: Bond lengths in methanol [90], acetic acid [207], methyl acetate [208], and water [209, 210].

Molecule Bond Length/[Å]

CH3OH
CH3­O 1.43
O­H 0.945

CH3COOH

CH3­C 1.520
C=O 1.214
C­O 1.364
O­H 0.970

CH3COOCH3

CH3­C 1.520
C=O 1.2
C­O 1.344
O­CH3 1.41

H2O
O­H 0.9572
O­M 0.15
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Table A.7: Force field parameters for bond bendings in methanol [90], acetic acid [207], methyl acetate
[208], and water [209, 210]. Bond bending is described by the following interaction potential: 𝑈bending =
𝑘𝜃
2 (𝜃 − 𝜃0)

2.

Molecule Bending 𝑘𝜃/𝑘B/[K] 𝜃0
CH3OH CH3­O­H 55400 108.5∘

CH3COOH

CH3­C=O 40300 126∘

CH3­C­O 35300 111∘

O=C­O 40300 123∘

C­O­H 17600 107∘

CH3COOCH3

CH3­C=O 62500 125∘

CH3­C­O 70600 110∘

O=C­O 62500 125∘

C­O­CH3 62500 115∘

H2O
H­O­H Rigid 104.52∘

H­O­M Rigid 52.26∘

Table A.8: Force field parameters for torsions in acetic acid [207] and methyl acetate [208]. Torsion is
described by the following interaction potential: 𝑈torsion = ∑3𝑖=0 𝑐𝑖 cos𝑖(𝜙).

Molecule Torsion 𝑐0/𝑘B/[K] 𝑐1/𝑘B/[K] 𝑐2/𝑘B/[K] 𝑐3/𝑘B/[K]

CH3COOH
O=C­O­H 2192.4 ­630.0 ­1562.4 0
CH3­C­O­H 2192.4 630.0 ­1562.4 0

CH3COOCH3
O=C­O­CH3 10874.6 ­2654.2 ­4118.0 613.6
CH3­C­O­CH3 6551.3 1566.1 ­4196.0 789.2
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Summary

In the past decades, molecular simulation has become an important tool for study­
ing phase and reaction equilibria. In this dissertation, we work on improvements of
the Continuous Fractional Component (CFC) method in Monte Carlo simulations. We
also develop a software package for molecular simulations that uses this method.
In Chapter 2, we briefly introduce partial molar properties that we want to com­
pute from molecular simulations. The CFC method is introduced and we explain
how it can be modified to calculate properties in the NPT ensemble. After that,
we focus on the Reaction Ensemble and modify the CFC method such that it be­
comes suitable for the calculation of chemical potentials and fugacity coefficients.
We shortly point out the applicability of the CFC method in the Gibbs Ensemble
and the software, Brick­CFCMC, that was developed and used for this research. In
Chapter 3, we study the vapor­liquid equilibria of hydrogen sulfide, methanol and
carbon dioxide. We use the CFC method for simulations in the Gibbs Ensemble and
the Wolf method for calculations of the electrostatic interactions. The Wolf method
is a computationally cheaper method than the commonly used Ewald method but
has the same accuracy, provided that it is parametrized correctly. In Chapter 4, we
test our new formulation of the CFC method in the Reaction Ensemble. For different
systems of Lennard­Jones particles, we compare the efficiency with the previous
variant of the CFC method and the conventional method. Our formulation of the
CFC method is more efficient and can directly check if the system has reached
equilibrium. We continue our study by using this method for simulations of the
Haber­Bosch process for the production of ammonia from nitrogen and hydrogen.
In Chapter 5, we use the CFC method for computation of partial molar enthalpies
and partial molar volumes. We start with simple systems of Lennard­Jones parti­
cles and compare with a different method (similar to Widom’s method for obtaining
chemical potentials). We calculate partial molar properties of nitrogen, hydrogen
and ammonia in the stoichiometric compositions that were obtained in Chapter 4.
From these results, we obtain the enthalpy of reaction. In Chapter 6, we combine
the Gibbs Ensemble with the Reaction Ensemble for simulations of the esterifica­
tion of methanol with acetic acid. We obtain a clear phase separation and calculate
equilibrium compositions, chemical potentials, activity coefficients, and equilibrium
constants. We distinguish two cases: one where the molecules are treated as rigid
objects, and one where the molecules are flexible. No significant difference is ob­
served between the results for the different cases. The simulations in Chapter 3
till Chapter 6 were performed with the software that was written as part of this re­
search. This has lead to the software package Brick­CFCMC and is available (open
source) from: https://gitlab.com/ETh_TU_Delft/Brick­CFCMC.
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Samenvatting

De laatste decennia zijn moleculaire simulaties een belangrijk middel geworden voor
het bestuderen van fase­ en reactie­evenwichten. In dit proefschrift werken we aan
het verbeteren van de Continuous Fractional Component (CFC) methode in Monte
Carlo simulaties. Tegelijkertijd ontwikkelen we een software pakket voor molecu­
laire simulaties die gebruik maken van deze methode. In Hoofdstuk 2 presenteren
we een korte beschrijving van de partial molar properties die we willen berekenen
met behulp van moleculaire simulaties. We geven een korte uitleg over hoe de CFC
methode gebruikt kan worden om deze eigenschappen te berekenen in het NPT en­
semble. Daarna bekijken we het Reactie Ensemble en maken we de CFC methode
geschikt voor het berekenen van chemische potentialen en fugaciteitscoëfficiënten.
We staan kort stil bij CFC in het Gibbs Ensemble en het softwarepakket, Brick­
CFCMC, dat in dit onderzoek is ontwikkeld en gebruikt. In Hoofdstuk 3 bestuderen
we de gas­vloeistofevenwichten van waterstofsulfide, methanol en koolstofdioxide.
We gebruiken de CFC methode voor simulaties in het Gibbs Ensemble en de Wolf
methode voor de berekening van electrostatische interacties. De Wolf methode kan
een hoop rekentijd besparen vergeleken met de vaak gebruikte Ewald methode. In
Hoofdstuk 4 testen we onze nieuwe variant van de CFC methode in het Reactie
Ensemble. Voor verschillende systemen van Lennard­Jones­deeltjes vergelijken we
de efficiëntie met de oude variant van de CFC methode en de meer algemene me­
thode die gebruikt wordt. Onze variant is efficiënter en kan direct gebruikt worden
om te controleren of het systeem een reactie­evenwicht bereikt heeft. Vervolgens
gebruiken we deze methode ook voor simulaties van het Haber­Boschproces, voor
de productie van ammoniak uit stikstof en waterstof. In Hoofdstuk 5 gebruiken we
de CFC methode voor het berekenen van partial molar enthalpies en partial mo­
lar volumes. We beginnen met simpele systemen van Lennard­Jones­deeltjes en
vergelijken de resultaten met een andere methode (vergelijkbaar met Widom’s me­
thode voor het berekenen van chemische potentialen). Vervolgens berekenen we
de partial molar properties voor stikstof, waterstof en ammoniak in de evenwicht­
mengsels uit de simulaties van Hoofdstuk 4. Met deze resultaten berekenen we
tenslotte de reactie­enthalpie. In Hoofdstuk 6 combineren we het Gibbs Ensemble
met het Reactie Ensemble voor simulaties van de verestering van methanol met
azijnzuur. We zien een duidelijke fasescheiding en berekenen evenwichtscompo­
sities, chemische potentialen, activiteitscoëfficiënten en de evenwichtsconstante.
Twee gevallen worden bestudeerd: één systeem waarin alle moleculen star zijn en
één systeem waarin de moleculen flexibel zijn. We vinden geen grote verschillen
tussen deze twee gevallen. De simulaties in Hoofdstuk 3 tot en met Hoofdstuk 6
zijn uitgevoerd met het softwarepakket dat als onderdeel van dit onderzoek is ont­
wikkeld. Dit heeft geleid tot het pakket Brick­CFCMC en dit is beschikbaar (open
source) via: https://gitlab.com/ETh_TU_Delft/Brick­CFCMC.
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