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Abstract

Over the last decade, the recognition of the potential value of augmented reality
(AR) and other human-machine interfaces has been growing. These applications
are all based on depth sensing technologies. Among various depth sensing tech-
nologies, the Time-of-Flight (ToF) approach is emerging as a widely applicable
method because it has the potential of reaching much longer distances at higher
speed and accuracy, is natively suitable for mobile phones or AR.

One obvious problem is that the dToF system mainly targets the automotive
industry or 3D imaging in close range, which means different power, accuracy, and
fewer area requirements than mobile phone or AR applications. The application of
the dToF system in the mobile phone or AR industry needs to be tested. The data
volume is another problem of dToF. Usually, in the read out part, the dToF time-to-
digital converter (TDC)’s timestamps will all be saved into a histogram. The peak
value of the histogram is the detected result. However, in a large pixels scenario,
the area cost will be too much for mobile phone or AR applications if the whole
histogram for all pixels is saved. Hence, an algorithm that can save histogram
partially or find out the peak value without saving histogram is needed.

This thesis proposed two novel algorithms for the dToF system’s read out part
and tested three other algorithms’ functions in mobile phone or AR applications.
With the lambertian model and probabilistic theory, a module of the dToF system
is built using MATLAB to generate a testing dataset. Besides, introductions to
depth-sensing technologies, single-photon avalanche diode (SPAD) sensors, and
dToF systems will be given before the core chapters of the thesis.
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1 Introduction

The increasing number of digital automotive applications leads to a steadily grow-
ing demand for precise depth sensing technology. Depth sensing enables auto-
motive systems to better understand its surroundings, and are based on various
technologies including ultrasound, microwave, and optical signals. Direct Time-
of-Flight (dToF), one of the most suitable techniques for far range applications [1],
is emerging as a promising technology, because of the potential of reaching much
longer distances at higher speed and accuracy.

DToF system is mainly used in self-driving or driver-assisting applications [1],
however, is is also used in the mobile phones but only in iPhone 12Pro and higher.
The implementation details of commercial dToF systems, e.g., the one used in the
iPhone, such as the the pixel array size and the algorithms used are unknown. The
power for driving the laser in mobile phone systems is limited due to the area cost.
Since the sensors that work at the same time will separate the reflected laser power
equally, the number of pixels, also referred as the size of the working sensor array,
is also limited.

The read out algorithm of the dToF system is barely being focused on. Only
a few papers are reporting on read out algorithms [2, 3, 4, 5], they all focused
on only limited sizes of the pixel arrays, e.g., 64 × 64 or 32 × 32, also have a
different average laser power per pixel. It is necessary to investigate if the small
pixel algorithms can be scaled to a 200×160 array for the system in this thesis and
if there is an algorithm that could cost less area.

1.1 Problem statement and research questions

Problem statement

There are mainly two problems with current dToF system’s read out algorithms.
Firstly, it is a novel technology with no publicly available information. It is

possible that this 3D image technology cannot be used on a mobile phone at all. A
larger pixel array means higher resolution on the image, and low resolution cannot
meet the requirement for the mobile phone or AR application. Though a small
resolution image could be enhanced in software, it still needs more effort and en-
hancing time. Considering the price and area cost of the single-photon avalanche
diode (SPAD) sensors, also the requirement for image precision, a 200x160 sized
pixel array is needed by most mobile phone companies. At present, only Sonny and
Apple can maturely take advantage of this technology to realize their commercial
products, but these companies never disclose information related to the implemen-
tation of any specific details, we do not even know their array’s size. Currently,
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most papers related to dToF merely focus on limited pixel size, while only a few
of them pay close attention to large pixel arrays. Overall, the resources associated
with dToF’s large pixel array processing are very limited, making the project highly
innovative.

Secondly, massive amount of time-to-digital converter (TDC)’s timestamps de-
manding large on-chip memory capacities. A large pixel array implies masively
parallel real-time measurements, which lead to a large volume of data. Consider a
200×160-pixel array, 30,000 measurements per frame and 10-bit TDC. This sce-
nario will generate approximately 2.5GBits of data per frame. Hence an area-
efficient algorithm is required for on-chip data processing.

Research questions

This thesis focuses on the following problems:

1. Can algorithms used in dToF systems with small dimensions, e.g., 32×32
or 64×64 pixels, be scaled to a 200×160 array?

2. Are there ways to process TDC’s timestamps without saving all timestamps
into on-chip memory?

3. Is there a feasible hardware implementation of large pixel array dToF algo-
rithms able to meet the specific requirements of mobile phone applications?

1.2 Thesis contributions

The main contributions of this thesis can be summarized as follows.

1. A MATLAB module of the dToF system, based on the Lambertian model
and probabilistic theory.

2. An advanced dToF read out algorithm that is able to process 200*160 pixel
array at 30 frames per second and has low memory usage, e.g., less than 3
MB.

3. Register-transfer level (RTL) implementation of the read out algorithms for
application-specific integrated circuit (ASIC) implementation.

4. Careful analysis of 5 different read out algorithms.

5. Pointed out the future research directions of mobile phones or AR’s large
pixel array dtof systems.
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1.3 Thesis outline

The rest of the thesis is organized as follows.

Chapter 2: Background Literature This chapter introduces the relevant
background of depth-sensing technologies, also presents some details about
the single-photon avalanche diode (SPAD) sensor.

Chapter 3: Operation and modeling of dToF system In this chapter, based
on the Lambertian model and probabilistic theory, a mobile phone targeted
dToF sensor architecture is built and analyzed. Based on the output times-
tamp from this module’s TDC, 5 read out algorithms are introduced and
compared, based on the MATLAB module.

Chapter 4: Readout Algorithm’s RTL implementation With the diag-
noses in Chapter 3, 4 of the 5 algorithms are selected and implemented in
RTL.

Chapter 5: Evaluation This chapter present the evaluation result of the
selected 4 algorithms, including area and accuracy.

Chapter 6: Conclusion The conclusion of this thesis will be drawn. The
main contributions are listed, together with recommendations and prospects
for future work.
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2 Background and related work

This chapter describes and explores the concepts and approaches to depth sensing
technologies, especially dToF. This chapter functions as a general introduction to
the dToF system and its read out algorithms.

2.1 Depth sensing technologies

The classification of the major depth sensing technologies is shown in Fig.2.1.
Depth sensing technology falls under the broad definition of technologies that en-
able devices and machines to sense their surroundings, including ultrasound, mi-
crowave and optical techniques. Both microwave and ultrasound techniques have
severe problems in applications: Microwave techniques affect birds and aircraft,
and ultrasound technique’s propagation speed varies in different environments.
Hence the fundamental and applied research are all based on optical sensing. Op-
tical sensing technology are capable of estimating the position of target in its field-
of-view (FOV) and detection range [6]. The important part of optical sensing tech-
nology is the trade-off in terms of detection range, FOV, weight, and the size of the
system [7].

Figure 2.1: Depth sensing technologies [8]

ToF systems are mainly used for optical sensing, classified into direct (dToF)
and indirect (iToF) systems. iToF uses intensity-modulated light (typically contin-
uous wave), and measures the phase delay between a continuous sinusoidal light-
wave signal and its back-reflected echo. Differently from iToF, dToF directly mea-
sures the round-trip time of a light pulse (the time from a short light pulse is emitted
until its back-reflected echo is received). This thesis focus on dToF systems. dToF
systems are the most suitable technique for far range applications, because the mea-
surement range of the dToF system is only limited by the available optical power
budget. On top of that, the work condition of dToF is constant, which means it is
more robust [9].
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2.1.1 Direct Time-of-Flight (dToF) imaging applications

The dToF system could be applied in many different fields. This section briefly
introduces some of the current applications.

Automotive Driving

Automotive driving applications are the main driver for dToF technologies because
of high frame rates, which means they are suitable for fast (higher than standard
video-rate) 3D ranging[10, 11]. DToF could use a higher optical peak power to
overcome high illumination noise, making it the most suitable technique for far-
range applications. It is widely used in automotive systems[1].

Augmented Reality (AR)

A potential application of dToF is related to AR[12]. Typically, AR uses software-
based depth estimation, making it impossible to use regular RGB cameras or other
technologies that require high power consumption and considerable read out ele-
ments. Compared to a regular camera, dToF’s read out algorithm is less compli-
cated, which means it is possible that a higher frame rate could be realized with a
more negligible power consumption and area cost.

Mobile phone integration

In 2020, Apple installed dToF system on the iPhone 12 Pro, applying dToF technol-
ogy to the mobile phone for the first time, making the mobile phone’s camera func-
tion more accurate with lower power consumption[13]. Implementing 3D dToF in
mobile devices is expected to spark the next wave of killer consumer applications,
for example, interior styling and photo-realistic reconstruction.

2.2 Single-Photon Avalanche Diodes (SPADs) based dToF systems

Several physical principles and technologies enable the detection capabilities of
range sensors. DToF uses light waves in a typical range to determine the distance
between the ToF sensor and the target.

The process of a typical dToF system is shown in Fig. 2.2. One detection in
the dToF system has several acquisitions[14], depending on the frame rate and
repetition rate. In each acquisition, the pulsed laser sends a laser pulse with special
width to the target object, through the transmitter optics. The laser pulse will be
reflected by the target object, across the receiver optics, then trigger the SPAD.
During one acquisition, 0 to 2 samples will be sent into the read out block by TDC,
the number of samples depends on the power of the reflected laser. All the output
signal timestamps of TDC during one detection will be saved into one histogram.
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The output timestamps of the dToF system follow the Gaussian model [15], the
peak of the Gaussian module is the result value. Hence the timestamp that we
received the most, also the bin number of histogram’s peak is the detected result.
The read out part will find out the peak in the histogram and calculate the target
distance due to its bin number. The depth data calculated by the read out part will
be sent to a mobile phone or AR processor.

Figure 2.2: The process of a typical dToF system [16]

There are two most common approaches for the dToF system: scanning and
flash. Scanning is the traditional method for dToF systems [17]. It is a rotating
mechanical scanning dToF system consisting of a laser, scanning motor, receiv-
ing sensor (SPAD in dToF case), electronics elements (like TDCs), and the data
processor [16].

The systems for flash sensors are much simpler as they do not require mechan-
ical redirection in scanning mode. However, these systems come with an extra cost
in electronics complexity, such as more TDCs [18]. The main difference between
scanning mode and flash mode is that all the array of SPADs in flash mode can
capture depth simultaneously, which means a higher data throughput. However,
the achievable optical power of each SPAD in a flash mode dToF is smaller since
more SPADs separate the overall optical power. A nominal feasible optical power
also means a smaller signal-to-noise ratio (SNR), contributing to the same power
of background noise [16].

2.2.1 Single-Photon Avalanche Diodes (SPADs) Sensor

Single-photon avalanche diodes (SPADs) are essential for the dToF image sensor.
SPADs can detect a single photon with high time-of-arrival resolution. To be more
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specific, SPADs are a kind of particular avalanche photon diode that is biased above
the breakdown voltage. In this case, the avalanche effect can be triggered by a
single photon, and the diode will break down. [19, 20].

Figure 2.3: The I-V characteristics of a diode. The SPADs operate slightly above
the breakdoown voltage, hence could be easily triggered by a single photon [21]

Fig. 2.3 shows the I-V characteristic of a diode. SPAD operates slightly above
the breakdown, where the optical gain could quickly change into virtually infinite.
When a single photon is detected, a SPAD outputs an analog voltage pulse that can
directly trigger the time-to-digital converter (TDC) to save the current timestamp
[22].

2.2.2 Distortion on Time-To-Digital converter’s timestamps

The data distortion of the dToF system is mainly because of the pile-up of TDC.
Pile-up is the phenomenon that after the first or first two photons is detected, the
additional photons within the same signal detection period will be lost [23]. The
reason for this phenomenon is that in each signal period, TDC has its dead time
on signal detection. Pile-up causes distortion of the signal shape and loss in the
number of detected events [24].

Fig. 2.4 shows the ideal number of counts at each timestamp and the histogram
of actual received data because of the pile-up. Fig. 2.4a and Fig. 2.4b operates with
0.2m and 0.5m target distance separately. Since the laser generates all the signal
timestamps, the full width at half-maximum (FWHM) of the resulting histogram
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should be the same as the FWHM of the laser. However, that’s not the case in
reality because of the pile-up. Fig. 2.4a shows a severe distortion than Fig. 2.4b
since more timestamps are neglected, because of more signal timestamps.

(a) (b)

Figure 2.4: This figure shows the distortion of pile-up. The red curve in the ideal
number of counts that we should receive for each pixel. The blue histogram is the
actual histogram that built with timestamps from TDC. (a) shows the figure when
the target distance is 0.2m. In (b), the target distance is 0.5m. Both histograms
show the distortion in the total number of counts and shape of the curve (a much
smaller FWHM for the histogram). The pile-up problem is more severe in 0.2m
than in 0.5m because 0.2m has more signals more timestamps are neglected during
TDC’s operation.

2.2.3 Read out algorithms for SPAD-based dToF system

Efficient read out algorithms for the SPAD-Based dToF system is the main focus of
this thesis. Traditionally, SPAD sensors are used for the detection of small arrays.
A classical dToF system uses a non-optimized histogram building as the read out
part [25, 26, 2]. All timestamps for each pixel will be built into an individual his-
togram, and the bin holding the peak value indicates the detected result. However,
the main benefit of SPAD sensors, also the focus of this thesis, is the potential to
design a solution for large pixel arrays. In the case of large pixel arrays, the situa-
tion of the read out algorithm is different. Large pixel arrays will generate massive
number of output timestamps, which leads to a enormous memory footprint, in
other words, prohibitive area cost, as mentioned in Chap. 1.1.
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Since the dToF technology is still in its infancy, only a few papers focused on
read out algorithms, and all of them still tried to find out the result by histogram-
ming. Especially, Apple used a time-gated scanning technique for the read out
part [27]. This time-gated scanning technique is called Partitioned inter-Frame
Histogram (PiFH). PiFH stores only a part of the complete histogram at a time,
decreasing the area cost with a huge cost on calculating time. Assuming the po-
sition of the bin with the largest value of the full-pictured histogram is PT . For a
histogram with Np bins totally, only Nb bins need to be saved. The index of the
partial histogram is N, the position of the bin with the most significant value of the
partial histogram is PC, and the partitions are not overlapping, then PT could be
calculated using:

PT = 2Nb(N −1)+PC (2.1)

Another approach intended to present the histogram with fewer bits is called
Folded inter-Frame Histogram (FiFH) [3]. FiFH intended to realize a whole range
histogram using two smaller histograms. The second histogram represents the first
significant Nb bits of the pixel value, and the second histogram represents the most
significant Np −Nb bits. In [4], the bits of the pixel value is separated into three
parts. Hence the peak of the first histogram will be founded in three steps, called
the three steps algorithm.

FiFH may have uncertainty errors when the ToF gaussian bell is centered at
multiples of 2Nb bins. Overlaps between the multiple histograms in detection can
reduce this problem with the cost of the area. Assuming the position of the bin with
the largest value in the histogram with the most and least significant bit is PMSB and
PLSB separately. Then PT could be calculated using:

PT = 2Nb(PMSB −1)+PLSB (2.2)

The newest approach to dToF histogramming saves area using the character of
Gaussian bell, called shifted inter-Frame histogram [5]. SiFH algorithm is based
on the fact that the ToF information is concentrated in a gaussian bell, and the noise
of the ToF system is evenly distributed. Hence, only saving the center of gaussian
bell part is sufficient to find out the histogram’s peak value. To keep only 2Nb bins
that are centered, all the timestamps have to be shifted into the Nb bit gaussian bell
area, using a band-pass filter (filters in RTL). The details about this algorithm is
introduced as follow:

Two histograms are saved with two measurements in shifted inter-Frame his-
tograms (SiFH). The first one is called coarse histogram (CH), with a bin number
of 2Nb . CH will be built with the result of the first measurement. The second one,
called fine histogram (FH), will be made with the second measurement result. CH
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finds the peak position roughly, then FH zoom in the peak position of the first his-
togram and finds a more accurate peak result. The number of bits of the CH and
FH is both 2Nb , but FH has a smaller gap between each bin to realize an accuracy
with 2Np bins. The Nb is calculated using

Nb = [Np/2]+1 (2.3)

CH and FH can share the same part of the memory since they have the same number
of bins.

Before mapping the second Nb-bit histogram (FH), the incoming pixels have to
pass through the filter to extract the input data near the peak.

T H− < pixel value ≤ T H+ (2.4)

The two thresholds is depend on the result of CH and Nb, Np. Assume the peak
of CH is PCH :

T H− = 2Np−NbPCH − SB ; T H+ = 2Np−NbPCH + SB (2.5)

SB is the number of side-band bins.

SB = 2Nb−1 (2.6)

To map the 2Np bits inputs into a 2Nb bit histogram, a shifting value ∆ is used
to shift the inputs:

∆ = T H− = 2Np−NbPCH − SB (2.7)

After the peak position of FH (PFH) is found, it will shifted back (shifted up-
wards) to compute the real result:

real result = PFH +∆ (2.8)

FiFH and SiFH are mainly used in automotive applications, either have mas-
sive power consumption or are used in small pixel scenarios, like 64 × 64 and
32×32 pixels. The performance of these algorithms in this thesis’s application is
unknown and still needs to be tested.

2.2.4 Improvement methods

Several methods are introduced to improve the accuracy of dToF systems. The
improvement methods are mainly of two kinds: improving the SNR of TDC’s
timestamps and increasing the number of received input timestamps. Coincidence
window is a methodology to improve the SNR of TDC’s timestamps. Binning and
time-gating are techniques to increase the number of input timestamps.
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Binning

When the target object is far away from the pulsed laser, due to a weaker reflected
laser pulse, only a small amount of timestamps could be detected from TDC. Bin-
ning methodology is used to increase the number of detected signal timestamps.
Pixel-binning is a usual ability for image sensors [28], combining changes of ad-
jacent pixels in a block into a super-pixel during the read out process or while the
generation of pixel’s data [29]. The process of pixel-binning is shown in Fig.2.5.
This process could produce an SNR improvement equal to the binning factor [30],
which is B∗B.

In the dToF system, binning is mostly done in the analog part before the data pro-
cess [31].

Figure 2.5: The pixel-binning process of image sensors. In this picture, the binning
factor B = 4. The four blocks, each with B ∗B pixels, are binned into four super-
pixels. All the timestamps in each block will save the same data, also get same
result. [32]

Time-Gating

When the background light is sufficient, the effective triggering rate of SPAD is low
[33]. The time-gating technology improves this situation by shortening the sensi-
tive period of the SPAD, increasing detection depth when used in long-distance
optical imaging [34]. The technique can be implemented by gating schemes [35].

Coincidence Window

Based on the fact that two nearby SPADs have similar result, a coincidence win-
dow could be added to reduce the noise due to background light. The coincidence
window can also help mitigate pile-up distortion since it could avoid unnecessary
TDC samples [24]. Pile-up is a phenomenon that occurs due to the loss of photons
after the first or first two photon within one same signal period is already detected.
Pile-up distorts the signal shape and also reduces the number of efficient signal
events [24].
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For a system with coincidence window technology, one SPAD’s one signal event
is regarded as effective only if the nearby SPADs have a signal event that happens
within the time of coincidence window [16].

Overall, the improvement methods except binning will not influence the res-
olution of the output image and are possible to be implemented in this thesis’s
system.
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3 Operation and modeling of dToF system

Understanding the working flow of the whole system is essential for read out algo-
rithm design. This chapter built up a module of dToF system based on lambertian
model and probabilistic theory, then tested the function of 5 read out algorithms in
MATLAB.

3.1 Overview

As mentioned in Chap. 2.2, there are two modes of dToF systems, called flashing
mode and scanning mode. This thesis focus on implementing a flashing mode dToF
system. The condition used is listed as follows:

• Laser: Plaser(avg) = 20W ; Flaser = 100kHz; λ = 905nm; FWHM = 2ns;

• System: AFOV = 0.48◦; Tint = 45ns;

• Lens: Alens = 1.16×10−6 m2; ηlens = 0.7;

• Sensor: PDE = 0.2; number of SPAD sensors: 160×200

• Frame rate: 30fps;

• Noise: DCR = 104Hz; background noise ≤ 50klux;

Plaser(avg) is the average peak power of dToF system’s laser, Flaser is the laser
frequency of dToF system. AFOV is the angle of field-of-view. Alens is the surface
area that is covered by the lens. ηlens is the lens efficiency. PDE means photon
detection efficiency and DCR means dark count rate.

3.2 Photon event generation module

Though this thesis focus on the read out algorithm part, the optical module of the
dToF system is needed for testing data generation. In this section, the number of
effective avalanche events, also the number of timestamps will be calculated based
on the energy of both signal and noise.

3.2.1 Signal event

Assuming no laser energy is wasted in out-of-view regions, the total number of
signal events can be calculated based on the reflected energy per pixel. The tar-
get object of one single SPAD pixel is a single point. A single point has an area
that approaches zero, hence could be considered a small Lambertian surface. A
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Lambertian surface for reflection is a surface that appears uniformly bright from
all directions of view and reflects the entire incident light. [36].

The physics module of the dToF system is shown in Fig. 3.1. The laser shoots
a particular wave to the Lambertian target through the diffuser. The reflected wave
passes through the lens and gets collected by the sensor.

Figure 3.1: Module of dToF system, using a Lambetian reflectance as target. [8]

While passing to the sensor through the lens, the optical power will be con-
centrated and projected. The scenograph of lens and sensor is shown in Fig. 3.2,
Asensor, ALENS and Alens pro j are the area of the sensor, lens, and lens projection area
separately. The ratio between Asensor and Alens pro j could be easily calculated using
the geometric relationship, the result if 2/π. The whole sensor and some power
will lose while passing through the lens due to the lens efficiency ηlens of the lens
itself, the equation of optical power per pixel is shown in Eq.3.1. The reflected
laser power will be divided by all the SPADs, so the Plens has to be divided by M,
M is the number of SPADs. The target for each SPAD is exceptionally close to
each other, hence assuming the power received for each SPAD is the same.

Ppixel = Plens ·ηlens ·
2

M ·π
(3.1)
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Figure 3.2: The scenograph of lens and sensor. The large outside circle is the
cutting plane of lens and the square is the sensor. The area inside the small circle
the area of lens projection. [8]

The energy that is collected at the lends corresponds to the area ratio at aperture
D. The sphere surface with diameter R. The reflected laser power from the target
Ptarget depends on the source power Psource(R) and the reflectivity of the object,
ρtarget . The power source, Psource(R), is a function of the distance. Overall, the
Plens could be calculated using Eq.3.2.

Plens = Psource(R) ·ρtarget · (
D

2 ·R
)

2
(3.2)

By combining Eq.3.1 and Eq.3.2, following equation could be obtained:

Ppixel = Psource ·ρtarget · (
D

2 ·R
)

2
·ηlens ·

2
M ·π

(3.3)

Eq.3.3 is the average power that recieves by each SPAD. Hence it could be
integrated over a certain time, to calculate the energy per laser pulse (Epixel pulse),
using:

Epixel pulse = Ppixel ·
1

Flaser
(3.4)

Thus, the number of photons that generated per laser pulse Np pulse, could be
calculated as:



Chapter 3 OPERATION AND MODELING OF DTOF SYSTEM 23

Np pulse =
Epixel pulse

Ephoton
= Ppixel ·

λ

Flaser ·h · v
(3.5)

where λ is the light source wavelength that laser used, h is the Planck’s constant
(6.62607004 × 1034 m2 kg/s), and v is the speed of light (2.998× 108 m/s).

As mentioned in Chap. 2.2.1, if a SPAD is triggered successfully, it convert
photons into electric current. The photon detection efficiency (PDE) defines the
probability that a photon trigger a SPAD successfully. Hence the number of signal
events that trigger SPAD successflly per laser pulse per pixel is:

Nsignal events pulse = Np pulse ·PDE = Ppixel ·
λ

Flaser ·h · v
·PDE (3.6)

.
As mentioned in Chap. 2.2, the timestamps of triggered signal events follows

the Gaussian model. With Nsignal events pulse and the full width at half-maximum
(FWHM) of laser, a model that estimate the number of triggered signal events per
timestamps could be generated.

3.2.2 Noise event

Fig. 3.3 is the figure of solar irradiance curves, published by The International
Commission on Illumination (CIE), the world authority on radiometric and pho-
tometric nomenclature and standards, for the first time. From the solar irradiance
curve at the earth’s surface, the power of sunlight at different wavelengths could be
estimated. Since the read about this picture is a trivial part of this thesis, the detail
about reading is not presented. The maximum the energy of outdoor sunlight is
50klux. And the maximum energy of indoor sunlight is 14klux.



Chapter 3 OPERATION AND MODELING OF DTOF SYSTEM 24

Figure 3.3: Solar irradiance curves at top of difference places. The ”SMARTS
direct” one is the solar irradiance curve at top of earth surface [37]

Since the chance that sun irradiance directly irradiated onto the sensor is very
rare, the reflected light is the main affection that we should consider. Hence as-
suming that no direct sunlight could reach the sensor lens. [8] and [15] also used
this assumption. Fig. 3.4 shows the transmission of noise events from the target to
the sensor. It could be easily seen that the transformation of noise is the same as
signal events, except they have different power. Due to Eq.3.6, we could refer that
the number of effective noise events per second per pixel is:

Nnoise events pulse = Ppixel noise ·
λ

Flaser ·h · v
·PDE (3.7)

In which, Ppixel noise is the noise power that could be received by each SPAD,
calculted similar as Eq.3.3:

Ppixel noise = Psun ·ρtarget · (
D

2 ·R
)

2
·ηlens ·

2
M ·π

(3.8)

Psun is the sunlight power that reach target, could be calculated by integrat-
ing the sunlight energy over a special spectrum bandwidth (depends on the laser
frequency), AFOV is the angle of FOV:

Psun = ζ · (2 ·R · tan(AFOV/2))2 ·Psun integrated (3.9)
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In which ζ means the efficiency term of indirect rays reflected on the floor.
Since the indirect rays from the floor are small, it is neglected in this thesis’s MAT-
LAB module.

Figure 3.4: How does the noise events being transferred to the sensor. [8]

Differently from the signal, the noise is evenly distributed, and the overall noise
value depends on the integration period Tint . Typically, the integration window is
the largest timestamp that dToF could reach, corresponding to the largest distance
that the dToF system could detect. That is also what has been assumpted in this
thesis.

On top of the noise from sunlight, there are also noise from the internal SPAD.
These noise are reported as dark count rate (DCR) by analoge designers, should be
added in Eq.3.9:

Nnoise events pulse = Tint · (Ppixel noise ·
λ

h · v
·PDE +DCR) (3.10)

The R in Ppixel noise cancels each other, hence the number of noise events is not
influeced by the target distance.

If the number of occurrences per interval time follows Poisson distribution, the
length of time between occurrences follows exponential distribution[38]. Since
the noise events follow the Poisson distribution, the length of time between each
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noise event follows the exponential distribution. The length of time between each
noise event could be generated with the definition of the exponential distribution,
by adding them together, the noise timestamps could be easily generated.

3.3 Read out algorithms

This thesis introduces a novel read out algorithm that can find out the most fre-
quent timestamp without histogram building, called ezPointer. The extension of
ezPointer is called hisPointer. The other 3 algorithms are the algorithms that in-
troduced by other papers, and their functionality in my system will be verified.

3.3.1 Overview

As mentioned in Chap. 2.2.3, the timestamps from TDC is a train of pulses corre-
sponding to the arrival time of individual photons. Normally, these timestamps are
presented as a histogram. Since the timestamps follows Poisson distribution, there
is a distinguishable peak centered around the target location, the histogram peak’s
bin number will be the output result. Fig. 3.5 shows the histogram of all times-
tamps from TDC during one frame (detection), the target distance of this picture is
1m. In all the examples below, the timestamps from TDC have 10 bits, writen as
Q<9:0>.

Assuming the resulting bin number of the algorithm is Bmax, Tres is the resolu-
tion of TDC, corresbonding to 1 bin in histogram. FWHM represents the FWHM
of laser power.

detected result = Tres ×Bmax −FWHM (3.11)

In the example shown in Fig. 3.5, the detected timestamp is 8.4ns, slightly
smaller than the ideal timestamp, 8.6ns. Pile-up distorts the peak position of times-
tamps, leading to this difference. However, as long as the peak position remains at
the same position during multiple detection, this difference could be offset using a
look-up table. The detail about how to calculate relative precision will be discussed
in Chap. 3.4.
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Figure 3.5: the histogram of all timestamps from TDC during one frame. The bin
with maximum counts is bin 195, which has 17 counts. Bin number 195 means the
range of the timestamp in (194,195] is counted in this bin. The target distance of
this example is 1m in a 14klux environment. The examples in this thesis are all in
this scenario if not specially mentioned.

3.3.2 The pointer algorithm

The pointer algorithm is one original read out algorithm without histogram build-
ing, proposed by this thesis. In order to distinguish between pointer algorithm and
the pointer used in pointer algorithm, the pointer algorithm is called ezPointer in
the following part of this thesis. The ezPointer algorithm takes all the timestamp’s
center of mass as the final output. The relevant principles are explained as follows.

Consider the condition without background noise. Based on the fact that the
laser pulse and overall system timing noise are Gaussian distributed (in time), the
detected result (the peak of the laser pulse) is at the center of mass or mean of all
input samples in one frame.

Now consider the condition with background noise. As mentioned in Chap.
3.2.2, the typical background noise is uniformly distributed (in time). So if the
time period before the detected result and after the detected result is the same, the
detected result is the center of mass or mean of all input samples in one frame.
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Figure 3.6: the histogram of all timestamps from TDC during one frame (after cut-
down and replace conduction). The bins on the right are cut and replaced before
bin 0 to keep the bins are equally seperated by the peak of histogram.

However, from the histogram of all timestamps in one detection, shown in Fig.
3.5, the number of bins on two sides of the histogram’s peak (detected result) is not
necessarily equal. To keep two time periods in the two sides of the detected result
the same, a cut-down and reorganization is done. The side with a more extended
period will cut half of the exceeded period and place it into the side with a shorter
time. The final histogram after reorganizing is shown in Fig. 3.6.

The replaced window has two parts of the same length, separated by the his-
togram’s peak. However, for the ezPointer algorithm, no actual histogram is built.
Hence we cannot finish the reorganizing process at the beginning. The cut-down
and replace conduction is a real-time process that happens gradually. The ezPointer
algorithm is a real-time process, which means the pointer moves each time a new
input time frame arrives. The left window and right window are introduced to judge
where the pointer should move. If the input time frame locates in the right window,
the pointer will move right. If the input time frame locates in the left window, the
pointer will move left. Otherwise, it will not move. When the pointer moves, the
left, and right windows move correspondingly. The boundary of the right window
could be computed as:

{
Ppointer < inputData ≤ min(Pmax,Ppointer +Whal f ) , f or all
Pmin ≤ inputData ≤ Ppointer +Whal f −Pmax ,when Ppointer +Whal f > Pmax

(3.12)
Pmin and Pmax are the minimum and maximum possible value of input times-

tamps. Besides the right window and pointer position, the other part of input times-
tamp range is the left window. Based on the formula, it is noted that both the left
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window and right window are not necessarily one consecutive piece, it could be
two pieces, but the left window and right window are always same sized.

Figure 3.7: An example of the process of pointer algorithm: The pointer will even-
tually stay at the peak of the histogram if there are a sufficient number of input
data.

To better explain the progress of the pointer algorithm, an example is shown in
Fig. 3.7. The x-axis of the curve is the time frame received from tdc. The y-axis
of the curve represents the number of data received at this time frame during this
detection. Therefore, the pointer is at the center of mass if the area below the curve
is evenly divided.

Ppointer is the current location of the pointer, Whal f is half of the pointer’s win-
dow size, also half the efficient timestamps’ range. The pointer window size is
the same as the range of timestamps that tdc sends. Initially, the Ppointer locates at
Whal f ,which is (Pmax + Pmin)/2, in the middle of Pmin and Pmax. In this example, the
possibility of receiving a time frame that is larger than Whal f is apparently larger
than the possibility that was receiving a time frame that smaller than Whal f . Thus,
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the pointer should move right to divide the area below the curve equally.
In the example shown in Fig. 3.7, the pointer locates at seven at the beginning.

The first arriving data is 11, found in the right window. Hence the pointer will move
to 8, and the range of the left and the right window will also change accordingly.
The second arriving data is 9, also located in the right window. The pointer will
keep moving right into 9. The third arriving data is 15, outside of all the windows,
so it’s not considered. If there are a sufficient amount of input timestamps, the
pointer will remain at the center of mass of all the timestamps eventually.

One potential problem of this algorithm is that only a limited number of sam-
ples could be detected in each acquisition. If the number of samples is insufficient
to move the pointer to the center of mass, the result will always be wrong. One po-
tential solution is adding the step size. Normally, the step size of ezPointer is 1 bin,
it could be added, with the cost of precision (the highest precision for ezPointer is
the step size).

Another potential problem is that when the system faces severe pile-up distor-
tion, the signal events do not follow a symmetrical gaussian bell, the detected result
of ezPointer may not be the peak of signal events. However, this problem could
be reduced by building a look-up table and speculating the actual peak of signal
events since the center of mass could also represent a different target distance.

3.3.3 The inter-Frame Histograms (iFH) algorithm

As introduced in Chap. 2.2.3, the newest approach to dToF histogramming is SiFH
and FiFH. In these two algorithms, the timestamps in one frame are evenly sep-
arated into two measurements to build up the two histograms accordingly. The
only difference between SiFH and FiFH is that they used different bits to build
up the two histograms. If changing the relationship between Np and Nb in Eq. 2.3
to N p = 2Nb, the SiFH algorithm will be FiFH algorithm. To be more specific,
assuming Np is 10, then a full-range histogram for timestamps has 210 = 1024 bits.
In this scenario, the first histogram in SiFH will have 64 bins. Each bin represents
16 bins in a full-range histogram. The first histogram in FiFH will have 32 bins.
Each bin represents 32 bins in a full-range histogram. The first histogram building
is called the peak detection (PD) part, and the second histogram building is called
the partial histogramming part (PH).

Till now, iFH algorithms have been used for small distance dToF systems only.
This thesis is intended to figure out if the iFH algorithm is suitable for mobile
phone or AR applications.

FiFH, mentioned in Chap. 2.2.3, may face a larger relative precision when the
resulting timestamp locates at the border, with low SNR. However, this may not be
the case in this thesis’s application for three reasons:
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1. The target distance of [5] is smaller than 1m, with a 1cm distance resolution.
In this thesis’s scenario, the distance resolution at 0.2m is 20cm, and the
distortion faced by [5] may not even be a problem.

2. Work [5] have only 160µW power per pixel. In the situation of this thesis,
the average power is 625µW , leading to a higher SNR.

3. Work [5]’s Nb is only 3, leading to an only eight bins histogram. In the
design of this thesis, if we want to present 1024 bins using two histograms
with the same number of bins, the bin number of the histogram will be 32,
much more accurate than [5]. Overall, because of the large difference in the
environment, it is possible to get a different result on FiFH than its original
result.

The reason [5] used only eight bins for the first histogram is that it wants to
use signaled clearing mechanism, with which the bins of the histogram and the
peak value of each pixel have to be saved separately in two SRAMs. A small first
histogram is chosen to save the area of peak detection (PD) part. That’s also the
reason that the later introduced three steps algorithm has a small bin number on the
first histogram. The details about signaled clearing mechanism will be introduced
in Chap. 4.4.2. In iFH, as mentioned in Chap. 2.2.3, the timestamps of one frame
will be separated into two parts.

The details below take the SiFH method as an example. The first one is called
peak detection (PD) histogram, with a bin number of 2Nb , shown in Fig. 3.8. The
red square is the filter generated with the first detection result based on Eq.2.4.
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(a)

(b)

Figure 3.8: (a) shows the coarse histogram built with the first measurement result.
During the second measurement, only the timestamps inside the darker part will
be saved. Four bins are dark colored in total. The timestamps inside the range
(9.5,13.5] will be saved. (b) zoomed in on the peak part of (a) to present how the
two bins beside the histogram’s peak are equally separated into two parts.

The second one, called fine histogram (FH), will be built with the second mea-
surement result. CH finds the peak position roughly, then FH zoom in the peak
position of the first histogram and finds a more accurate peak result. The number
of bits of the CH and FH is both 2Nb , but FH have a higher resolution for each bin
to realize an accuracy with 2Np . Because of the same bin number, CH and FH can
share the same part of the memory. The FH is shown in Fig. 3.9.

Since the detail of SiFH algorithm is already introduced in Chap. 2.2.3, it will
not be explained in detail here.
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Figure 3.9: This picture shows the fine histogram that was built with the result of
the second measurement. Bin numbered 195 is the peak of this histogram, meaning
the most frequently received timestamp during the second measurement is repre-
sented in range (194,195]. A peak value of 195 will be used to calculate the final
detected distance.

3.3.4 The three steps algorithm

The peak detection method that based on three histograms, introduced in [4], is
already mentioned in Chap.2.2.3. In this thesis, the method in [4] will be called
”three steps”.

The timestamps during the first measurement will be separated into three parts
in the three steps algorithm. In each step, the searching resolution of a special
range will improve. The range will be determined based on the peak during the last
step.

The progress of the three steps algorithm is shown in Fig. 3.10. Same as SiFH,
the three steps algorithm also has two parts. peak detection (PD) will vaguely find
out the peak position of the histogram and PH will build up a small histogram with
higher precision. Partial Histogramming (PH) in three steps algorithm is according
to the FH part in iFH algorithm.

For the PD part, firstly, only the most-significant bits Q<9:7> will be consid-
ered, that’s the region T1 in Fig. 3.10. In the second step, a filter that same as
the first histogram peak’s time range (T1) will be used, Q<6:4> is considered.
Finally, a histogram will be built based on Q<3:1> of the third step. The reason
that Q<3:1> instead of Q<3:0> is used is that there are only 3 bits for the PD’s
memory.

For the partial histogramming part, with the timestamps of the second mea-
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Figure 3.10: The progress of ”three steps” algorithm. (a) peak detection with a
3-step successive estimation of histogram peak. (b) the partial histogram that gen-
erated during step 3, also the histogram that save into SRAM [14]

surement, a histogram that has 16 bins is built based on T3.
Since the timestamps are in-depth at 10-bits and by each step of PD, the full

TDC range is divided into 8 sections. In the third step of PH, each section is
combined with 2 bins in whole range histogram. In PH, each bin represents 1 bin
in whole range histogram only.

3.3.5 The pointer algorithm with histogram (version 1)

The drawback of the algorithm ezPointer is that the result of it depends on the
acquisition number. In reality, the algorithm’s input will be a limited amount of
samples, making the detected noise not strictly evenly distributed. Also, if the
pointer step is fixed as 1, the limited events number may result in stopping before
the pointer moving to the center of mass.

One intuitive method is to use a histogram to decide the original peak position
roughly, called hisPointer (version 1). Using the rough peak position as the orig-
inal pointer position, the pointer should be swinging near the peak position and
return a more accurate result than the algorithm ezPointer.

No filter is used in this algorithm. Hence the only difference between his-
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Pointer (version 1) and ezPointer is the initial position of the pointer. However, the
result of hisPointer (version 1) is almost as same as ezPointer. This phenomenon
means that the number of timestamps in this system is sufficient. HisPointer (ver-
sion 2) is introduced to further improve the performance of the pointer algorithm.

3.3.6 The pointer algorithm with histogram (version 2)

HisPointer (version 2) added a filter during the second measurement. An intuitive
thinking is to use a filter that is the same as SiFH or FiFH. However, in reality,
this will lead to an unstable result. Fig. 3.11a shows the remaining timestamps in
the second measurement when the filter of SiFH is used. Apparently, the signal
timestamps are not all in the window; hence the Gaussian peak is not symmetri-
cal anymore. Since the pointer algorithm is based on the theory that the signal
timestamps are symmetrical and the peak value is the center of mass, the pointer
algorithm does not work anymore.

To solve this unsymmetrical Gaussian peak problem, a larger size filter window
has to be used. Because the signal timestamps are all generated by the laser, the
FWHM of timestamps should be the same as the FWHM of the laser. The FWHM
of timestamps should be smaller due to pile-up distortion. Hence the number of
bins that save signal timestamps should be a maximum of 2∗FWHM/44ps ≈ 91.
As mentioned in Chap. 3.3.1, one bin in the full-range histogram with 1024 bins
represents 44ps. So, in theory, extending the window on both left and right sides
for 91/2 ≈ 46 bins could reduce this too-narrow window problem. The new SB
that used is:

SB = 2Nb−1 +46 (3.13)

Fig. 3.11b shows the remaining timestamps when the larger filter is used. The
Gaussian peak is symmetrical again. The example in Fig. 3.11a and Fig. 3.11b
used the result for 40×80 pixel, to show the result more clear. The actual result
is shown in Fig. 3.11c and Fig. 3.11d. All these pictures are in the situation of
14klux with a 1m distance target.
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(a) (b)

(c) (d)

Figure 3.11: The remaining timestamps in the second measurement after filtering.
: (a) and (c) are the remaining timestamps after filtering with SiFH’s filter, result
for 40×80 pixels and 200×100 separately. Apparently, the gaussian bell inside
this filter window is not symmetrical anymore. (b) and (d) are the remaining times-
tamps after filtering with hisPointer. The whole gaussian bell is all captured in
the window. Hence the center of mass of these timestamps is still the peak of the
histogram.
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All the hisPointer algorithms that are mentioned in the rest of this paper mean
hisPointer (version 2) .

3.4 Algorithm evaluation

From the content in this chapter, it can be seen that the model of Time-of-Flight
imaging is very complicated. Many equations are listed, and several parameters
need to be optimized to reach the best work environment for the designed system.
Hence a MATLAB model is used to simulate the performance with different pa-
rameters and algorithms. The evaluated error is the absolute error of the detected
result, calculated using:

absolute error =
|target position−detected position|

target position
(3.14)

In Integrated Circuit (IC) design, different algorithms always have different off-
sets. This offset could be reduced using a look-up table, as long as the algorithm’s
result for different inputs is always unequal. The standard deviation is calculated
using the absolute error, simulated 1000 times per distance.

Normally, there are three criteria to evaluate the performance of processing ele-
ments: power consumption, area cost, and algorithm accuracy [39]. It is impossible
to get any accurate estimations on power in the MATLAB evaluation part. Even
in RTL simulation, the simulated power is always inaccurate. Accuracy is the only
result that we could get with the MATLAB module. The area is also considered,
using roughly estimation.

As long as the result of the read out part is a function, not a mapping, the
difference between the ideal position and detected position could be fixed using a
look-up table in the host part, the mobile phone’s processor, for example. Hence,
we could use the standard deviation of absolute error as our relative precision and
evaluate this situation. In the later part of this thesis, all the relative precision
mentioned means the standard deviation of absolute error. The linearity of the
module will be verified during the simulation.

From the customers of this design, the mobile phone companies, the require-
ment on relative precision is less than 10% for the distance smaller than 1m and
less than 3% for the distance from 1m to 3m. The customer also hopes for a 3%
for distance from 3m to 5m, but it is not necessary.

In the following simulation, no improvement methods like binning or time-
gating are used.
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The relative precision when the background noise is 50klux
As mentioned in Chap. 3.2.2, 50klux is the largest background noise in outdoor

application. Apparently, from Fig. 3.12, all the algorithms do not reach the 3%
requirement in 50klux. Hence this system cannot be used outdoor.

Figure 3.12: The relative precision of different algorithms in 50klux: All the algo-
rithms could not work properly at 3m distance, hence this system cannot be used
in 50klux.

The low relative precision for a large distance target in 50klux is due to the
low SNR. The SNR of 50klux is higher than 14klux because the background noise
does not influence the number of signal events. Fig. 3.13a shows the 1024 bins
histogram of all timestamps during one measurement, in 50klux, 3m target dis-
tance. To compare, the 1024 bins histogram of all timestamps in 14klux with the
same distance is shown in Fig. 3.13b. Typically, the coincidence window method
could be used to reduce the noise problem, increasing SNR. However, the coinci-
dence window also reduces the number of signal events and has no improvements
in results in this situation. Both “binning” and ”time-gating” methods can hardly
improve the system’s SNR, hence not used in this situation. Also, the ”binning“
method will decrease the number of result pixels, which do not meet the 200×160
large pixel array requirement of this thesis.
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(a)

(b)

Figure 3.13: The 1024 bins histogram of all timestamps, in 50klux and 14klux
senario, both 3m target distance: (a) shows the 1024 bins histogram of all times-
tamps during one measurement, with 50klux background noise and 3m target dis-
tance. Because of low SNR, the actual peak cannot be distinguished from the noise.
A fake peak is detected. (b) is the histogram with 14klux background noise and
3m target distance.

Next, the system will be run in 14klux, the worst case scenario for indoor
applications, to see if it can work properly in indoor application.
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The relative precision when the background noise is 14klux
Fig. 3.14a shows the relative precision of different algorithms at 14klux. Ap-

parently, all the algorithms except the threeStep algorithm reach the requirement
from 0.2m to 3.5m. When the target distance is larger tham 3.5m, none of the al-
gorithms could work with a relative precision smaller than 3%. Fig. 3.14b shows
the curve of other algorithms except the threeStep algorithm, ranging from 0.2m
to 3m. the hisPointer algorithms shows superior result than the other algorithms.

(a) (b)

Figure 3.14: The relative precision of different algorithms in 14klux: (a) shows
the relative precision of all five algorithms. The threeStep algorithm reach a huge
relative precision when the target distance is larger than 2m, do not meet the re-
quirement. (b) shows the relative precision of four algorithms that reach customer’s
requirement.
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Figure 3.15: The 1024 bins histogram of all timestamps, 14klux scenario, 5m target
distance. Compared to Fig. 3.13b, the number of signal events for 5m is so narrow
that it cannot present the guassian distribution anymore.

From Eq. 3.3 and Eq. 3.6, the number of signal events is inversely proportional
to the target distance. As mentioned in Chap. 3.2.2, the number of noise events
is not influenced by the target distance. Hence more minor signal events directly
decrease the timestamp’s SNR. A much higher SNR lead to the high relative pre-
cision of results in long target distance. Fig. 3.15 shows the 1024 bins histogram
of all timestamps, 14klux senario, 5m target distance. Compare to Fig. 3.13b, the
number of signal events is apparently smaller. Though the gaussian bell still could
be founded, the position of peak bin fluctuate because of limited signal number.
The ezPointer algorithm works better than the other 4 algorithms because it finds
the center of mass of whole histogram instead of a single peak.

Fig. 3.16 shows the relationship between the FiFH and hisPointer algorithm’s
target distance and result. The result means the timestamp that is received most
time in seconds. The detected distance range is from 0.2m to 3m. It could be
easily observed that they are linear. Hence the method of using standard deviation
to calculate relative precision is right.
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(a) (b)

Figure 3.16: The relationship between target distance and result (in second) in
14klux: (a) FiFH. (b) hisPointer.

Sufficient working in light below 14klux means sufficient to work indoor. After
testing, the ezPointer algorithm shows the best tolerance on background noise, kept
working in 25klux. The SiFH, FiFH and hisPointer algorithm could reach our
requirement until 21klux.
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The relative precision when the background noise is 2klux
The typically indoor background noise is 0-2klux. For the system with 2klux

background noise, the relative precision is shown in Fig. 3.17. Though the relative
precision still gets large after 3m, all the algorithms except the threeStep algorithm
all have a less than 3% relative precision until 5m. hisPointer shows an extraordi-
nary stable result.

(a) (b)

Figure 3.17: The relative precision of different algorithms in 2klux: (a) shows the
relative precision of all five algorithms. The threeStep algorithm reach a huge
relative precision when the target distance is larger than 3m, hence cannot measure
the distance that larger than 3m. (b) shows the relative precision of four algorithms
that reach customer’s requirement.

The above algorithms except three steps algorithm are sequenced based on
their area cost and accuracy. The algorithms that have similar results are rated
using same number. The ezPointer and hisPointer algorithm shows superior results
because high rank in both area and accuracy. All the algorithms except the three
steps algorithm are implemented in register-transfer level.
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Algorithm ezPointer SiFH FiFH hisPointer
area cost 1 3 2 2

accuracy 2 3 3 1

Table 1: Evaluated result for different algorithms: Area are listed from smallest to
largest and accuracy are listed from highest to lowest, in 14klux
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4 Readout Algorithm’s Register-Transfer Level (RTL) im-
plementation

In Chap. 3.4, iFH (SiFH and FiFH), ezPointer and hisPointer algorithms were
chosen because having the potential to be implemented in mobile phone or AR
applications. In this chapter, these 4 algorithms are implemented in RTL.

4.1 Design environment

This section introduces the simulation environment of RTL implementation and
also calculates the frequency of this thesis’s design.

4.1.1 Simulation environment

This thesis targets on 40nm integrated circuit (IC). Cadence irun utility (version
15.20) is used for the module’s functional simulation and the intellectual property
(IP) core used for SRAM is the ”SiWare Dual Port High-Density Leakage Con-
trol SRAM 512K Sync” from the synopsis company, generated by Embed-it! (R)
Integrator.

4.1.2 Clock frequency calculation

The standard frame rate of dToF is 30 frames/second. We also use 30 frames/s as
our target frame rate, that leads to the time for one frame of about 33ms. Assuming
33,333 acquisitions leads to 33ms/33333 ≈ 1µs for one acquisition. The detail
about the relationship between frame, acquisition, and data of each pixel is shown
in Fig. 4.1a and Fig. 4.1b. In the example shown in Fig. 4.1b, there are two
pixels, each have two acquisitions. In each acquisition, each pixel receives two
data. pixel0 data0 acq0 means the first data of the first pixel detected during the
first acquisition.
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(a)

(b)

Figure 4.1: The relationship between frame, acquisition and data of each pixel: (a)
shows the relationship between frame and acquisition. The standard frame rate of
dToF is 30 frame/s. In each frame, there will be n acquisitions. (b) shows how data
of different pixels are sent to the digital processing part. pixel0 data0 acq0 means
the first data of the first pixel detected during the first acquisition.

The size of our SPAD sensor is 200×160. Since the result of each pixel is
shifted in line from TDC, the number of pixels in serial could be 200 or 160. To
reduce energy consumption as much as possible, the lowest possible frequency is
sought. One hundred sixty pixels in serial cost less time in timestamps reading,
leading to a lower frequency. One hundred sixty pixels in serial means 1 µs /
(160*2), about 3.125ns one clk, leading to a 320MHz clock frequency. To make
sure the system works in different scenarios, the chosen frequency is higher than
the calculated limitation, 330MHz in this case.

4.2 Design variables

The variables used in this design are listed as follow:

• Nb : the bit precision of first histogram.

• Np : the bit precision of second histogram.

• INPUT MAX : the max value of input rough data. INPUT MAX = ∑
N p
n=1 2n

• PIXEL NUM : Overall pixel number in sensor.

• SRAM NUM: the number of pixels that work in parallel.

• PIXEL NUM PER RAM : number of pixels that save in one SRAM.

PIXEL NUM PER RAM = PIXEL NUM/SRAM NUM
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• BIN NUM PER HIS : number of bins per histogram.

BIN NUM PER HIS = 2Np

• peakMax : number of bits per bin.

• pointerSize : number of bits that cost by pointer.

• ACQ NUM : number of acquisitions.

The actual parameter for this design is listed in Tab.2. To better explain the
process of algorithm, a simplified example for each algorithm is given in the fol-
lowing part of this chapter. The input timestamps that used for example is listed in
Tab. 4.

Table 2: Actual parameter

parameter Nb Np ACQ NUM PIXEL NUM SRAM NUM pointerSize
Value 6 or 5 10 33,333 200*160 200 10

parameter PIXEL NUM PER RAM BIN NUM PER HIS peakMax
Value 160 64 or 32 10

Data and parameters used in example

Tab. 3 shows the data and parameters used in execution examples.

Table 3: Example parameter for SiFH and ezPointer design

parameter Nb Np ACQ NUM PIXEL NUM SRAM NUM pointerSize
Value 3 4 2 1 1 4

parameter PIXEL NUM PER RAM BIN NUM PER HIS peakMax
Value 1 8 3

4.3 The pointer algorithm

The pointer algorithm is the original algorithm from this thesis. No histogram will
be built during the process of the pointer algorithm.
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4.3.1 RTL design block diagram

Fig. 4.2 shows the schematic of the pointer algorithm. The pointer algorithm has
three important parts except for the controller: the window calculator, the pointer
calculator, and the result reader. The state machine diagram of the pointer algo-
rithm is shown in Fig. 4.3. There are four states in total.

Figure 4.2: The schematic of pointer algorithm
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Figure 4.3: The state machine diagram of pointer algorithm

• IDLE : All the processing blocks are not used.

• EXECUTE : Calculate the result of each pixel using pointer algorithm and
save into SRAM.

• RESULT: This state means all the calculation is finished, the measurement’s
result will be output pixel-by-pixel in serial.

• RESET: Reset the SRAM, reset all the addresses one by one, one per clock
cycle.

The timing diagram of pointer builder is shown in Fig. 4.4. The write address
are the addresses that corresponding to each pixel and the write data is the result
that saved in SRAM’s address. p0 0 and p0 1 means the pointer position after
the first and second timestamp of pixel0 are read. The details about SRAM’s data
changing and structuring is shown in Chap. 4.3.2.
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(a)

(b)

Figure 4.4: The timing diagram of pointer builder: (a) shows the data sequence
inside pointer builder. (b) shows the according to data sequence in SRAM. Port
ADDRA and QA correspond to read addr and read data separately, port ADDRB
and QB correspond to write addr and write data seperately.

4.3.2 SRAM structure and the pointer algorithm’s execution example

Only the pointer position itself needs to be saved during the pointer calculation.
Only one SRAM is used, the address of SRAM according to the pointer positions
of pointer algorithm, as shown in Fig. 4.5. In Fig. 4.5, PIXEL NUM PER RAM
pixels are working in serial, hence SRAM has PIXEL NUM PER RAM addresses.
An example of how the pointer positions in SRAM are changed is shown in Fig.
4.6.

Figure 4.5: The structure of data in a single SRAM: assuming
PIXEL NUM PER RAM pixels are working in serial
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A brief calculation of SRAM size is shown below. All the size memory blocks
(SRAM and registers) are in bits during the calculation. Assuming the size of
SRAM is Spointer signle bits. The area of SRAM could be calculated with the follow-
ing equation:

Spointer signle = pointerSize∗PIXEL NUM PER RAM (4.1)

Using the parameter shown in table 2, we can get the following result:

Spointer = pointerSize∗PIXEL NUM PER RAM ∗SRAM NUM = 39.06KB

Fig. 4.6 shows the SRAM data process during the execution of ezPointer al-
gorithm. In this example, the timestamps of other pixels are neglected, only the
processing of pixel 1 is considered. In each clock signal, the pointer builder read
the data in SRAM, according to the current pixel’s corresponding address, then cal-
culate a new pointer position. At the same time, the pointer builder write the new
pointer position of last pixel. The calculation of pointer position are mentioned in
Chap. 3.3.2.
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Figure 4.6: A presentation about the data process inside SRAM with pointer algo-
rithm: Assuming the initial pointer position is 512. Based on the Eq. 3.12 If the
timestamps given by TDC locates in the right window, the corresponding pointer
position in the SRAM will be increased by one. If the timestamps given by TDC
locates in the left window, the corresponding pointer position in the SRAM will be
decreased by one. Otherwise, it remains unchanged. After TDC completes sending
all timestamps, the pointer position stored in SRAM is the final output result for
each pixel separately.
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4.4 The inter-Frame Histograms (iFH) algorithm

As introduced in Chap. 2.2.3, the newest approach to dToF histogramming by other
paper is FiFH and SiFH. The only difference between FiFH and SiFH is that
they used different bits to build up the two histograms. If change the relationship
between N p and Nb in Eq. 2.3 to N p = 2Nb, the SiFH algorithm will be FiFH
algorithm.

4.4.1 iFH block diagram

The schematic of the iFH algorithm is shown in Fig. 4.7. It shows the architec-
ture of a single execution block, in the end, there will be SRAM NUM execution
blocks. There are mainly 4 processing blocks: data filter, histogram builder, peak
detector and result output part, all controlled by the controller.

Figure 4.7: The schematic of iFH algorithm. It shows the architecture of a single
execution block, in the end there will be SRAM NUM execution blocks.
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Controller

Controller controls the state of the execution block. The state machine diagram
of controller is shown in Fig. 4.8. There are 8 states:

Figure 4.8: The state machine diagram of controller

• IDLE : All the processing blocks are not used.

• M0(BUILD HIS1) : Build the first histogram. The histogram builder block
and data filter block are used in this state. The data filter block is used in all
histogram building states. The original filter of the data filter block keeps the
highest Nb bits. The histogram builder reads the ’addr’ from the data filter
and adds the counts saved in the SRAM’s corresponding address.

• M1(FIND PEAK HIS1): Find the address with the max value that is saved
in SRAM (also the bin with max counts in the first histogram). All the ad-
dresses in SRAM will be read, one per clock cycle.

• M2(CAL FILTER) : Calculate the filter of second histogram, based on the
result that founded in FIND PEAK HIS1.

• M3(BUILD HIS2): Build the second histogram, similar as building the first
histogram.

• M4(FIND PEAK HIS2): Find the address with the max value that is saved
in SRAM (also the bin with max counts in the second histogram). All the
addresses in SRAM will be read, one per clock cycle. This state generates
the final result with these two detections.

• M5(GENERATE RESULT): This state means all the calculation is finished,
these two measurement’s result will be output pixel-by-pixel in serial.
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• RESET: RESET the SRAM, reset all the addresses one by one, one per clock
cycle.

Data filter

Calculated in state M2, working in all states except IDLE and RESET. The
original filter of the data filter block keeps the highest Nb bits of each input times-
tamps. After the finding out of the first histogram’s peak value, the data filter will
read TH- from SRAM, based on which a new filter will be built.

Histogram builder

This block works in states M0 and M3. In each rising edge, the histogram
builder writes the new counts of the last pixel into the accordingly address in
SRAM. At the same time, the histogram builder reads the counts of the current
pixel from SRAM. The pictures of the histogram builder’s timing diagram are
shown in Fig. 4.9. ”pn 0” and ”pn 1” means the first and second timestamps
for pixel n that TDC detects. ”a” presents the following reading address of SRAM
and ”d” presents the data that read from SRAM. ”e” presents the data that write
into SRAM. For each pixel, ”e = d + 1”.
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(a)

(b)

Figure 4.9: The timing diagram of histogram builder: (a) shows the data sequence
inside histogram builder. The four signal exept timestamps for TDC and clk are the
signals that used to interact with SRAM. (b) shows the according to data sequence
in SRAM. Port ADDRA and QA correspond to read addr and read data separately,
port ADDRB and QB correspond to write addr and write data seperately.

Peak detector

This block works in states M1 and M4. The peak detector reads data in one
address from SRAM in sequence in each rising edge. Inside the peak detector, there
is a register called maxValue, saving the current max value of data that is read from
SRAM. Once the number that is saved is maxValue is refreshed, the peak detector
will write the according to bin number into the SRAM as the histogram peak’s bin
number. The original number that saved in maxValue is 0. The pictures about peak
detector’s timing diagram is shown in Fig. 4.10. a0 0 to an n are the address of
SRAM, from 0 to PIXEL NUM PER RAM ∗BIN NUM PER HIS− 1. In the
example that shown in Fig. 4.10, dn n > d0 2 > d0 0 > d0 1.
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(a)

(b)

Figure 4.10: The timing diagram of peak detector: (a) shows the data sequence
inside peak detector. The writeEnable signal change into 1 when the current read
data is larger than the data that saved in maxValue register. (b) shows the according
to data sequence in SRAM. Port ADDRA and QA correspond to read addr and
read data separately, port ADDRB and QB correspond to write addr and write data
seperately.

Result output part

This block works in state M5. It reads the saved result in SRAM and outputs
them one by one.

4.4.2 SRAM structure

A single SRAM is used to save the histogram built during the execution. Each
address in SRAM is corresponding to a histogram’s bin. The detail about how
SRAM works during the operation will be shown in Chap. 4.4.3. The structure of
SRAM is shown in Fig. 4.11.
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Figure 4.11: The memory location in SRAM. Each address (Bins) counts the num-
ber of times that this address (Bins) has been read.

Most SRAM modules do not have a reset signal. There are two different clear-
ing approaches. One is straightforward: clear one address in one clk. SRAM has
PIXEL NUM PER RAM * BIN NUM PER HIS addresses, hence this clearing
mechanism introduces a latency PIXEL NUM PER RAM * BIN NUM PER HIS
clks.

Another method is the signaled clearing mechanism, which does not involve
latency because the histogram bins are initialized on the fly when needed. In this
method, a special state status register is needed. The status of each bin in SRAM is
presented by one bit in a status register. Suppose that the current ’addr’ appears for
the first time during the accumulation of a histogram, the 1 bit state bit for this ad-
dress will be 0. In this case, the data in this address will be written as 1. Otherwise,
the data in this address will be read, add 1, then write back. The drawback of this
method is that a PIXEL NUM PER RAM * BIN NUM PER HIS bits register is
needed, which is 200*160 bits typically, cost too much area. To solve this large
register problem, work [40] introduced a latch-based reset block to save the area
of the state status register. However, a latch is unstable and difficult to test, and
it is hard to produce this idea as a product. On top of that, if the peak result is
on-fly, it cannot reuse the histogram building’s SRAM, causing extra area. Since
my project targets a design that could be mass-produced, this latching method is
not implemented. The straightforward reset method is chosen.

A brief calculation of SiFH’s SRAM size is shown below. Since FiFH has
half number of bins compared to SiFH, FiFH’s estimated SRAM size will be half
on SiFH. All the size memory blocks (SRAM and registers) are in bits during the
calculation. Assuming the size of a single SRAM is Ssingle bits. The area of a single
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SRAM could be calculated with the following equation:

Ssingle = peakMax∗BIN NUM PER HIS∗PIXEL NUM PER RAM (4.2)

Using the parameter shown in Tab. 2, we can get the size of all SRAMs (SSiFH):

SSiFH = Ssingle ∗SRAM NUM = 2.44MB

The SRAM size of FiFH is half of SiFH because the BIN NUM PER HIS is
halfed.

From the calculation, the bits of SRAM for SiFH is 64 times the bits of SRAM
for ezPointer. However, in reality, this ratio will be smaller since the area of SRAM
have not only the memory elements, but also the decoding part.

4.4.3 The iFH algorithm’s execution example

A block diagram that describe SiFH’s data flow brefly is shown in Fig. 4.12 .
The overall design follows the timeline, the first and second histograms are built
based on the first and second measurements separately. The timestamps from TDC
range from 0 to 2Np - 1. The upper bound of this range presents that this data
is not detected successfully and should be neglected. The data filter of the first
histogram keep the first Nb bits of timestamps as ’addr’. ’addr’ corresbounds to
the bin number of first histogram, which indicates the address of SRAM that save
histogram’s bin counts. When there are no new timestamps, the peak detector
outputs the value based on which the second histogram’s filter is being built.
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Figure 4.12: The block diagram of implementation without step-by-step method-
ology: The peak value will be find until all the input of one single measurement is
being processed. ’TH-’ is the lower bound of the second histogram’s filter, calcu-
lated using the peak value of the first histogram. The upper bound of filter will be
calculated accordingly.

An example about how the SiFH algorithm works is shown in Fig. 4.13. The
result will be saved in the first address of SRAM after the histogram of all pixels is
built. The data used in this example are listed in Tab. 4. In the example, 15(b’1111)
means invalid detection, will be deleted directly.

The peak result of first measurement is 5(b’101), according to Eq. 2.6, the
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Table 4: Example timestamps for SiFH design

Pixel 1 Pixel 1 Pixel 1 Pixel 1
measurement 1 Acq1 data 1 Acq1 data 2 Acq2 data 3 Acq2 data 4

Input(rough data) 11(b’1011) 9(b’1001) 11(b’1011) 15(b’1111)

Pixel 1 Pixel 1 Pixel 1 Pixel 1
measurement 2 Acq1 data 1 Acq1 data 2 Acq2 data 1 Acq2 data 2

Input(rough data) 10(b’1010) 10(b’1010) 15(b’1111) 11(b’1011)

according filter range from 7 to 14, 14 means invalid input. The calculation details
are shown as below:

SB = 2Nb−1 = 4

T H− = 2Np−NbPCH + SB = 2∗5+4 = 14

T H+ = 2Np−NbPCH − SB = 2∗5−4 = 6

6 = T H− < pixel value ≤ T H+ = 14

The process of the second histogram is shown in Fig. 4.14. The whole SRAM
is cleared before building the second histogram. Still, 15(b’1111) means invalid
detection and will be directly deleted.
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(a)

(b)

Figure 4.13: Presentation about the data process of the first measurement in step-
by-step implementation: (a) shows the detail when the data of the first measure-
ment is processed. SRAM is reseted before all the operations. No other operation
occurs before all the input data in the first measurement are counted in SRAM (b)
shows the detail when the address of the max value saved in SRAM is saved in
SRAM’s Address 0.
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(a)

(b)

Figure 4.14: Presentation about the data process of the second measurement in
step-by-step implementation: (a) shows the detail when the data of the second
measurement is processed. (b) shows the detail when the address of the max value
saved in SRAM is saved. (a) and (b) in the second measurement is the same as
what that done in the first measurement, except a new filter for input data is used.

4.5 The pointer algorithm with histogram (hisPointer)

The hisPointer algorithm combined the method of iFH and ezPointer algorithm.
As iFH, the hisPointer algorithm need two measurements. The first measurement
will build up the data filter for the second measurement. For hisPointer algorithm,
the timestamps in second measurement will be processed by the ezPointer algo-
rithm.

4.5.1 hisPointer block diagram

The schematic of hisPointer algorithm is shown in Fig. 4.15. The state machine di-
agram of hisPointer algorithm’s controller is the similar as iFH’s controller, shown
in Fig. 4.8. The M3 and M4 state is changed from building up the second histogram
to the ezPointer algorithm.
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Figure 4.15: The schematic of hisPointer algorithm.

4.5.2 Expected area difference between Folded inter-Frame Histograms and
the pointer algorithm with histogram

The SRAM usage of hisPointer algorithm is the same as the FiFH algorithm. The
only difference is that an extra pointer builder part is implemented. In hisPointer
algorithm, the peak detector and histogram builder block will not be used twice.
Compared to the FiFH algorithm, a slightly higher area cost is expected.
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5 Evaluation

In this chapter, the four algorithms implemented in RTL will be evaluated.

5.1 Tools and technologies

This thesis targets on 40nm integrated circuit (IC). Synopsis’s design compiler
version L-2016.03-SP3 is used to simulate timing, area and do the constrain test.
The intellectual property (IP) core used for SRAM is the ”SiWare Dual Port High-
Density Leakage Control SRAM 512K Sync” provided by Synopsis, generated by
Embed-it! (R) Integrator.

5.2 Performance criteria

Based on the simulation, the latency of a single detection for all implemented al-
gorithms is 1.06×107 to 1.08×107 clock cycles per measurement, which is around
32.4ms for our 330MHz clock frequency. For a 30 frame/s system, the maximum
latency for each measurement is about 33ms, longer than the latency reached by all
algorithms.

Since all the algorithms can easily reach the latency requirement, latency is not
one of the criteria of our design. The power cost is not one of the criteria of this de-
sign due to two reasons: The first one is that we can only try to push the energy cost
as small as possible, and the simulation result in any compiler on power consump-
tion is not accurate. On top of that, the SRAM for all algorithms uses the same
technology currently. Hence their power consumption could be estimated based
on the size of SRAM. The lowest power of SRAM and how the power consump-
tion should be covered in mobile phones or AR systems is a complicated topic for
future work.

Overall, we chose area and accuracy as our criteria to evaluate the design’s
performance.

5.3 Comparison

For the four algorithms that mentioned in this thesis, ezPointer and hisPointer are
the original methods introduced by this thesis, SiFH and FiFH are the algorithms
that introduced by other paper.

Tab. 5 shows algorithm’s area simulation result. The ezPointer algorithm has
apparently smaller area than the other three algorithms that based on histogtam
building. The ezPointer algorithm even only cost less than 10% of SiFH’s area.
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Table 5: Simulation result on different algorithm’s area cost

algorithm ezPointer SiFH FiFH hisPointer
area (mm2) 1.15 15.46 11.46 11.48

Overall, ezPointer shows apparently superior performance because of much
smaller area cost and second nice accuracy. For the typical and area important
design, ezPointer is no doubt the best solution. For the design where relative pre-
cision has the highest priority, hiPointer is the best choice because the best relative
precision and a similar area cost as FiFH. Because of the limited area in mobile
phones and AR applications, ezPointer is chosen as the best algorithm in this the-
sis’s system.
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6 Conclusions

This chapter concludes this thesis work. It addressed the thesis’s research questions
and gave some insights about future developments based on the thesis result.

6.1 Addressing the research questions

The research questions that listed in Chap. 1.1 were:

1. Can algorithms used in dToF systems with small dimensions, e.g., 32×32
or 64×64 pixels, be scaled to a 200×160 array?

2. Are there ways to process TDC’s timestamps without saving all timestamps
into on-chip memory?

3. Is there a feasible hardware implementation of large pixel array dToF algo-
rithms able to meet the specific requirements of mobile phone applications?

Can algorithms used in dToF systems with small dimensions, e.g., 32×32
or 64×64 pixels, be scaled to a 200×160 array?

Both FiFH and SiFH meet the requirements on relative precision for indoor
application. However, they will require silicon area of 11.46 and 15.46 mm2 re-
spectively. In industry’s production, the area influence the cost directly. Such a
huge cost cannot be tolerate. On top of that, FiFH and SiFH have lower relative
precision than ezPointer algorithm, which requires only 1.15mm2 of silicon area.

Are there ways to process TDC’s timestamps without saving all times-
tamps into on-chip memory?

Yes, the ezPointer algorithm is able to do this, in addition it has a superior area
costs.

Is there a feasible hardware implementation of large pixel array dToF al-
gorithms able to meet the specific requirements of mobile phone applications?

The ezPointer algorithm that was introduced in this thesis is sufficient for AR or
mobile phone applications, also superior in area cost and relative precision. How-
ever, it still cannot meet our requirements at 50klux, which is the worst-case sce-
nario for outdoor applications. Hence the 200*160 pixels dToF system could only
be used in indoor applications.

6.2 Future work

Since the large pixel array system cannot be used in outdoor applications, it is
necessary to test the maximum number of pixels in the array that could work at
50klux. While thorough research and simulation with a large pixel array were
done, this study was beyond the scope of this thesis.



Chapter 6 CONCLUSIONS 68

As mentioned in Chap. 3.4, the reason for high relative precision is low SNR,
which could be weakened by increasing the power that each SPAD could capture.
Since the application has a limited area, it is impossible to increase the laser power
drastically.

There are two solutions to increase the laser power. One is decreasing the num-
ber of SPAD sensors that work simultaneously. Hence the power that is averaged
for each SPAD is more considerable. The other one is using diffraction optics el-
ement (DOE) technology. DOE is flat, window-like optical components that are
used to shape laser light [41]. Typically, the SPADs will be separated into x parts.
Each part has one SPAD that will receive all the reflected waves in this part. Us-
ing DOE, the reflected wave of one part could all be gathered at one SPAD, hence
increasing the SNR. With more timestamps and an unchanged noise rate, the SNR
of the system will be increased, with the cost of pixel number.

After testing, if we reduced the size of the array by a factor of ten, we were
able to make the design work at 50klux. However, this introduced another prob-
lem: how can we convert the small pixel array’s outputs into the dimensions of the
large pixel array, e.g., 200×160? Machine learning techniques, could be a possible
solution.

Moreover, since the number of the pixels in the array is no longer 200×160, all
the algorithms in this thesis will have to be reevaluated.

Overall, there are mainly three challenges with future directions:

1. Investigate the maximum number of simultaneously working sensors that
can meet the AR or mobile phone application requirements in outdoor sce-
narios with up to 50klux;

2. Compare the algorithms used in this work for a small pixel array sizes work-
ing at 50klux;

3. Propose machine learning methods to enhance the results of small dimension
arrays to a pixel array with 200×160 dimensions.

Another part of future work is the improvement of the ezPointer algorithm.
A decimal pointer could be used to get higher precision. Also, we could try to
output a confidence ratio for the pointer algorithm, then increase the available data
presented by the pointer algorithm.
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