
 
 

Delft University of Technology

Assessment of bolted connections for supporting structures of offshore wind turbine
towers
Mechanical performance and structural health monitoring
Cheng, L.

DOI
10.4233/uuid:fb1e3e10-0495-43e8-a53c-299062dbe58f
Publication date
2023
Document Version
Final published version
Citation (APA)
Cheng, L. (2023). Assessment of bolted connections for supporting structures of offshore wind turbine
towers: Mechanical performance and structural health monitoring. [Dissertation (TU Delft), Delft University
of Technology]. https://doi.org/10.4233/uuid:fb1e3e10-0495-43e8-a53c-299062dbe58f

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:fb1e3e10-0495-43e8-a53c-299062dbe58f
https://doi.org/10.4233/uuid:fb1e3e10-0495-43e8-a53c-299062dbe58f


Assessment	of	bolted	connections	for	supporting	
structures	of	offshore	wind	turbine	towers	

Mechanical performance and structural health monitoring 

	 	



  

	

	 	



Propositions 
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Mechanical performance and structural health monitoring 

By 

Lu Cheng 

 

1 A finite element model that mostly accurately simulates the real situation is not the 

best one. [This proposition pertains to this dissertation]  

2 Small-scale tests are sufficient to deliver convincing results for bolted connections.  

[This proposition pertains to this dissertation]  

3 Conference discussion is the most efficient method to understand a technology’s 

pros and cons. [This proposition pertains to this dissertation] 

4 The majority of researchers view artificial intelligence techniques as tools rather 

than algorithms. [This proposition pertains to this dissertation] 

5 PhD researchers benefit from participating in as much related research as possible. 

6 Perseverance and resilience are more valuable qualities for pursuing a PhD than 

intelligence. 

7 Negative feedback during a PhD should be appreciated. 

8 A basic understanding of fatigue assists PhD students in preventing overstress 

during their studies. 

9 Ranking oneself to peers is not significant during PhD journey. 

10 Deciding what to prepare for dinner is more difficult than making a research plan. 

These propositions are regarded as opposable and defendable, and have been approved as such by the 

promotor Prof.dr. M. Veljkovic and promotor Dr. R. M. Groves. 
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CHAPTER 1                   11 

1. GENERAL	INTRODUCTION	
 

 

This chapter presents the background of bolted connections used in offshore wind turbine 

towers. The research significance, objectives and methods are introduced afterwards. In 

the end, the thesis outline is given. 
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1.1 RESEARCH	BACKGROUND	
1.1.1 Society	relevance	

Wind power has been one of the most affordable resources in terms of renewable 
electric energy supply and carbon emissions reduction [1–3]. A wind farm is primarily 
made up of a group of wind turbines, which are placed in certain locations on land or in 
sea to harvest the onshore and offshore wind energy, respectively. Onshore wind farms 
are known for their fast installation time, but they are typically less efficient than 
offshore wind farms due to the lower average wind speeds and the absence of physical 
obstructions provided by the surrounding landscape and built environment. In 
contrast, by exploiting powerful and more consistent offshore wind power, offshore 
wind farms (OWFs) ensure the generation of electrical energy with fewer negative 
environmental impacts [4,5]. This reinforces the demand for larger capacity and more 
efficient offshore wind turbines (OWTs). 

Over the past decade, the offshore wind industry in Europe has grown rapidly, with 
noticeable benefits to both the environment and the economy. Europe now has 28.4 GW 
of installed offshore capacity, which has risen by almost 56% annually from 2011 to 
2022 [6,7]. Fig. 1-1 shows the growth of OWFs in Europe since 2011 with aspects of 
installed capacity, size, and locations. The average rated capacity of turbines and OWF 
size in 2021 are 2.4 and 2.2 times of those in 2011, respectively. Before 2013, no OWF 
was located further away than 50 km off the shore. In the last 10 years, the average 
water depth shows an increasing trend, as well as the average OWF size. The average 
distance in recent years has fallen because fewer projects are built at a greater distance. 

 
Fig. 1-1 Development of OWFs in terms of average water depth and rated capacity of turbines 

(violet), and average distance to coast and OWF size (brown) in Europe 

According to the size of the turbine, the depth of the water, and the geotechnical 
conditions, five types of foundations are frequently utilized in OWF projects (see Fig. 
1-2). Among them, the monopile (MP) foundation, which reaches 4914 units, continues 
to be the most popular foundation type (82%) [8]. Its predominance can be attributed 
to the simplicity of its design, fabrication, and execution.  
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Fig. 1-2 Share of foundation types of OWF projects in Europe [5,7,8] 

Currently, OWFs with rather large wind turbines positioned at depths of more than 30 
m also adopt monopole substructures [9], where large-diameter monopiles are 
required to guarantee structural stiffness. Given that wind speed tends to increase as 
height increases, turbine towers are likewise getting taller to harvest more energy. The 
requirement for increasing the size of the supporting structures has been observed for 
the new generation of OWTs [5,10,11]. For example, monopiles for the recently 
commissioned project HE DREIHT OFFSHORE WIND [12] will be installed in a water 
depth of 40 m with a hub height of 140 m above sea level and a rotor diameter of 236 
m. Such supporting structures belong to XXL monopiles reaching lengths of 120 m, 10 
m in diameter and weight of 2400 tonnes [13,14].    

Such huge diameters and heights result in exponentially rising costs. The connections 
between the MP, driven into the seabed, and the transition piece (TP) connected to the 
top of the MP are consequently subjected to much larger forces and moments. 
Therefore, to ensure the satisfactory structural performance of OWFs, the TP-MP 
connections must be both easy to maintain and safe to install, while also being 
technologically feasible. Several options are attracting attention to study, such as bolted 
ring-flange (RF) connections [15–18], ring-flange connections with defined contacts 
(RFD) [15,19], and C1 wedge connections (C1-WCs) [20,21].  

1.1.2 Development	of	MP‐TP	connections	

The bolted ring-flange connection (RF) is considered the most promising and common 
solution for OWT [22–28]. By utilizing the conventional segment approach, analytical 
models and design principles have been proposed for this connection [15,16]. The 
Schmidt/Neuper model [29] is most widely used for fatigue limit states (FLS) 
assessment and the Petersen/Seidel model [16,30] for ultimate limit states (ULS). 
Standard design procedures are provided by guidelines and codes, including (a) 
DNVGL-ST-0126 [31]; (b) DIN 18088-3 [32]; (c) VDI 2230 Part I [33]; (d) IEC 61400-6 
[34]; (e) RP-C203 [35]. The ULS and FLS conditions are two essentials for RF connection 
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design. The overall resistance of RF connections is strongly linked to the used high-
strength bolt behaviour [25,36,37]. Design standards and recommendations provide 
bolt fatigue detail category 50 (if the bending stresses are included) [37,38]. A reduction 
factor should be considered for the fatigue resistance of bolts with a diameter larger 
than 30 mm [39,40].  

  

(a) (b) 

Fig. 1-3 (a) Ring flange connection (RF); (b) Ring flange connection with defined contacts (RFD) 

Apart from the RF connection [16], the RFD connection is a concept which shows 
favourable fatigue performance. It is not used in practice to the best of the author’s 
knowledge. Nonetheless, this connection presents notable advantages worth exploring. 
The pretension bolts action is transferred through two clearly defined contact surfaces 
in RFD connections, instead of the continuous contact surfaces in RF connections (see 
Fig. 1-3). RFD connection was proposed in a Master thesis project and studied by 
Krutschinna [19]. He provided an analytical model to evaluate the bolt force evolution 
in RFD connections by FE analyses. A comparison of the mechanical behaviour between 
RF and RFD connections with different bolt types was highlighted in [41].  
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(a) (b) (c) 

Fig. 1-4 Development of C1 Wedge connection. (a) First generation with forged upper segment; 
(b) Second generation with pinned-assembly upper segment; (c) Third generation with welded 

upper segment 

The C1-WC was designed by the company C1 Connections B.V. [20,21] in early 2017. As 
illustrated in Fig. 1-4, three generations of the C1 wedge connection have been 
developed so far to improve fatigue resistance. A detailed analysis of the first generation 
of the C1 wedge connection was conducted experimentally and numerically under 
monotonic and fatigue conditions [42,43]. The fracture occurred at the hole of the lower 
segment. Detail category 92 [39] was obtained for the innovative C1 wedge connection, 
which demonstrates a noticeable improvement in the fatigue resistance compared to 
the detail category 50 of bolts in the ring flange connections [37,38]. To guarantee the 
resistance of the cylindrical tower (monopile), a set of analytical calculations was 
carried out e.g., the net section resistance in the smallest cross sections. It was found 
that the ultimate limit state (ULS) of this connection is primarily controlled by the 
tensile resistance of the main plates. A full-scale finite element (FE) model was built to 
investigate the global structural behaviour of the tower using C1 wedge connections 
[43]. The considered tower segments were 15 m long on both sides of the connection 
with an outer diameter of 7 m. The design procedure and related analytical model were 
proposed and validated. After that, the forged upper segment in the first-generation 
design was modified to a pinned assembly in the upper segment, see Fig. 1-4 (b). As 
seen in Fig. 1-4 (c), additional improvements in the third generation of C1 wedge 
connections are related to the integration of the upper segment with webs by using butt 
welds.  

1.1.3 Material	degradation	in		MP‐TP	connections	

The degradation of macroscopic mechanical properties of a steel structure appears 
while in service, originating from void nucleation together with inelastic deformation 



16                   CHAPTER 1 

  

[44]. Steel structures then collapse when significant deformation has accumulated.  
Especially, OWTs operate in harsh environments characterized by the constant 
presence of wind, wave, and current forces, as well as variable amplitude cyclic loads. 
The fatigue performance of the MP-TP connection is the primary consideration in wind 
turbine tower design [25]. To ensure the longevity of the connection, it is preferable to 
design the MP-TP connection to make the fatigue failure occure at  an extremely high 
numbers of load cycles, namely high cyclic fatigue (HCF) [45]. HCF refers to the loads 
within the elastic region of the material. The transition between HCF and LCF is 
determined by whether the plastic deformation happens, which is detrimental to the 
remaining service life of the entire steel structure. A method to infer whether plastic 
deformation has occurred is therefore needed. 

Additionally, dynamic loads from winds and waves can cause iterative deterioration 
and crack initiation, eventually leading to fracture. Cracks usually originate at the 
material surface where peak stress occurs [46]. Fatigue failures can occur quickly from 
crack initiation to total failure without significant prior deformations. Catastrophic 
failure of OWTs can result from fatigue damage to the MP-TP connection, underscoring 
the need for early detection of fatigue damage in the MP-TP connection to prevent 
complete collapse.  

A substantial amount of study into the mechanical behaviour description and damage 
propagation of steel material has contributed to their safe application [47–52]. In 
addition to destructive testing methods, recent advancements in non-destructive 
testing (NDT) techniques offer new opportunities for ensuring the integrity of 
structures, enabling non-invasive and continuous structural health monitoring (SHM) 
[53]. 

1.1.4 NDT	Methods	for	Structural	Health	Monitoring		

Each NDT method has its own set of advantages and disadvantages and, therefore, some 
are better suited than others for a particular application. Fig. 1-5 illustrates the most 
used NDT techniques. All the major NDT techniques can be categorized into two types: 
active techniques and passive techniques based on the principles. For active techniques, 
a test medium is applied to the test specimen and a response is expected if a flaw or 
defect is present; the response is then detected and recorded by some means. Passive 
techniques are those that monitor the item during either a typical load environment or 
a proof cycle and attempt to determine the presence of the defect. Specifically, infrared 
thermography and acoustic emission actually can be active or passive depending on the 
certain application.  
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Fig. 1-5 Illustration of Non-destructive testing (NDT) techniques 

Several factors need to be taken into account when selecting NDT techniques [54,55]:  
 Stages in the lifetime of the structures that the NDT method is applied: (a) 

Design, (b) processing, (c) manufacturing or (d) in-service monitoring; 
 Objectives of using the NDT method: (a) damage identification, (b) damage 

localization, (c) damage size and severity assessment or (d) remaining life 
prediction; 

 Feasibility of the NDT method available 
 Economic criteria; 

Table 1-1 and Table 1-2 present the characteristics and differences of these techniques, 
further details can be found in [56]. It can be found that there are two major differences 
between Acoustic emission (AE) and other NDT techniques:  

 AE is suitable for real-time monitoring to detect the growth or movement of 
defects, while other NDT techniques can only detect the presence of defects 
[57]; 

 AE is best suited for monitoring an entire structure, namely global monitoring, 
as long as the structure is acoustically coupled, whereas most other 
techniques are local scans [58]. 

In the realm of real-time monitoring for offshore wind turbine towers, conducting a 
comprehensive assessment of both internal and surface defects holds paramount 
importance. However, NDT methods such as Magnetic Testing (MT) and Eddy Current 
Testing (ECT) prove impractical for effectively monitoring internal defects Additionally, 
the high cost associated with Radiographic Testing (RT) restricts its feasibility for 
offshore wind turbine towers. Although Ultrasonic Testing (UT) can be applied for 
defect detection, it falls short in its ability to identify the growth or movement of defects. 
Therefore, the Acoustic Emission (AE) method stands out as the optimal solution for 
real-time monitoring of offshore wind turbine towers. 



 

Table 1-1 Common NDT methods 

Methods Illustration Principle Application Pros Cons 

MT  
[59] 

 

Magnetize the inspected material first 
and the discontinuity of the inspected 
specimen generates leakage of mag-

netic flux 

- Inspect the surface break, 
defects and discontinuity 

 

- Low cost 
- Portable 

- Subsurface defects 

- Only applicable for 
Ferromagnetic materials 
- Pre/post cleaning nec-

essary 
- Demagnetization re-

quired after the test 

ECT 
[60] 

 

The presence of discontinuity weak-
ens the secondary magnetic field gen-

erated by Eddy currents 

- Surface defects, cracks, 
and corrosion 

- Waviness detection 

- High speed 
- Low cost 

- No probe contact 
required 

- Only applicable to a 
conductive material 

- Surface roughness may 
affect test quality 

RT [61] 

 

Radiation passes through the in-
spected specimen and the backscatter 

data contain information about the 
changes in material properties or in-

ternal delaminations 

- Ascertain material thick-
ness or density variation 
- Access to internal non-
homogeneities within the 

depth of material 

- Permanent records 
- Geometry variation 

does not affect the 
direction of the radia-

tion beam 

- Radiation hazard 
- Expensive 

- Linear defects may be 
missed 

- Depth of defect not in-
dicated 

UT [56] 

 

Employs a transducer to generate 
high-frequency sound waves  toward 
a specimen under test and capture the 

reflected wave 

- Flaw detection 
- Dimension, bond integ-
rity, erosion & corrosion 
thickness measurement 

- Estimation of grain size 
in metals 

- Immediate results 
- Permanent record 

capability 
- Portable 

- High penetration 
capability 

- Defects may be missed 
if not in the path of the 

ultrasonic signal 
- Not applicable to an ir-

regular surface 
- Cannot provide real-

time detection 



 

 

IRT [56] 

 

The defective area will generate a dif-
ferent temperature distribution from 

its neighbours which forms the shape 
of the defect. 

- Structure internal damage 
- material strength detec-

tion 

- Permanent record 
- Remote sensing 

- Portable 

- Expensive 
- Reference standards re-

quired 
- Poor resolution on 

thick sections 

AE [62] 

 

AE is based on the phenomenon of ra-
diation of elastic waves in solids that 
occurs when a material undergoes ir-

reversible changes in its internal 
structure. 

AE can detect anything 
that produces a sound 

which allows for many ob-
scure applications 

-Bested suited for 
global monitoring of 

a structure 
- Ability to detect a 

range of damage 
mechanisms 

- Assesses the struc-
ture under real opera-

tional conditions 
 

- Cannot detect defects 
that do not grow 

- Noise sensitivity 
- High sampling rates 

generate large volumes 
of data 

- Limited repeatability 

 

  



 

  

 
Table 1-2 Comparison between common NDT methods [53,56,63] 

Techniques MT  ECT RT UT IRT AE 

Test Obejct 
Surface and sub-
surface defects 

Surface and sub-
surface defects 

Internal defects 
Surface and in-
ternal defects 

Surface and internal 
defects  

Surface and internal de-
fects  

Output The presence of defects: size, shape, and location The growth/movement of defects 
Local/global Local Local Local Local Local Local/global 

Detection period 
for large area 

Slow Slow Slow Slow High-speed High-speed 

Cost Low Low Expensive Low Expensive Low 
Conatct require-

ment 
One-sided acces-

sible 
One-sided acces-

sible 
Two-sided ac-

cessible 
One-sided ac-

cessible 
No contact One-sided accessible 

Response Depends on size, shape & orientation of flaw 
Depends on source inten-

sity/energy release 
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Acoustic Emission (AE) technology uses elastic waves generated by a rapid release of 
energy within a material [64]. In the context of metal materials in engineering 
applications, the primary AE sources are yielding, crack initiation, crack propagation, 
and crack opening and closure. Unlike ultrasonic waves that typically operate in the 
high frequency range up to 50 MHz, the dominant frequency range of AE elastic waves 
is between 1 kHz to 1000 kHz. An AE system is normally made up of sensors, 
preamplifiers, and data acquisition devices. AE waves can be recorded by sensors and 
then analysed to extract information on a number of damage factors, such as material 
types, plasticity level, loading conditions and microdefects.  

A majority of studies for structural health monitoring using the AE technique have been 
conducted in many fields, such as aerospace [65]. In comparison with these fields, 
investigations into materials including concrete and steel that constitute the civil 
infrastructure took place later. In 1972, Pollock and Smith [66] carried out AE 
monitoring on a portable military bridge for the first time. After that, comprehensive 
surveys have been carried out for damage identification and classification in concrete 
structures [67–70]. An extensive review of both lab and field tests performed on 
concrete, steel and fibre-reinforced polymer (FRP) bridges or bridge parts has been 
described by Nair and Cai [57]. Whereas, although the successful demonstration of 
using AE in civil infrastructures, it is surprising to find that the focus of the vast majority 
of existing work is on simple geometry structures.  

In summary, the increasing demand for better utilization of offshore wind resources 
has led to a significant rise in the use of offshore wind turbines (OWTs). The MP-TP 
connections between adjacent segments are critical components that ensure the 
integrity and stability of OWT structures. Various types of connections have been 
proposed by designers [10] and developed continuously. However, due to the harsh 
environments and extremely dynamic loads, material degradation of the connection is 
inevitable, which affects the safety and service life of OWTs. Among the available non-
destructive methods (NDT) for structural health monitoring, the Acoustic Emission (AE) 
technique outperforms others due to its real-time and global monitoring capabilities. 

1.2 RESEARCH	SIGNIFICANCE	

Among these connections, the bolted ring-flange (RF) connection is utilized extensively 
in the most recent OWT projects in Europe, such as Nobel wind Offshore Wind Farm 
[28]. A new generation of OWTs requires RF connections with much thicker ring flanges 
and larger bolts/studs with a diameter up to 80 mm (M80). However, a more 
comprehensive investigation is required due to these two reasons [10,71,72]: (1) 
current design processes, manufacturing tolerances, and construction are insufficient 
to apply larger ring flanges and bolts/studs optimally; (2) The fatigue performance of 
the RF connection with larger bolts (studs)/flanges needs to be quantitatively 
evaluated with an improved analytical model. As a competitive MP-TP connection, the 
utilization of C1 wedge connection is not limited by the above issues. A systematic 
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understanding of the mechanical performance of C1 wedge connection could 
contribute to the development and application of the new generation of OWTs. 

In addition, connections for support structures are exposed to the harsh environment 
during the service life of the OWTs. Material degradation and local cracks of the C1 
wedge connection are inevitable to affect the serviceability of OWTs. A need for a 
reliable and rigorous monitoring system is evident. Taking the requirements of cost-
effectiveness, global, and real-time monitoring into account, AE is the best-suited 
method for monitoring the connections in OWTs. AE has been extensively used in early 
damage detection and real-time assessment of steel structures [57,73–75]. Despite 
these advantages, challenges still exist in using AE technique for monitoring 
applications, especially in the area of monitoring steel structures with complex and 
large geometries. The effectiveness of the AE monitoring technique heavily depends on 
the quality of the measured AE signals, whereas, the collected AE signals are always 
accompanied by complex noise in practical cases. Moreover, fatigue damage typically 
occurs from the inside of the connections, where commercial bulky AE sensors cannot 
be used. Thin and miniature PZT (Lead Zirconate Titanate) sensors with a thickness 
smaller than 1 mm could be chosen as substitutes. Compared to commercial AE sensors, 
they are more sensitive to noise and less effective to detect damage in structures with 
thick plates [76]. These observations lead to the necessity to verify the efficiency of AE 
in monitoring the C1 wedge connection by thin PZT sensors.  

Therefore, the primary objective of this research is to investigate the mechanical 
behavior of the C1 wedge connection and its potential application, while also assessing 
its health status by using AE monitoring. 

1.3 RESEARCH	QUESTIONS	

The main research questions are: How	can	the	performance	of	the	C1	wedge	connection	
be	effectively	characterized	and	it’s	material	degradation	detected	by	the	AE	technique?		

Upon reviewing the development of existing MP-TP connections, it becomes apparent 
that a comprehensive understanding of the mechanical behavior of the C1 wedge 
connection is currently lacking. This connection comprises multiple components that 
interact under the applied loading, and thus understanding the interaction between 
contacts and stress response is crucial to explore its practical application and further 
improvement. The first sub-question of this study pertains to the investigation of the 
mechanical and functional performance of the C1 wedge connection, which will be 
addressed in Chapter 2. 

Q1: How	 can	 the	 mechanical	 performance	 of	 the	 C1	 wedge	 connection	 be	
investigated	under	static	and	cyclic	tensile	loading	conditions? 

The appropriate selection of an MP-TP connection is crucial for ensuring the overall 
competitiveness and structural integrity of OWTs. While individual connections have 
been investigated in various aspects, there is a lack of research that quantitatively 
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compares alternative connections. Specifically, there is a need for a study that highlights 
the novelty and features of the C1 wedge connection (C1-WC) in comparison to the 
conventional bolted ring flange (RF) connection and the ring flange connection with 
defined contact surfaces (RFD). This quantitative comparison will address the second 
sub-question of this study. Chapter 3 will present the findings of this investigation. 

Q2:	How	can	the	performance	between	various	types	of	MP‐TP	connections	be	
compared?	

Currently, comprehensive analyses of the AE signals produced by the tensile 
deformation of metal materials have been carried out [77–81]. Although the regular 
pattern of AE activities for metal material deformation has been identified, the related 
quantitative description is not transferable between studies. Additionally, it has been 
observed that signals generated during plastic deformation exhibit an overlapped 
distribution of AE features with signals produced during final fracture [82]. This makes 
it challenging to distinguish between signals generated during plastic deformation and 
fracture based solely on certain or synthetic analyses of AE features.  Moreover, the 
collected AE signals are often accompanied by complex noise in practical cases, such as 
friction noise between components and equipment or background noise from the 
environment. This leads to the third sub-question of this study. The proposed method 
for addressing this issue will be presented in Chapter 4. 

Q3:	How	can	the	performance	of	the	AE	technique	for	identifying	the	deformation	
stage	of	metal	be	improved	in	a	noisy	environment?		

The sensitivity of the AE sensors is critical for AE monitoring. Over the past decade, 
numerous studies have demonstrated the feasibility of monitoring acoustic emissions 
with thin PZT sensors in thin plate-like materials [83–86]. However, there has been a 
lack of prior selection studies for thin PZT sensors in passive sensing applications 
[83,87]. Moreover, the efficiency of thin PZT sensors is affected by noise due to a lower 
signal-to-noise ratio (SNR), and they are less effective for monitoring thick steel plates. 
Hence, new signal processing methods are required to enhance the accuracy of passive 
AE applications with thin PZT sensors, especially for structures with complex geometry 
and thick plates. This leads to the final sub-question, which will be addressed in 
Chapters 5 and 6. 

Q4:	How	can	the	efficiency	of	AE	monitoring	by	thin	PZT	sensors	be	improved	to	
detect	structures	with	complex	geometry	and	thick	plates?	

1.4 RESEARCH	METHOD	

The primary objective of this thesis is to investigate the mechanical behavior and assess 
the health status of the C1 wedge connection. This involves gaining a deeper 
understanding of the behavior of the C1 wedge connection, as well as developing new 
signal processing methods to explore the potential of AE for monitoring material 
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degradation in this connection. To achieve these objectives, specific research 
methodologies have been developed for each research sub-question. 

Q1:	 How	 can	 the	 mechanical	 performance	 of	 the	 C1	 wedge	 connection	 be	
investigated	under	static	and	cyclic	tensile	loading	conditions?	

To address Q1, a combination of experimental and numerical analyses were conducted. 
Destructive testing methods, including static and cyclic tensile tests, were performed to 
determine the mechanical properties of the C1 wedge connection. Laboratory 
experiments were conducted using down-scaled segment specimens, which is a 
standard approach to evaluate the performance of MP-TP connections. Additionally, 
numerical simulations were employed to provide more detailed information for 
practical applications and further optimization of these connections. A finite element 
model with similar geometry to the experiments was created using the software 
ABQSU. Tensile coupon tests were performed to formulate an accurate stress-strain 
material model for the main components of the connection. Once validated, the FE 
model was used for parametric analysis to quantify the influence of the preloading force 
Pc, the bolt grade, and the friction coefficient between contacts. In summary, Chapter 2 
describes the ultimate resistance and failure mechanism of the down-scaled segment 
using the C1 wedge connection under axial tensile and low cycle loads. 

Q2:	How	can	the	performance	between	various	types	of	MP‐TP	connections	be	
compared?	

Tower connections need to be checked for both the ultimate tensile limit state (ULS) 
and fatigue limit state (FLS) [88]. To make a valid comparison between different 
connections, the geometry of connections and associated segments were designed to 
have identical ultimate tensile strength. Preparing ring flange specimens with thick ring 
flanges and high-diameter bolts can be costly and time-consuming. Numerical 
simulation using advanced FE models is an affordable and effective method to gain a 
deeper understanding of the connections than physical tests. With validated FE models 
for each connection, I performed a parametric analysis to assess the influence of 
important parameters on the behaviour of connections. The parameters include the 
lateral boundary condition on the sides of the segment/flange (BC1/BC2), preload 
coefficient  (0.70, 0.55, 0.40, and 0.25), and the steel strength (S355, S460, and S690). 
Generally, Chapter 3 compares the tensile behaviour and fatigue performance of 
various connections.  

Q3:	How	can	improve	the	performance	of	identifying	the	performance	stage	of	
metal	by	AE	technique	in	a	noisy	environment?		

Metal deformation can be categorized into four stages: elastic, yield, uniform plastic, 
and necking. Each stage corresponds to a different degree of material damage. To 
address Q3, tensile tests on coupon scales were performed to collect AEsignals at 
different deformation stages. AE signals generated by metal deformation are typically 
nonlinear and non-stationary [89]. Signal decomposition methods are presented to 
decompose the nonstationary signals into several regular clear sub-signals, which can 
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be effectively used to remove the noises of nonstationary signals. Hence, a 
decomposition-based method is proposed to filter the noise embedded in the real AE 
signals from material deformation. In addition, to distinguish the AE features from 
different deformation stages, the artificial neural network (ANN) is used to identify the 
deformation stage of steel materials with the input of features extracted from the 
filtered AE signals. In conclusion, Chapter 4 proposes a hybrid method that combines 
these techniques to improve the application of AE for deformation stage identification. 

Q4:	How	can	the	efficiency	of	AE	monitoring	by	thin	PZT	sensors	be	improved	to	
detect	damage	in	structures	with	complex	geometry	and	thick	plates?	

To enhance the functionality of thin PZT sensors in AE applications, the first perspective 
proposed is to employ multiple thin PZT sensors and to fuse their responses. A criterion 
for selecting the optimal thin PZT sensors as receivers is proposed and a configuration 
is designed for multiple sensors. Data fusion enables information extraction from the 
combination of different datasets instead of analyzing each dataset separately. Thus, 
Chapter 5 proposes a novel data-level fusion-based method to improve the 
completeness of the signal information captured by thin PZT sensors. 

The second perspective proposed is to improve the detection efficiency of thin PZT 
sensors. While numerous studies have linked changes in cumulative AE features and 
crack growth behaviour [90–94] with the use of commercial AE sensors, this method is 
not applicable and efficient with thin PZT sensors. Therefore, Chapter 6 introduces a 
baseline-based method for damage detection in structural health monitoring (SHM).    

1.5 THESIS	OUTLINE	

As shown in Fig. 1-6, the thesis contains seven chapters. The outline of each chapter is 
as follows: 

Chapter	1 serves as an introduction to the research background, research objectives 
and thesis outline. 

Chapter	2 presents the conducted experimental and numerical study on the C1 wedge 
connection. Advanced quasi-static FE analysis results are compared to the 
experimental results. Based on the validated FE model, a parametric study is carried 
out to analyze the influence of the bolt grade, friction coefficient between contact 
surfaces, and preloading force level on the mechanical behaviour of the C1 wedge 
connection. 

Chapter	3 contains a quantitative comparison between three types of connections: a 
conventional bolted ring flange (RF) connection, a ring flange connection with defined 
contact surfaces (RFD), and a C1 wedge connection (C1-WC). This chapter compares 
the tensile behaviour and fatigue performance of these connections by validated finite 
element (FE) simulation and analysis.  
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Chapter	 4 presents a hybrid model for deformation stage identification, which 
combines a self-adaptive denoising technique and an Artificial neural network (ANN). 
In pursuit of model generality, AE signals were collected from tensile coupon tests with 
various steel materials and loading speeds.  

Chapter	5 proposes a method to enhance the functionality of thin PZT sensors in AE 
applications by employing multiple thin PZT sensors and performing a data-level fusion 
of their outputs. 

Chapter	6 introduces a new baseline-based method that utilizes thin PZT sensors for 
early detection of fatigue damage in the restricted-access area. Other monitoring 
techniques such as digital image correlation (DIC), crack propagation gauges, and 
distributed optical fiber sensors (DOFS) are also employed to supplement the detection 
results of AE. 

Chapter	7 provides the main findings of this thesis and gives recommendations for 
future studies. 

Fig. 1-6 Thesis outline 
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Part of this chapter has been published as a journal article: Cheng L, Yang F, Winkes JS, Veljkovic M. The C1 
wedge connection in towers for wind turbine structures, tensile behaviour of a segment test. Engineering 
Structures. The experimental results were shared by the company C1 Connections B.V. 

2. THE	C1	WEDGE	CONNECTION,	
TENSILE	BEHAVIOUR	OF	A	SEGMENT	

TEST	

  

 

This chapter aims to investigate the tensile behaviour of the second generation of the C1 

wedge  connection  by  combining  the  findings  of  experiments  and  finite  element  (FE) 

analysis.  Advanced  quasi‐static  FE  analysis  results,  considering  the  most  detailed 

geometry and using an explicit dynamic solver, are compared to the experimental results. 

Based on the FE model, a parametric study has been carried out to analyze the influence 

of the bolt grade, friction coefficient between contact surfaces, and preloading force level 

on mechanical behaviour. The FE simulation provides practical guidance for designing 

this connection without bolt failure.  

This chapter addresses the first research question Q1) and is organized as follows: Section 

2.1 introduces the development of the C1 wedge connection. The performed experiments 

are described  in Section 2.2. Section 2.3 presents  the FE modelling  information. The 

experimental  and  numerical  results  are  shown  and  discussed  in  Section  2.4.  A 

parametric analysis is conducted in Section 2.5. After that, the conclusions are drawn in 

Section 2.6.  
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2.1 INTRODUCTION		

Recently finished research projects, OFWEC1 and OFWEC2 (Offshore Wedge 
Connection), introduced a novel connection called “C1 wedge connection” [1] as an 
alternative option for the new generation of OWTs. Compared to the conventional RF 
connections, the C1 wedge connection reduces the construction, installation and 
maintenance costs by eliminating the thick ring flange and using smaller diameter bolts 
[2]. Full-scale tests were performed on a 4.5 m-diameter tower within the OFWEC3 
project (Fig. 2-1). Additionally, in-situ tower installation was carried out as part of the 
Arcadis Ost project (Fig. 2-2) [1]. As shown in Fig. 2-1, the personal-free tower 
alignment was successfully performed [2]. Bolts were then fastened from the inside of 
the tower during the execution of the C1 wedge connection. Both ultimate limit state 
(ULS) and fatigue limit state (FLS) resistance was tested in the full-scale tests. These 
tests demonstrated quick and easy execution of the C1 wedge connection. The C1 
wedge connection has been successfully certified by DNV in 2021 [3], and it is 
anticipated to be continually developed to minimize the costs of the welding while 
keeping the main concept unchanged. 

Fig. 2-1 Performed full-scale tests in OFWEC3 project [1] 
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Fig. 2-2 In-situ installation of the tower with C1 wedge connection [1]   

This chapter aims to provide a detailed investigation of the mechanical and functional 
performance of the second generation of the C1 wedge connection. The ultimate 
resistance and failure mechanism of the down-scale segment using this type of C1 
wedge connection under axial tensile load and low cycle load are described. In addition, 
detailed finite element (FE) models are established and non-linear analysis is carried 
out using ABAQUS with the damage material model. FE models are verified by 
experimental results. The verified FE model will be used to explain the load transfer 
mechanism of the second generation of the C1 wedge connection. Finally, parametric 
analysis is performed to build confidence in using the C1 wedge connection in 
engineering practice.  

2.2 EXPERIMENTAL	PROGRAM	
2.2.1 Geometry	of	the	C1	wedge	connection	

Fig. 2-3 shows a schematic layout of the investigated connection. In the second 
generation of the C1 wedge connection, the upper segment and the lower segment are 
assembled to the webs by two kinds of connections: pinned connections and wedge 
connections. Elongated holes are machined in the lower segment and webs. The specific 
wedge connection comprises the horizontal bolt, wedges and blocks with an inclined 
plane. The slope of the wedge is consistent with the blocks. Horizontal bolt pretension 
is applied before resisting the external force. The imposed tensile load is transferred 
through the pined connection to the webs, followed by the movement of the fastener 
assembly connection and then to the lower segment. 
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Fig. 2-3. Illustration of a segment specimen (unit: mm) 

 

  

(a)  (b)  

 
 

(c)  (d)  

Fig. 2-4. Schematic views of tower segment with the C1 wedge connection in the study. (a) Pre-
assembly of the pinned connection; (b) Assembly of the upper part and lower flange fastener; (c) 

Preloading of the bolt; (d) Contact forces/surfaces after bolt-pretension 
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In terms of the assembly procedure, a fork-shaped upper segment is obtained by pre-
installing the pinned connection at first, see Fig. 2-4 (a). Then, the fastener assembly of 
the wedge connection is placed in the holes (Fig. 2-4 (b)). Due to the specific design of 
the holes, the fastener is only in contact with the top of the hole in the lower segment 
and the bottom of the holes in the webs, as shown in the origin line in Fig. 2-3. The 
pretension of the horizontal bolt causes the movement of two blocks corresponding to 
the increment of forces F1, F2 and F3 (F1+F2=F3), which in turn generates the contact 
pressure Fpressure (F4) between the segments Fig. 2-4 (c) and (d). As presented in Fig. 2-4 
(c), the relationship between the bolt pretension force Pc and the generated contact 
pressure Fpressure is:  

  pressure 4 c tanF F P      Eq. 2-1 

where  is the angle that the wedge makes with the horizontal plane and  is the friction 
coefficient between the blocks and the wedges, as shown in Fig. 2-4 (c).  
2.2.2 Description	of	the	specimen	

Two specimens of the tower segment under tensile force were tested to understand the 
response of this type of C1 wedge connection (WC) in the segment specimen. The tests 
were performed in the Structures Laboratory at the Faculty of Civil Engineering and 
Geosciences, TU Delft. The specimens were scaled down to 1:4 of the prototype with the 
exact geometric dimensions. The main parameters of these specimens are shown in Fig. 
2-3 and Table 2-1. The specimens were denoted as WC1 and WC2. As expressed in Eq. 
2-1, the lower friction coefficient  between the zinc-nickel coated wedge and block 
inclined plane generates the higher contact pressure. The determination of 	 is 
described in Section 2.3.2. To perform a comparative study, different lubrication states 
about this contact pair are set for WC1 and WC2, respectively (see Table 2-1). The plate 
components were made of S460 steel grade for all specimens while the machined parts 
were made of 34CrNiMo6 steel with a minimum yield strength of 600 MPa. Grade 8.8 
high-strength M18 bolts were used in the connection. All bolt threads are lubricated as 
it is helpful to prevent bolt loosening and thread damage [4]. The lubrication used in 
experiments was applied with MoS2 grease. 

Table 2-1 Main parameters of the specimens 

Speci-
men 

Pc 
(kN) 

Lubricated Experimental 
results (kN) 

FE analysis re-
sults (kN) Comparison 

Bolt 
threads 

Wedge/block 
inclined 

plane 
Nc,E Ny,E Nu,E Nc,F  Ny,F Nu,F Nc,F/ 

Nc,E 
Ny,F/ 
Ny,E 

Nu,F/ 
Nu,E 

WC1 95 Yes No 376 607 861 387 626 813 1.03 1.03 0.94 
WC2 80 Yes Yes 436 625 873 465 629 814 1.07 1.01 0.93 
Note:	The first subscript c means critical load at the end of the elastic stage, y and u mean the 
overall yield and ultimate resistance of the specimens. The second subscript E and F stand for 
results from experiments and FE analysis, respectively. 
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2.2.3 Experimental	set‐up	and	instrumentation	

A dedicated test setup was developed to perform the static tension test (see Fig. 2-5) 
because the capacity of the fatigue test set-up (see in [2]) is insufficient to test this 
connection to static tensile failure. The lower segment of the wedge connection was 
welded to a bottom plate. The upper segment was welded to an adaptor which was 
connected to a top plate with an M56 threaded bolt. The top and bottom plates were 
bolted to two rigid columns with eight bolts to ensure the rigidity of the entire loading 
system. Quasi-static loadings were applied through a hollow plunger cylinder with a 
capacity of 1000 kN.  

	 	

(a) (b) 

Fig. 2-5. Experimental system. (a) Set-up (b) Displacement measurement (unit: mm) 

The applied load NZ, bolt forces and displacements in the Z direction in the connection 
were measured during the experiments (Fig. 2-5). A digital manometer was used to 
record the pressure in the cylinder connected to the applied load. D1-D3 are linear 
variable differential transformers (LVDTs). In detail, D1 measured the displacement of 
the cylinder to determine the axial deformation of the specimens. D2-D3 were used to 
measure the gap opening between the connecting segments. The bolt was instrumented 
with a load cell to calibrate and control the tensile force in the bolt. The total length of 
the load cell is 100 mm. 

The loading procedures of both specimens were divided into two steps: (1) Applied 
preloading force to the bolts Pc, and (2) imposed tensile forces NZ on the specimen. Two 
levels of bolt preloading force Pc have been applied on these two specimens, as listed in 
Table 2-1. Pertainning to imposing tensil load NZ, to explore the mechanical behaviour 
of the connections under various load levels, two loading protocols with a multi-stage 
loading method were designed for two specimens, as shown in Fig. 2-6. The yield and 
ultimate load of the connection Ny and Nu was estimated according to Ny = fy·As and Nu 
= fu·As, respectively. fy and fu denotes the measured yield and ultimate strength of S460 
material (fy = 485 MPa, fu = 620 MPa). The net cross-section area of the lower segment 
As is calculated by As =	d1×(b1-d2) = 1296 mm2. During the tension loading stage, force 
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and displacement control were used to monitor the load applied to the specimen before 
and after the ultimate strength of the specimens. The test results will be discussed in 
conjunction with the numerical results in Section 2.4. 

 

 

(a) (b) 

Fig. 2-6. Loading protocols for specimens. (a) WC1 and (b) WC2. 

2.3 FE	SIMULATION	
2.3.1 Basic	modelling	consideration	

  

(a) (b) 

Fig. 2-7. Illustration of FE models. (a) Geometry and boundary conditions (b) Geometrical 
details of the threaded bolt and outer wedge (unit: mm) 

The finite element (FE) model of the specimen was established using ABAQUS/Explicit 
for analysing its tensile behaviour. The geometry and boundary conditions of the 
segment models of the C1 wedge connection used in FE analysis are shown in Fig. 2-7 
(a). The model comprises all tested specimen components: rolled plate components 
and machined components. The connectors were modelled with the actual geometry, 
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and all components (i.e. bolt, washer, inner wedge, outer wedge, blocks) were modelled 
as separate parts. The threaded bolt and outer wedge were modelled with actual 
dimensions, see Fig. 2-7 (b), to model as realistically as possible the complex 
interactions of the connector’s components. It should be noted that, due to the 
complexity of the wedge connection and the high computer consumption of the explicit 
calculation, the upper segment welded to the test set-up was excluded in the model. 

As presented in Fig. 2-7, appropriate boundary conditions were set for the reference 
points. The upper and lower cross-section surfaces were kinetically coupled to the 
reference points at the middle of the related surfaces RP1 and RP2, respectively. Fixed 
support boundary conditions were applied to RP2. Since a part of the deformation of 
the test set-up is included in the measured displacement, an elastic spring connected to 
the RP1 was added to account for the elastic deformation of the test set-up and the non-
modelled welded part. The equivalent deformation of the entire specimen  can be 
obtained by Eq. 2-2 and Eq. 2-3: 

t s W CZ Z ZN K N K N K     Eq. 2-2 

s t WC WC tK K K K K   Eq. 2-3 
where NZ	is the tensile force; Kt, KWC, and Ks represent the stiffness of the experimental 
set-up, specimen, and spring, respectively. Kt is calculated as 219 kN/mm based on the 
test results. After several trials, Ks was estimated as 275 kN/mm for the analysis and 
contributes to around 80% of . 

2.3.2 Elements	types	and	contact	properties	

Solid elements were used to model all components of the C1 wedge connections. The 
mesh details of the FE model are illustrated in Fig. 2-8. The plate components were 
meshed using eight-node hexahedron linear solid elements with reduced integration 
(C3D8R). The machined components, namely the bolt, threaded outer wedge, blocks 
and pin-bar with more complex geometry, were meshed with ten-node modified 
quadratic tetrahedron elements (C3D10M) to realize the free mesh. A global element 
size of 3 mm was applied to the bolts, inner wedge and outer wedge, while 1 mm was 
used for the thread areas. A gradient grid with a maximum size of 10 mm was employed 
for the upper segment, lower segment and two webs. In the area of plate components 
close to the fastener assembly, the mesh size was refined to 2 mm.  

According to the VDI 2230 standard for bolted joints, the friction coefficient value of 
0.04-0.1 is suggested for MoS2-lubricated surfaces and 0.14-0.24 for zinc-nickel coated 
surfaces, respectively [5]. To reduce the computational cost and avoid convergence 
problems, general contact with a “penalty” tangential behaviour and a “hard” normal 
behaviour were selected to simulate all contact interactions in the specimen. As 
discussed before, the contact pressure between segments is sensitive to the friction 
coefficient 	of the inclined planes in the assembly of the wedge connection. Hence, the 
friction coefficient defined in the general contact was determined by the lubricant states 
between the wedge and block inclined plane. A friction coefficient  of 0.18 was 
assumed for the WC1 without wedge-block lubrication, while a conservative friction 
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coefficient value of 0.1 was set for pre-lubricated WC2. The selection of these two values 
can also be calibrated based on the critical load Nc from test results. This is because the 
imposed load NZ reaches Nc when the contact pressure Fpressure (i.e., F4) degrades to zero. 
Hence, the contact force F4 is roughly identical to the Nc measured from the test. The 
friction coefficient 	can then be derived from the known preload force Pc and the 
contact force F4.  

  

 

 

(c) (e) 

 
 

(a) (b) (d) (f) 

Fig. 2-8. Details of the FE mesh of all components. (a) Overview of the model; (b) Upper and 
lower segment; (c) Web; (d) Spacer plate; (e) Pinned connection; (f) Wedge connection 

2.3.3 Material	models	

The mechanical properties of the materials used in the FE model are listed in Table 2-2. 
Five materials were used in the specimen specified by the company, C1 Connections 
B.V. : (1) S460 structural steel for the plate components, shown in grey in Fig. 2-7; (2) 
Grade 8.8 /10.9 high strength steel for the M18 bolt, shown in green in Fig. 2-7; (3) 
34CrNiMo6 steel for the machined components in the fastener assembly, shown in red 
in Fig. 2-7; (4) Nylon material for the inserted nylon layer as spacer plate; (5) 
Considering no plastic deformation appeared in the load cell and pin connection, elastic 
material for the load cell and pin connection, shown in white in Fig. 2-7. Poisson ratio  
=0.3 is used for all the components in the FE model. The material property of S460 steel 
was obtained by performing coupon tensile tests, while the material properties of other 
parts were selected according to the literature [6–9].  

The conventional bilinear isotropic hardening model is not applicable to post-peak 
behaviour. Hence, the full-range stress-strain constitutive model is used for S460 steel 
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and the bolt, which is explained in section 2.3.3.1. The damage is expected to occur in 
the low segment with the smallest cross-section area. Therefore, only the fracture 
mechanisms of S460 steel are considered in this chapter.  

Table 2-2 Material properties. 

Component 

Den-
sity 

Young 
modulus Steel grade 

Yield 
strength 

Ultimate 
strength 

Peak 
strain 

Ultimate 
elongation 

den 
(kg/m3) E0 (MPa) fy (MPa) fu (MPa) u A (%) 

Plate 7850 2.1105 S460 485 620 0.125 23 
Fastener as-
sembly [6] 7850 2.1105 34CrNiMo6 620 800 - 15 

Nylon layer [7] 1350 2.76105 - - - - - 
Load cell/pin 
connection 7850 2.1105 - - - - - 

M18 bolt [8,9] 7850 2.1105 
8.8 776 970 0.05 10 

10.9 945 1050 0.05 10 

2.3.3.1 Full‐range	true	stress‐strain	constitutive	material	model	

It is assumed that the specimen volume remains constant in a uniaxial stress state up to 
the necking point. The prior-necking true stress-strain relations can be converted from 
the engineering stress-strain curve, as expressed in Eq. 2-5 and Eq. 2-4. 

 t e e1     Eq. 2-4 

 t eln 1    Eq. 2-5 

where e and e mean the engineering stress and strain, measured from the coupon 
tensile test. t and t denote the true stress and strain, respectively.  

The post-necking material behaviour could not be obtained simply through 
extensometer measurements on the coupon specimen due to the variation in the cross-
sectional area and the plastic instability [10]. Ling [11] proposed a combined linear and 
power stress-strain law to describe the post-necking stress-strain relations. This 
method assumes the empirical low and upper bounds for the post-necking material 
behaviour with 0W1, and is expressed as: 

     t t t1 nW a b W K       Eq. 2-6 

where a	= t,u, n	= t,u, b	= a(1-n); K	= a/nn. t,u and t,u represent the true stress and true 
strain at the onset of necking, which can be calculated according to Eq. 2-5 and Eq. 2-4. 
Yang et al. [12,13] proposed that the weighting factor W could be calibrated with values 
even less than zero or larger than 1. In this chapter, W is calibrated for the investigated 
steel in the range of -0.5 to 1.5. Fig. 2-9 shows the employed full-range stress-strain 
relationship for S460 steel in this chapter. 
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Fig. 2-9. Full-range stress-strain relationship of S460 steel. 

2.3.3.2 Rice‐Tracy	fracture	criterion	

To simulate the fracture of the material under tensile loading, the Void Growth Model 
[14,15] (VGM) based on the Rice-Tracey (RT) function is employed in this chapter:  

 pl
D exp        Eq. 2-7 

The model has been coded into ABAQUS as “ductile damage” [16], dependent on the 
stress triaxiality . It is assumed that the ductility decreases exponentially with the 
increased stress triaxiality. Then, the material fracture is predicted to occur when the 
critical void growth index (VGIcritical) is reached.  and  are two material-dependent 
parameters, where 	is generally taken as 1.5 and  is similar to VGIcritical which can be 
calibrated from the test results [17]. The damage initiation criterion is reached when 
Eq. 2-8 is satisfied, in which	pl is the equivalent plastic strain (PEEQ) and the damage 
index WD is the damage initiation variable. 

pl pl
D D 1W d    Eq. 2-8 

The mentioned RT criterion is taken as the damage initiation criterion. The damage 
evolution law is defined by the displacement type with a very small displacement, such 
as 0.001, at the failure to simulate a sudden load capacity loss after the damage initiation. 
Element deletion is triggered when WD = 1 in the FE model. 

2.3.3.3 Material	model	calibration	

Tensile coupon tests were performed on S460 steel to formulate a full-range true stress-
strain constitutive material model. Quasi-static analyses were performed using the 
explicit dynamic solver in ABAQUS. The coupons were cut from the same batch of S460 
steel material used for the C1 wedge connection. The most appropriate W can be 
calibrated by comparing the engineering stress-strain curves from the FE results and 
the experimental results.  
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(a) (b) 

  

(c) (d) 

Fig. 2-10. Weighting factor calibration for S460 steel. (a) Mesh size of 0.5 mm; (b) Mesh size of 
2.0 mm; (c) W=0 with various mesh sizes; (d) Engineering stress-strain comparison between 

experimental and FE results  

A mesh sensitivity analysis was carried out with two mesh sizes of 0.5 mm and 2.0 mm 
in the gauge parts with a length of 60 mm. Fig. 2-10 (a) and (b) show a comparison 
between the numerical and experimental engineering stress-strain curves for S460 
steel using three weighting factors with an interval of 0.1. A larger weighting factor in 
the combined linear and power stress-strain law causes a higher engineering stress in 
the descending stage. Meanwhile, a noticeable effect of the mesh size can be found in 
Fig. 2-10 (c) when the engineering strain is much larger than the fracture strain. The 0.5 
mm mesh results in a sudden drop of load strength at a smaller fracture strain than the 
comparable one of the 2.0 mm mesh. This indicates that the strain localization effect of 
the S460 steel is not sensitive to the mesh size before the PEEQ of 0.4 under uniaxial 
loading. In conclusion, the weighting factor W	= 0 and mesh size 2.0 mm were selected 
to describe the post-necking behaviour of S460 steel. A good agreement is obtained 
between the engineering strain-stress curve of S460 material from experimental and 
FE results, see Fig. 2-10 (d). 
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(a) (b) 

Fig. 2-11. Stress-strain curves for materials used in the bolt and machined components. (a) M18 
bolt; (b) 34CrNiMo6 steel 

The yield strength of grade 8.8 and 10.9 bolts was determined using the nominal ratio 
fy/fu equal to 0.8 and 0.9, respectively. Following Eq. 2-4 and Eq. 2-5, the pre-necking 
true stress-strain curve can be obtained. A recent investigation indicates that the post-
necking true stress-strain diagram for high-strength bolts under tensile loading can be 
described as a power strain-stress with a weight factor of of 0 [12]. According to the 
experimental results for the bolt material reported in [8,9], the full-range true stress vs. 
true strain curves for the bolt can be obtained as shown in Fig. 2-11 (a).  

For the sake of simplicity, idealised elastic–plastic-hardening properties were 
employed for the engineering stress-strain curve of 34CrNiMo6 steel, as shown in Fig. 
2-11 (b). This is because no damage is expected in the machined parts of the wedge 
connection, as the maximum stress level in the FE analysis is about 400 MPa. 
Engineering stress-strain curves were converted into the true stress-strain curves for 
input in the ABAQUS plasticity model.  

2.3.4 Loading	procedure	

Two calculation steps were carried out in the model to coincide with the physical test 
conditions. The bolt was preloaded first by the turn-of-bolt head method and then the 
model was loaded to failure by applying an axial displacement to the tower segment. In 
the first step, as illustrated in Fig. 2-12, the edges of the bolt head were coupling 
constrained to the reference point RP-bolt located in the centre of the bolt head. A 
rotation was exerted on the RP-bolt around the centreline of the bolt. To reach the 
design preloading force Pc listed in Table 2-1, trial simulations were performed to 
determine the rotation angle. The preloading forces in the bolts were obtained by 
extracting the contact pressure force at the inner washer surface.  
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Fig. 2-12. Preloading of the bolts in the FE model 

To perform a quasi-static analysis, the explicit solver requires a conditional stability 
limit which can be approximated in terms of the material density , the characteristic 
length of the smallest element Le, and the Lamé parameters  and : 

 emin 2t L      
 

Eq. 2-9 

The mesh verification analysis revealed that the smallest stable time increment in the 
FE model is 1.9×10-9, leading to a large computational cost. The elements limiting the 
time increment are mainly from the bolt and outer wedge due to the threads, while the 
average stable time increment for other components was 2.0×10-7. Considering the bolt 
and outer wedge are not critical components, a semi-automatic mass scaling option was 
used to shorten the computation time. As a generally accepted indication of the quasi-
static analysis, the energy ratio between the kinetic energy to the internal energy should 
not be noticed throughout most of the simulation, and should not exceed a small 
fraction (5%-10%). To achieve a trade-off between the computation time and accuracy 
of the FE model, the target time increment was set to be 1.0×10−6 s after several trial 
computations. The time periods adopted for preloading and loading to failure steps 
were 2.5 s and 0.25 s, respectively.  

 

  

(a) (b) 

 

 (c)  

Fig. 2-13. Stress distribution and deformation of the fastener assembly of wedge connection. (a) 
Initial status; (b) WC1; (c) WC2 
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The contour plots along the meridional direction in the bolt and wedge connection for 
each specimen after preloading are shown in Fig. 2-13. Compared to the initial status, 
the inner and outer wedges approach at different distances due to the various bolt 
preload levels. Meanwhile, the bolt pretension causes the contact pressure F4 between 
segments, as shown in Fig. 2-14. In the second step, an axial load was imposed by setting 
an upward displacement of the reference point RP3 (Fig. 2-7). 

  

 (a) (b) 

 Fig. 2-14. Stress distribution of plate components after bolt preloading. (a) Von Mises stress; (b) 
Contact force 

2.4 EXPERIMENTAL	AND	FE	RESULTS	

A corresponding comparison was made between the experimental and FE results 
shown below, separately for WC1 and WC2. The validated FE model was then used to 
conduct a parametric study to expand the experiments. 

2.4.1 Behaviour	of	WC1	

2.4.1.1 Failure	mode	

By observing the deformation of WC1 during the loading process with two cycles (Fig. 
2-15 (a)), it can be found that the specimen maintains elasticity at the initial stage of the 
loading. The influence of the first loading-unloading cycle can be neglected within the 
elastic stage, representing a uniaxial tensile behaviour of the C1 wedge connection. The 
load-displacement curve in Fig. 2-15 (a) can be separated into three stages. The axial 
stiffness remains linear in the first stage. The imposed loading at the end of the elastic 
stage is defined as critical force Nc,E. After exceeding Nc,E, the axial stiffness decreases 
slightly with an increase of displacement. At the end of the second stage, the yield 
strength Ny,E is achieved with a short yield plateau. After that, the specimen behaves 
nonlinearly, and the axial stiffness degrades gradually until the fracture of the specimen. 
The peak point of the curve is regarded as the overall axial ultimate resistance.  

The relationships of applied load (Nz) versus the displacement from the experiments at 
the second cycle and FEA results of WC1 are presented in Fig. 2-15 (b). A good 
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agreement between the experimental results and FE analysis results is achieved. The 
numerical values accompanied by the corresponding test results are presented in Table 
2-1, with a maximum deviation of 7%. A small difference of 11 kN between Nc,F and the 
Nc,E verifies the selected friction coefficient  of 0.18 for generating contact pressure. 

  

(a) (b) 

Fig. 2-15. Load-displacement curves of WC1. (a) Experimental results; (b) FEA vs. Exp 

 

    

(a) (b) (c) (d) 

Fig. 2-16. PEEQ distribution in the lower and upper segment at four external loads Nz. (a)  
NZ=310 kN; (b) NZ=470 kN; (c) NZ=620 kN; (d) NZ=630 kN; 
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(a) (b) (c) 

Fig. 2-17. Experimental and FE failure mode of WC1. (a) FE analysis failure; (b) Failure mode 
of lower segment from the test; (c) Failure mode of lower segment from the FE analysis 

Considering the tensile loading is dominantly transferred through the lower and upper 
segments, the distribution of PEEQ in the segments at four load levels is illustrated in 
Fig. 2-16. It can be found that local plastification occurs after exceeding the critical load 
of 387 kN. The lower segment experiences large plastic deformation successively when 
increasing the load.  

Fig. 2-17 shows the failure modes with residual deformation. Apparent necking failure 
of the lower segment is observed due to the smallest cross-section area As compared to 
the one in the upper segment. At the same time, the upper segment nearly remained 
undeformed. Hence, the bearing resistance of the specimen can be theoretically 
determined as Nu = fu·As = 804 kN (see Fig. 2-15), where fu is the ultimate strength of 
S460 steel. The comparison indicates that the failure mode depicted by the FE analysis 
reflects the failure process of the experimental specimens very accurately, as shown in 
Fig. 2-17. 

2.4.1.2 Evolution	of	bolt	force	

Force in the bolt obtained from the load cell is shown in Fig. 2-18 (a). A slight decline 
during the first loading-unloading cycle is observed from the experimental results. The 
bolt force loss can be attributed to many reasons, among others the embedding loss as 
the contact interfaces in the connections which are usually not perfect with numerous 
protrusions. However, this fact can be neglected when considering the elastic behaviour 
of the specimen at the initial stage of the loading. Similarly, the development of bolt 
force in WC1 includes three characteristic stages. Almost no change in the bolt force is 
observed in the first stage. In the second and third stages, the bolt force starts to 
increase nonlinearly with various gradients. Fig. 2-18 (b) shows the results of the bolt 
force versus the applied load curves from the experimental and FE simulation. An 
increasing scattering is observed between the test and FE results in the latest stage of 
loading. 
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(a) (b) 

Fig. 2-18. Evolution of bolt force of WC1. (a) Experimental results; (b) FEA vs. Exp 

 

 

(a) (b) 

Fig. 2-19. Development of contact force of WC1 from FE analysis. (a) Contact force response of 
WC1; (b) Illustration of contact force 

The contact force responses are extracted from the FE analysis and shown in Fig. 2-19 
to identify a point beyond which the increasing gradient of the bolt force appears. The 
contact pressure F4 between the upper and lower segment decreases linearly at first, 
while the contact forces F1, F2 and F3 maintain the shape approximately with constant 
bolt force until the critical load Nc,F. Then, the low segment starts to support the imposed 
load, leading to an open connection and linearly increasing contact forces F1, F2 and F3. 
It is obvious that the lower block in the C1-WC is subjected to bending as it spans two 
webs and the lower segment [2]. As F1 and F2 are increasing, the bolt receives the load 
transferred from the blocks with the increasing contact force at the wedge f1 and f2, (as 
shown in Fig. 2-20). The extraordinarily high contact pressure in Fig. 2-20 is attributed 
to a mathematical stress singularity that occurred in the steep corner. This stress 
singularity can be ignored after considering these sharp corners are not critical areas 
for the mechanical behaviour of the specimen.  
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(a) (b) (c) (d)  

Fig. 2-20. Development of contact force of the outer wedge. (a) N=0; (b) at Nc,F; (c) at Ny,F; (d) at 
Nu,F 

It is concluded that the bolt in the C1 wedge connection operates in two ways: (1) it 
introduces the contact pressure at the preloading stage; and (2) it participates in the 
load transfer when reaching the critical load Nc. The calculation of WC1, shown in Fig. 
2-18 was performed with a uniform friction coefficient of 0.18 for all contacts. However, 
the friction coefficient for lubricated bolt threads is much close to 0.1, which cannot be 
simulated via the general contact used in the analysis. Consequently, the high friction 
coefficient leads to a larger bolt force than obtained in the test results which is beyond 
the critical load Nc, as shown in Fig. 2-18 (b). The results from the parametric analysis 
in section 2.5.1 demonstrate the maximum bolt force variation with a friction coefficient 
of 0.18 is 11 kN larger than with a smaller friction coefficient of 0.1, see Fig. 2-32. A 
similar influence of friction coefficient on bolted joints was also obtained in [18–21]. 
Additionally, the deviation observed after Nc can also be attributed to the assumed 
stress-strain curve of the M18 bolt (Fig. 2-11 (b)). 

In terms of the tensile ultimate limit states (ULS), the final failure occurs in the lower 
segment instead of the bolt. It is observed that the maximum tensile stress of the bolt is 
below the yield strength. For fatigue limit states (FLS) resistance, the yield strength Ny 
was considered to be the maximum applied fatigue load. The deviation of bolt force 
between FE and test results below Ny is neglectable, see Fig. 2-18 (b). The resulting bolt 
stress variation is 23 MPa and 14 MPa from FE and test results, respectively. These bolt 
stress ranges are lower than the constant fatigue limit D of 37 MPa for the M18 bolt 
with the detail category of 50 [22]. Hence, the bolt behaviour is not critical both for ULS 
and FLS resistance for WC1.  

2.4.1.3 Evolution	of	gap	opening		

The opening between two segments has been measured for each specimen during the 
loading of the connection, see Fig. 2-5. The evolution of the gap opening of WC1 is 
depicted in Fig. 2-21, where the gap opening from LVDT 1 is the mean value of the 
measurements (D2+D3)/2. Similarly, the gap opening behaviour of the connection 
under uniaxial tensile loading can be separated into three stages with similar 
boundaries. The gap opening linearly increase to 0.12 mm in the first stage from Fig. 
2-21 (a), followed by an increase until 1.7 mm when the final fracture occurs. It should 
be noted that a difference between the experimental and FE results at the third stage is 
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apparent, which can be attributed to the fact that the ultimate deformation capacity of 
the LVDT was reached.  

  

(a) (b) 

Fig. 2-21. Comparison of gap opening behaviour between experimental and FE results for WC1. 
(a) Experimental results; (b) FEA vs. Exp 

 
 

(a) (b) 

Fig. 2-22. Gap opening behaviour and related contact force. (a) Gap opening behaviour; (b) 
Contact force in lower segment  

Fig. 2-22 compares the gap opening measured from LVDT 1 and the interface of 
segments 2 / 3 from FE results. Fig. 2-4 shows that the force equilibriums of the upper 
segment and lower segment under external load Nz are: 

upper Z 4 1 2( )N N F F F      Eq. 2-10 

lower 3 4N F F    Eq. 2-11 

According to Fig. 2-19, Nupper and Nlower increase at the beginning with a significant 
decrease in F4 and a slight increment in F3. Under the applied force of 100 kN, the 
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resultant forces Nupper and Nlower are 42 kN and 82 kN in tension. The segments have 
tiny elastic deformation even with low Nz. Therefore, 1 increases at the beginning due 
to the elastic deformation that occurred in the steel within the range of the LVDT. It can 
be observed from Fig. 2-22 (b) that the existing contact force F4 is dominantly 
distributed in the middle of the segment. However, there is no contact force at the edge 
of the segment. That is why the gap opening 2 opens at Nz = 280 kN, while 3 opens at 
the complete degradation of F4 at Nc,F.  

2.4.2 Behaviour	of	WC2	

2.4.2.1 Failure	mode	

The load-displacement curves of specimen WC2 are presented in Fig. 2-23. The curves 
of the FE results agree well with the experimental results. According to Eq. 2-12 the 
critical load Nc is different from the one at WC1 with a lower friction coefficient  of 0.10 
and bolt preload Pc of 80 kN. The stiffness degradation ratio  is defined as ki/k1 to 
reflect the change of the stiffness during the loading-unloading of the segment specimen, 
where k1 is the initial stiffness. The stiffness of the ith cycle ki is calculated by: 

 unl, 1 rel, 2     ( =2:10)i i ik k k i   Eq. 2-12 

where kunl,i-1 is the tangent stiffness of the unloading path of i-1th cycle, and krel,i is the 
tangent stiffness of the reloading path of ith cycle, as shown in Fig. 2-24 (a).  

 

(a) (b) 

Fig. 2-23. Load-displacement curves of WC2. (a) Experimental results; (b) FEA vs. Exp 
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(a) (b) 

Fig. 2-24. Evolution of stiffness degradation with the number of cycles. (a) Definitions of 
stiffness; (b) Stiffness degradation curves 

Fig. 2-24 (b) shows the stiffness degradation trend with increasing cycles. A drop of 8% 
of the  is observed between the specimen between the 1st and 5th cycles. In terms of 
the axial load level between the critical load Nc and the yield force Ny, the stiffness 
reduces gradually at a linear rate from the 2nd to 5th cycle. This can be attributed to the 
propagation of local plastic deformation in the segments, as shown in Fig. 2-25. Beyond 
the critical load (after the 2nd cycle), the permanent deformation is introduced into the 
segment successively. The degradation rate increases after the 5th cycle, corresponding 
to the larger plastic deformation at the lower segment. Despite the cyclic loading, the 
failure mode of WC2 is similar to WC1 in the middle section at the elongated hole of the 
lower segment. 

 

      

(a) (b) (c) (d) (e) (f) 

Fig. 2-25. PEEQ distribution in lower and upper segment at the end of unloading of 1st to 6th 
cycle. (a) 1st cycle; (b) 2nd cycle; (c) 3rd cycle; (d) 4th cycle; (e) 5th cycle 

2.4.2.2 Evolution	of	bolt	force	

Fig. 2-26 shows the bolt force change during the cyclic loading. A general trend of bolt 
force evolution at each loading-unloading cycle is shown in Fig. 2-26 (b). The bolt force 
increases to some extent during the load path OA, followed by a decreasing trend during 
the unloading path AB. 
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(a) (b) 

Fig. 2-26. Evolution of bolt force of WC2 from the test. (a) Experimental results; (b) general 
trend of bolt force variation 

  

(a) (b) 

Fig. 2-27. Bolt force variation. (a) during loading-unloading of WC2; (b) at 5th and 8th cycles 

A comparison of the bolt force variation POA from the test and the FE results is shown 
in Fig. 2-27 (a), where FE results are basically consistent with the experimental results. 
In detail, the bolt force keeps constant in the first two cycles. After exceeding the critical 
load at the 2nd cycle, POA increases gradually with the increasing cycles and load levels. 
POA is less than 5 kN when the maximum force of the cyclic loading is below the yield 
strength of the specimen at the 5th cycle. After that, POA increases at a nonlinear and 
faster rate. The bolt force drops to 0 kN during the unloading path of the 9th cycle. WC2 
reached its ultimate strength at the 10th cycle. The results demonstrate that the load 
capacity of the specimen is not influenced by the loss of the bolt pretension. The 
maximum bolt stress during the whole cyclic loading is calculated as 420 MPa within 
the elastic states. Fig. 2-27 (b) shows the FE model for WC2 is capable of simulating the 
bolt behaviour accurately until the 8th cycle (under an applied force of 1.25 Ny). This can 
be attributed to that the applied friction coefficient of 0.1 reasonably mimics the 
contacts of the pre-lubricated threads. The lubricated states of the practical application 
of the C1 wedge connection are identical to WC2. Hence, this simulation method is 



56                   CHAPTER 2 

 

reasonable to reflect the bolt behaviour in the practical application of the C1 wedge 
connection.  

2.4.2.3 Evolution	of	gap	opening		

The evolution of gap opening from LVDT 1 during the cyclic loading from the test is 
depicted in Fig. 2-28 (a). The corresponding zoomed-in curves during the loading path 
of each cycle are shown in Fig. 2-28 (b). The gap opening behaviour after reaching the 
applied force of 808 kN is eliminated as the ultimate deformation capacity of the LVDT 
was reached. The envelope of gap opening curves from the test and the FE result are 
compared in Fig. 2-29 to validate the FE model. 

(a) (b) 

Fig. 2-28. Evolution of gap opening 1 of WC2 from the test.  

 
Fig. 2-29. Comparison of gap opening curves from test and FE results. 

A critical load change ratio  was calculated based on the initial critical load after bolt 
pretension. As shown in Fig. 2-30, the critical load Nc corresponding to each cycle 
decreases slightly after the 2nd cycle. A 10% drop is observed at the 5th cycle with the 
load level Ny. The FE results and experimental results match well, verifying the 
reliability of the FE model to analyse the cyclic behaviour analysis of the specimen. 
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Fig. 2-30. Change of critical load with the number of cycles 

2.5 PARAMETRIC	ANALYSIS		

Considering that the load cell is not included in practice, the FE model has been updated 
to remove the load cell to conduct the parametric analysis shown in Fig. 2-31. Table 2-3 
lists the FE models and corresponding parameters. The nominal length of the bolt Lnom 
is reduced from 220 mm to 120 mm in the updated model due to the eliminated load 
cell. An upward displacement is imposed on the reference point RP1 at the top of the 
segment. 

 
Fig. 2-31. Updated FE model for parametric analysis. 

This parametric study aims to quantify the influence of the preloading force Pc, the bolt 
grade, and the friction coefficient between contacts. It should be noted that the influence 
of the yield strength fy of the material and the smallest cross-section area As of the lower 
segment on the mechanical performance are not included. This is because their 
influence can be determined in a straightforward way from the equation Nu = fu·As. The 
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displacement at RP1 and gap opening 2 was extracted from the FE results to evaluate 
the global and local deformation behaviour of the specimens. Based on the discussion 
in Sections 2.4.1.2 and 2.4.2.2, it is observed that the efficiency of the FE model for 
simulating bolt behaviour is not influenced by the friction coefficient within the yield 
strength Ny. The novelty of the C1 wedge connection is that the bolt is not the critical 
component under ULS and FLS. It is necessary to check the bolt stress range b under 
the applied force range Nz equal to Ny, as listed in Table 2-3. 

Table 2-3 Main parameters of the FE model 
Speci-
men 

Lnom 
(mm) 

Pc 
(kN) 

Bolt rotation 
(rad) 

Bolt 
grade 

Friction coef-
ficient  

Nc,F 
(kN) 

Bolt stress range 
b (MPa) 

WC-F1 120 95 27.11 8.8 0.18 387 46 
WC-F2 120 95 26.11 10.9 0.18 387 46 
WC-F3 120 95 34.40 8.8 0.1 546 5 
WC-F4 120 80 29.83 8.8 0.1 470 31 
WC-F5 120 65 25.76 8.8 0.1 369 67 
WC-F6 120 50 21.53 8.8 0.1 285 93 

 

2.5.1 Influence	of	the	bolt	grade/friction	coefficient	

	

(a) 

  

(b) (c) 

Fig. 2-32. Results of parametric analysis of bolt grade and friction coefficient. (a) load-
deformation curve; (b) gap opening behaviour; (c) bolt force evolution 
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The comparison between WC-F1 and WC-F2 results shows that the influence of the 
steel grade of the bolt is negligible on the global and local deformation capacity. 
However, the lower friction coefficient 	introduces a higher contact pressure between 
segments according to Eq. 2-1. Consequently, the critical load of WC-F3 is higher than 
WC-F1, see a zoomed-in view in Fig. 2-32 (a) and (b). The gap opening 2 and bolt force 
start to increase at 539 kN and 386 kN with the  of 0.1 and 0.18, respectively. The value 
of the bolt stress range b of WC-F3 is lower than the one of WC-F1/F2 (see Table 2-3). 
The bolt is not involved in the FLS verification for WC-F3.  

2.5.2 Influence	of	the	preloading	force	

 

(a) 

  

(b) (c) 

Fig. 2-33. Results of parametric analysis of Pc. (a) load-deformation curve; (b) gap opening 
behaviour; (c) bolt force evolution 

Fig. 2-33 (a) indicates that Pc has negligible effects on the yield load and ultimate 
resistance of the specimen. A lower Pc leads to a smaller contact pressure between 
segments, resulting in a decreasing critical load Nc.F. The gap opening behaviour of the 
connection is strongly influenced by the preloading force Pc (Fig. 2-33 (b)). When Pc is 
reduced to 50 kN, 2 at the yield load rises to 2.72 times the one with a Pc of 95 kN.  
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Fig. 2-34. Response of bolt stress range under different preloading force 

As shown in Fig. 2-34, the bolt stress range needs to be considered for FLS verification 
when Pc is below 77 kN within the pre-lubricated connection. An accurate application 
of Pc is necessary in addition to reasonable design of Pc. Table 2-3 and Fig. 2-34 reveal 
that the relationship between Pc and bolt head rotation is linear. The bolt head rotation 
of 16 generates only 1 kN variation in Pc. Therefore the bolt preloading, with assumed 
friction coefficients, can be easily controlled by the bolt head rotation with high 
accuracy. Considering that b is ignorable within the critical load Nc, the only function 
of the bolt is to provide the contact pressure at the beginning under the design load 
lower than Nc. 

2.6 CONCLUSION	

The main characteristics of the 2nd generation of the C1 wedge connection used in large 
towers for offshore wind turbines are introduced in this chapter. An integrated study 
combining experimental and finite element analysis on its mechanical behaviour was 
conducted. The following conclusions are drawn: 

 The bolted ring flange connection is loaded with a tension transfer force in the 
upper tower segment by eccentrically positioned bolts, while the C1 wedge 
connection shows a direct and concentric load transfer. A fairly small lateral 
bolt preload can be converted to a larger vertical preload in this connection. 
Under uniaxial and cyclic tensile loading, the failure mode of the C1 wedge 
connection is net section failure of the lower segment instead of the bolt.  

 Experimental results under cyclic loading show that stiffness degradation and 
bolt force variation occur when the imposed load exceeds the critical load. 
Moreover, the results demonstrate that the ultimate tensile load resistance of 
the specimen is not influenced by the loss of the bolt pretension.  

 The FE analysis matches well with the experimental results. This indicates the 
proposed FE models could predict the mechanical behaviour satisfactorily and 
provide evidence for evaluation and further development of the C1 wedge 
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connection both for the ULS and FLS designs. The FE simulation provides 
practical guidance to design the connection without bolt failure. 

 The bolt grade has a negligible influence on the global and local performance 
of the specimen. On the contrary, the friction coefficient  and preloading force 
of the bolt Pc significantly influence the evolution of the gap opening and bolt 
force. Although the bolt is not critical for the tensile failure mode of the 
specimen, Pc is also decisive to guarantee the bolt is not involved in the fatigue 
design. It is suggested to design the connection to make sure the design load is 
lower than the critical load to avoid any bolt damage.  

This chapter addresses research question Q1) by analyzing the experimental and 
numerical results of down-scaled specimens of the C1 wedge connection. The validated 
FE model of the C1 wedge connection will be used in Chapter 3. Furthermore, chapter 
2 shows the deformation of the segments is influenced by the free boundary condition 
of the segment in the experiments. The effect of the tower continuity on the wedge 
connection behaviour will be further discussed in Chapter 3.	 	
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Part of this chapter has been accepted as a journal article: Cheng L, Yang F, Seidel M, Veljkovic M. FE-assisted 
investigation for mechanical behaviour of connections in offshore wind turbine towers. Engineering Structures. 
The test report of L-flange connection was shared by Mr Peter Vries from the Faculty of CITG, TU Delft. 

3. COMPARATIVE	STUDY	ON	
MECHANICAL	BEHAVIOUR	OF	

CONNECTIONS		

 

 

The chapter compares the tensile behaviour and fatigue performance of three connections 

by validated  finite element (FE) simulation and analysis. The  following three types of 

connections: a conventional bolted ring flange (RF) connection, a ring flange connection 

with  defined  contact  surfaces  (RFD),  and  a  C1  wedge  connection  (C1‐WC)  are 

considered. A series of parametric FE analyses are carried out to examine the impact of 

the applied boundary conditions, bolt pretension level, and steel grade on the behaviour 

of connections. 

This chapter addresses  the second research question Q2) and  is organized as  follows: 

Sections 3.1 and 3.2 introduce the characteristics of the three connections. Section 3.3 

describes  the  experimental work. Section  3.4  shows  the  details  of FE modelling  and 

demonstrates the accuracy of the simulation method. Parametric studies about tensile 

behaviour and fatigue performance are performed in Sections 3.5 and 3.6, respectively. 

Section  3.7  presents  the  results  of  the  comparison  between  connections. Finally,  the 

conclusions are drawn in Section 3.8.  
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3.1 INTRODUCTION	

The behaviour of RF and RFD connections is dominantly dependent on bolt resistance. 
The bolt assembly is under combined tension and bending loads due to the eccentricity 
between the tower segment and the bolts in the RF/RFD connections. On the contrary, 
the load from the upper to lower tower segment is transferred centrically between the 
segments in the C1-WC. The required bolt size for such centric connection is much 
smaller than in RF/RFD connections. The variation of bolt force is almost negligible 
under service loads, and the bolt is still in an elastic state at the ultimate limit state. This 
connection has been successfully certified by DNV in 2021 [1], and it is anticipated to 
be continually optimized and developed over the next few years.  

An appropriate selection of the MP-TP connection plays a significant role in the overall 
competitiveness of the OWFs and is essential for ensuring structural integrity. Although 
investigations into individual connections has been carried out in different aspects, 
there is virtually no research associated with a quantitative comparison between the 
above-introduced connections. Meanwhile, laboratory tests via the segment approach 
are generally adopted to investigate the mechanical behaviour of connection [2,3]. The 
constraints in hoop direction provided by the  tower are not considered in the segment 
model. Therefore, the segment approach may not accurately reflect the continuity of the 
tower’s connection. In pursuit of a reliable connection design, it is crucial to conduct a 
comparative study on the effect of the segmentation of the tower connection in deriving 
connection properties for design.  

Considering that large-scale laboratory tests are expensive and difficult to perform, 
numerical simulation using advanced FE models can be taken as an affordable and 
effective method. This numerical tool is capable of providing a deeper understanding of 
connections than physical tests. In this chapter, the FE method is adopted to simulate 
the mechanical behaviour of three types of connections without considering 
imperfections (gaps) between segments by ABAQUS. Both material inelastic and 
geometric nonlinearities are included in FE analysis. The developed FE models are first 
validated against the experimental results. Subsequently, the effect of the used 
boundary conditions, bolt pretension force, and steel grade on tensile behaviour and 
fatigue performance of connections are investigated. Finally, conclusions are drawn to 
provide in-depth information for the practical application and further optimisation of 
such connections.  

3.2 INVESTIGATED	CONNECTIONS	

This section gives a short overview of the mechanical performance of the investigated 
connections under tensile loading in the segment model. Fig. 3-1 (a) illustrates the 
configuration of the RF connection. Two ring flange pieces are joined by a high-strength 
bolt that is evenly spaced for the RF connection. Before loading, a bolt pretension Fp is 
applied to create a compression zone between two steel flanges. The load transfer 
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behaviour of a typical RF connection is characterised by several stages with the 
imposed tensile load [4,5] (see Fig. 3-1 (b)).  

 

(a) (b) 

Fig. 3-1 Illustration of bolted ring-flange connections (RF) (a) RF connection (unit: mm); (b) 
Evolution of bolt and contact forces 

Stage I - The increase of imposed load causes bending of the flanges, resulting in 
nonlinear decrease of the contact force Fc. The imposed load Z is mainly resisted via the 
redistribution of the contact force Fc. A slight increase of the bolt force Fb appears. 

Stage II - After reaching the critical value of the imposed load ZI, a large tensile load 
produces the successive opening of the contacts and expeditious increment of the bolt 

force Fb. 
Stage III - Plastic deformation, at the “macro” level, of the flange and bolt occurs in this 
stage after reaching ZII. The bolt force Fb increase linearly and only the area closed to 
the internal edge of the flanges is in contact resulting in a roughly constant contact force 
Fc. 

Finally, the connection achieves the ultimate tensile strength ZU and fails in two modes: 
rupture of the bolts and/or rupture of the bolt combined with plastic deformation of 
the flanges/segments.  
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(a) (b) 

Fig. 3-2 Illustration of bolted ring-flange connections with defined contacts (RFD) (a) RFD 
connections (unit: mm) (b) Evolution of bolt and contact forces 

Different from the continuous contact surface in RF connections, in RFD connections, 
the pretension bolt action Fp is transmitted via two clearly defined contact surfaces. 
There are two deformation stages for RFD connections in tension (as shown in Fig. 3-2):  

Stage I – The imposed load is resisted through Fc,B (the contact area directly beneath the 
segment plate). The bolt force Fb and contact force Fc,A remain unchanged until Fc,B is 
fully unloaded.  

Stage II – The critical load ZI is achieved when Fc,B = 0. After that, the bolt force increases 
steadily until the final fracture. The ultimate capacity of the RFD connection is nearly 
identical to the RF connection with similar geometrical features.  

Only the bolt behaviour is profoundly influenced by the distinct surfaces. Consequently, 
the fatigue performance of an RFD connection differs from that of an RF connection. 
These observations are valid for the segment model or the full ring flange without the 
presence of imperfections, particularly parallel gaps [6–8]. The bolt force curve 
increases with a steeper slope if parallel gaps are present. 

 

Bolt pretension is horizontally applied to the C1 wedge connection. Three generations 
of the C1 wedge connection been developed so far [9]. The behaviour of the second-
generation design with a pin connection is investigated in chapter 2 (see Fig. 3-3). Two 
wedges immediately move towards each other other with the pretension of the 
horizontal bolt, generating the increase in contact force	Fc between the upper and lower 
segments. The applied tensile load is resisted by Fc at the beginning while the bolt force 
Fb is fairly constant throughout the loading process. The hand-calculation model was 
proposed by the company for designing the joint under ULS and FLS [10]. From Fig. 3-3 
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(b), the mechanical behaviour of a C1-WC is divided into three stages with the applied 
tensile load. 

Stage I – The connection is in the elastic stage with the linearly decreased Fc. The critical 
load ZI is defined at the end of the elastic stage.  

Stage II – After exceeding ZI, the connection behaves nonlinearly with increasing local 
plastic deformation until achieving the yield strength of the lower segment (ZII).  

Stage III – The lower segment undergoes considerable plastic deformation successively 
until an apparent necking failure occurs.  

 

(a) (b) 

Fig. 3-3 Illustration of C1 wedge connections (C1-WCs) (a) C1-WC (unit: mm) (b) Evolution of 
bolt and contact forces 

3.3 EXPERIMENTAL	WORK	

The experimental program that was used to validate the FE simulation method is briefly 
described in this section. All the tests were performed in the Stevin II lab at TU Delft. An 
extensive experimental program aiming at analysing the structural performance of 
ring-flange connections with M56 bolts was carried out subjected to static and cyclic 
loading [11]. Fig. 3-4 shows the test set-up for the RF connection under static loads. 
Both the top and bottom ends of the segment were supported by two hinges. After bolt 
preloading, the specimen was loaded to failure under displacement control. The 
external load, bolt forces and deformation capacity were measured. Six linear variable 
differential transformers (LVDTs) were installed on the sides of the flange to track the 
movement of the flange contact surface during loading. The bolt was instrumented with 
strain gauges to measure the pretension force and the following evolution of bolt force. 
Although various variables were analysed in this series of experiments, the 
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experimental results of the RF connection with ISO bolt/nut assembly are used for 
further validation of the FE simulation method. The influence of bolt-related variables 
was not the focus of this study. Stripping failure of the bolt threads at the lower side of 
the flange was obtained from the test.  

  

(a) (b) 

Fig. 3-4 Test set-up and failure mode for RF connections under static loads (a) Test set-up (b) 
Failure mode 

 

 

(a) (b) 

Fig. 3-5 Test set-up and failure mode for C1-WCs under static loads (a) Test set-up; 
(b) Failure mode 

Pertaining to the C1-WC, static tests were conducted through a dedicated test set-up, as 
shown in Fig. 3-5. Different from the hinges used in the test of RF connections, the upper 
and lower segments were welded to rigid plates where the axial load was applied at the 
top plate by a hollow plunger cylinder. The applied load, bolt force and displacements 
in the connection were monitored during the tests. Three LVDTs (D1-D3) were 
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mounted to measure the axial deformation of the specimens and the gap opening 
between the contact segments. A load cell was installed on the M18 bolt to monitor the 
tensile force in the bolt. M18 was employed in down-scaled experiments. The failure 
was governed by the net cross-section ductile failure of the lower segment. The 
experimental response and failure mechanism are explained in great detail in chapter 
2. 

3.4 FE	MODELLING	OF	CONNECTIONS	

This section employs ABAQUS [12] to investigate the structural behaviour of the 
connections. All components affecting their performance are properly modelled to 
obtain accurate results from the FE analysis. The numerical simulation introduces the 
ductile damage material model for critical components. The associated material 
property parameters are chosen in accordance with the experiments. Finally, the 
effectiveness of the established FE models is demonstrated.  

3.4.1 Geometry	dimensions	

To make a valid comparison between different connections, the geometry of 
connections and associated segments should be designed to have identical ultimate 
tensile strength. The experimental results of the C1-WC are adopted as the reference to 
design the RF/RFD connection. This is mainly because the design procedure for 
RF/RFD connection is more straightforward than that for the C1-WC. Hence, the 
developed FE model for RF/RFD connection in the comparative analysis is different 
from the geometrical features in the performed tests. However, the simulation method 
is similar so that the effectiveness of the developed FE models also can be validated 
using the previous test results. 

It has been found that the ultimate tensile resistance of the C1-WC (Zu) is independent 
of the preload force applied to the bolt [9]. The segments in C1-WCs have the following 
characteristics: the thickness and width of the segment are 40 mm and 78 mm, 
respectively (see Fig. 3-3). The ultimate capacity was calculated as Zu = As,WCfu = 812 kN, 
where As,WC is the smallest net cross-section area of the lower segment and fu is the 
measured ultimate tensile strength of S460 material [9] used in the segment of C1-WCs. 
Fig. 3-6 (c) presents the schematic geometry of the C1-WC. The M18 bolt is modelled 
with actual dimensions [9] measured by a digital caliper. The major diameters for the 
bolt and outer wedge threads are 18.18 mm and 17.90 mm, respectively. Minor 
diameters for the bolt and outer wedge threads are 15.20 mm and 15.48 mm, 
respectively. The measured pitch is 2.5 mm which is the recommended dimension for 
M18 bolt according to ISO 4014 [13]. 

The analytical models proposed by Petersen and Seidel [4,14] were used to design the 
geometry of the RF/RFD connection. Five approximated failure modes were considered, 
and the corresponding results are shown in Table 3-1. The tensile resistance for failure 
mode A is linked to bolt failure. Failure mode B represents the failure of the bolt 
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combined with the plastic deformation of the flange/segment. The failure of the shell 
and flange due to yielding is defined as failure mode C/D/E, where failure modes D/E 
should be used as they are more accurate and less conservative compared to using 
failure mode C. Table 3-1 shows that failure mode B controls the ULS of RF/RFD 
connections according to the analytical evaluation. The detailed geometry of RF and 
RFD connections is shown in Fig. 3-6 (a) and (b). An M42 bolt is utilized in these two 
connections. The M42 bolt was modelled in accordance with with Refs. [15] and [16]. 
The nominal height of the bolt head and nut is 25 mm and 34 mm, respectively. The 
nominal bolt length is 335.5 mm. The tolerance class of threads are defined as 6g (after 
coating) and 6H by ISO 965-1 [17].  

  

(a) (b) 

 

 

(c)  

Fig. 3-6 Cut view of segment specimens with various connections (a) RF connection; (b) RFD 
connection; (c) C1-WC 



 

 

Table 3-1 Evaluation of ultimate tensile resistance of RF/RFD connections  

Failure mode Analytical equations Ultimate capacity 
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2344 kN  

Note: (a) The coefficient 0.9 and the partial safety factors for the ultimate tensile resistance of bolts are neglected in this chapter. (b) a detailed explanation 
can be found in [19,20] and Appendix. 
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The parameters of the contact surface in the RFD connection were determined by the 
recommendations provided by Krutschinna [21]. It summarized that the gap depth has 
less influence on the carrying behaviour. For the sake of manufacturing reasons, the 
smallest possible recess height h/2 = 2 mm was selected. The optimized value of bk can 
be approximated as b2/2. The parameters shown in Fig. 3-6 (b) are specified as: ak = bk 
= 50 mm, a1 = 130 mm, b1 = 55 mm, a2 = 180 mm, b2 = 105 mm.  

3.4.2 Boundary	conditions	and	mesh	

The mechanical boundary conditions specified for these connections are shown in Fig. 
3-7. The reference points RP1 and RP2 in the centre of the associated surfaces are 
kinetically coupled to the surfaces at the end, respectively. Fixed support boundary 
conditions are applied on RP2. The segment is uniformly arranged along a shell cylinder 
in a full-scale tower. The constraints caused by neighbouring shells were ignored in the 
conventional segment approach in laboratory conditions. To investigate the 
effectiveness of the conventional segment approach, various constraints were set for 
the free side surfaces, namely with or without tangential symmetric boundary 
conditions (BCs). The segment continuity corresponds to the lateral boundary 
condition with tangentially symmetric BC. It should be noted that the influence of tube 
diameter is not included here. The ideal fully constrained boundary condition is 
assumed in this research. While the influence of tube diameter could be considered by 
modelling the segment with springs in hoop direction. 

 

(a) (b) (c) 

Fig. 3-7 Mechanical boundary conditions for various connections, (a) RF connection; (b) RFD 
connection; (c) C1-WC 

Solid elements were used to model all components. The plate components were 
meshed using eight-node hexahedron linear solid elements with reduced integration 
(C3D8R). The machined components, namely the bolt, nut, threaded outer wedge, 
blocks and pin-bar with more complex geometry, were meshed with ten-node modified 
quadratic tetrahedron elements (C3D10M) to realize the free mesh. The detailed mesh 
for the C1-WC can be obtained from [9]. For the RF/RFD connections, the global size of 
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the solid elements in the bolt and nut is 8 mm, while in the threaded zone the element 
size is reduced to 3 mm. A global element size of 6 mm was used for the segments and 
flanges. The general contact method in ABAQUS/explicit was applied to all contact 
interactions [12]. The “hard” contact was defined in the normal direction to prevent 
penetration and tensile stress transfer across the interfaces. The tangential behaviour 
was modelled by a "penalty" frictional formulation which allows a relatively tiny 
movement between contact surfaces. The friction coefficient of 0.1 was used for all 
contacts in the FE models.  

3.4.3 Computational	procedure	and	loading	

For each connection, two computation steps are carried out (see Fig. 3-7): bolt 
preloading (step I) and axial tensile loading along the Z direction (step II). The turn-of-
nut method is used to apply the pretension bolt force [8]. As shown in Fig. 3-7, the 
hexagon edges of the nuts in the RF/RFD connections and the bolt head in the C1-WCs 
are kinematically connected to the reference point in their centre lines. Rotations of the 
reference points were applied along the axis of the bolt. The preloading forces in the 
bolt were obtained by measuring the contact pressure force at the inner washer surface. 
EN 1990-2 [22] states that the design bolt pretension force Fp,C should be calculated 
using Fp,C = fubAs (=0.70), where fub is the ultimate tensile strength of the bolts and As 
is the tensile section area of the bolt. The partial safety factor was not considered in this 
chapter. Four different values of the preload coefficient  ranging from 0.25 to 0.70 
were selected to investigate the effects of levels of Fp. Hence, various rotation angles 
were adopted to achieve different Fp, as shown in Table 3-2, Table 3-3, and Table 3-4. 
After preloading, axial tensile displacement along Z direction was implemented to RP1 
at the top of the segment.  

Table 3-2 Configuration details of FE models for RF connections 

Specimen  Fp = fubAs  
(kN) 

Rotation 
(rad) Boundary condition Steel grade ZI (kN) ZU (kN) 

RF-BC1-S460 

0.70 825 2.10 

BC1 S460 

428 

845 0.55 649 1.64 336 
0.40 472 1.19 245 
0.25 295 0.75 153 

RF-BC2-S460 

0.70 825 2.08 

BC2 S460 

428 

853 0.55 649 1.63 336 
0.40 472 1.18 245 
0.25 295 0.74 153 

RF-BC2-S355 0.70 825 2.12 BC2 S355 428 835 
RF-BC2-S690 0.70 825 2.08 S690 428 883 
Note: BC1-Without tangentially symmetric boundary condition; BC2- With tangentially 
symmetric boundary condition  
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Table 3-3 Configuration details of FE models for RFD connections 

Specimen  Fp = fubAs  
(kN) 

Rotation 
(rad) Boundary condition Steel grade ZI (kN) ZU (kN) 

RFD-BC1-S460 

0.70 825 2.35 

BC1 S460 

543 

843 0.55 649 1.83 427 
0.40 472 1.33 310 
0.25 295 0.84 194 

RFD-BC2-S460 

0.70 825 2.29 

BC2 S460 

543 

853 0.55 649 1.79 427 
0.40 472 1.30 310 
0.25 295 0.82 194 

RFD-BC2-S355 0.55 649 1.79 BC2 S355 427 835 
RFD-BC2-S690 0.55 649 1.80 S690 427 882 
Note: BC1-Without tangentially symmetric boundary condition; BC2- With tangentially 
symmetric boundary condition 

Table 3-4 Configuration details of FE models for C1-WCs 

Specimen  Fp = fubAs 
(kN) 

Rotation  
(rad) 

Boundary condi-
tion Steel grade ZI (kN) ZU (kN) 

WC-BC1-S460 

0.70 141 51.60 

BC1 S460 

762 

817 0.55 111 38.95 625 
0.40 80 29.88 467 
0.25 50 21.58 303 

WC-BC2-S460 

0.70 141 49.59 

BC2 S460 

752 

826 0.55 111 38.05 618 
0.40 80 29.19 450 
0.25 50 21.27 294 

WC-BC2-S355 0.40 80 29.19 BC2 S355 221 682 
WC-BC2-S690 0.40 80 29.19 S690 450 1032 
Note: BC1-Without tangentially symmetric boundary condition; BC2- With tangentially 
symmetric boundary condition 

An explicit solver was used to overcome the problem of convergence difficulties and 
enhance computational efficiency. After trial computations, a semi-automatic mass 
scaling option was used to shorten the computation time and guarantee the quasi-static 
analysis. The difference in the applied rotation between RF/RFD connections and C1-
WCs is obvious. In contrast to applying pretension force in the bolt to clamp the flanges 
in RF/RFD connections, the horizontal bolt in the C1-WCs causes the movement of two 
wedges. Under applying the same rotation, the resulting bolt extension in RF/RFD 
connections is much larger than that in the C1-WCs. It is reported that the bolt head 
rotation of 2.8 rad only generates a 10 kN increment in Fp in C1-WCs from chapter 2. 
Consequently, the target time increment and period are different during the simulation 
for these connections. The target time increment for RF/RFD connections was set to be 
0.5×10−6 s. The associated periods adopted for preloading and loading to failure steps 
are 0.1 s and 0.05 s, respectively. For the C1-WC, the time increment is set as 1.0×10−6 
s. The periods for preloading and tensile loading are 2.5 s and 0.25 s, respectively. 
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3.4.4 Material	models	

Table 3-5 provides a list of the mechanical characteristics of the materials utilized in the 
FE model. Four kinds of material were introduced for major components in FE models, 
and they are displayed by different colours in Fig. 3-7. Three steel grades 
(S355/S460/S690) are specified for plate component to quantify the effect of steel 
strength on the mechanical performance of connections. The washer and pin 
connection parts were modelled as an elastic material, while elastic-plastic material 
was used to model other components. As insignificant plastic deformation occurs in 
machined parts in C1-WCs, the material behaviour of fastener assembly is represented 
by an idealized trilinear elastic-plastic hardening model, as shown in Fig. 3-8. Nominal 
material properties were adopted according to EN 10025-6 [23]. Engineering stress-
strain curves were transformed into true stress-strain curves as input data in the 
ABAQUS plasticity model [24]. 

Table 3-5 Material properties adopted in FE models [23–25] 

Components Color Material E0 (MPa) fy (MPa) fu (MPa) u  A W   
Washer/pin connec-

tion 
White Elastic 2.10e5 - - - - - - - 

Fastener assembly Red 34CrNiMo6 2.10e5 620 800 - 0.15 - - - 
Bolt/nut Green 10.9 2.10e5 957 1062 0.050 0.10 0 2 1.5 

Plate Grey 
S355 2.10e5 375 517 0.175 0.32 0.1 1.8 

1.5 S460 2.10e5 485 620 0.125 0.23 0 1.4 
S690 2.05e5 746 785 0.061 0.15 -0.4 1.3 

Note: E0 – Young’s modulus; fy and fu is yield strength and ultimate strength, respectively; u - the 
strain corresponding to ultimate strength; A - the ultimate elongation; W – weighting factor in full-
range true stress-strain constitutive material model;  and 	 are two material-dependent 
parameters in Rice-Tracy fracture criterion. 

 
Fig. 3-8 Stress-strain curves for 34CrNiMo6 material [25] 
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Fig. 3-9 Comparison between experimental and numerical engineering stress-strain curves 
[9,26,27] 

 

(a) (b) 

  

(c) (d) 

Fig. 3-10 Stress-strain curves of the critical parts in FE models; (a) S355; (b) S460; (c) S690; (d) 
Bolt Grade10.9 

The full-range stress-strain constitutive model and ductile damage model were used for 
plate components and bolts. The post-necking behaviour of the metal material can be 
successfully described by a combined linear and power law stress-strain law [24,28,29]. 
The only unknown variable, namely the weighting factor W, was calibrated using the 
measured material property. To accurately simulate the failure mode of connections, a 
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ductile damage model based on Rice-Tracey (RT) function was employed in this 
chapter [30,31]. Two material-dependent parameters  and  were calibrated by 
matching the engineering stress-strain curves obtained from test results [9,26,27,32], 
see Fig. 3-9. It should be noted that the material property of the bolt is obtained based 
on the assumption of a parabolic shape of the engineering stress-strain curve [8]. The 
curves can be drawn with measured yield strength and ultimate strength and the 
ultimate elongation A	= 10% according to ISO 898-1 [33]. Fig. 3-10 shows the calibrated 
full-range stress-strain curves for the materials specified for plate components and 
bolts. 

3.4.5 Validation	of	FE	method	

  

(a) (b) 

  

(c) (d) 

Fig. 3-11 Comparison between FE and test results of RF connections; (a) Bolt force Fb; (b) Gap 
at LVDT1/2; (c) Gap at LVDT3/4; (d) Gap at LVDT5/6 

The developed FE method for C1-WCs has been demonstrated in chapter 2. As 
mentioned before, the FE simulation method for RF/RFD connection was validated by 
the test results described in Section 3.3. In the test, after applying 5 cyclic loads via force 
control, the specimen was loaded to final failure via displacement control. An FE model 
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with identical geometry and boundary conditions to the test was established. Uniaxial 
tensile load applied in the cross-section of the upper segment was used in FE simulation 
for simplification. Comparisons were made between the numerical and experimental 
ultimate load capacity, bolt force evolution, and local deformation, as illustrated in Fig. 
3-11. After the bolt exceeds its yield strength (Fb > 1942 kN), the actual experimental 
bolt force was not available from the used strain gauges. This is because the strain is not 
proportional to the bolt force outside the elastic region. The maximum bolt force Fb,max-

test was calculated according to the established simple analytical model: Fb,max-testa = 
Zmax-test(a+e). a is the distance from the bolt axis to the flange edge, and e is the distance 
from the bolt axis to the shell mid plane at final fracture.  The ultimate capacity of the 
specimen (Zmax-test) and the bolt (Fb,max-test) are also shown in Fig. 3-11 (a). It is found that 
the FE model can accurately predict the strength of the specimen and the bolt. As 
plotted in Fig. 3-11 (b)-(d), the simulated gap curves provide relatively good 
agreements with the envelope of the test results. The difference shown in Fig. 3-11 (b) 
is because LVDT1 and LVDT2 went out of range (10 mm) before the ultimate tensile 
strength during the test. Both experimental and numerical results show the bolt failure 
mode. Therefore, it is concluded that the FE simulation method for the RF connection 
realistically predicts the mechanical behaviour of this connection. 

3.5 PARAMETRIC	STUDIES	ON	TENSILE	BEHAVIOUR	

In this section, the influence of important parameters on the behaviour of connections 
under static loading was assessed based on the validated FE method. The parameters 
include the lateral boundary condition on the sides of the segment/flange in hoop 
direction (BC1/BC2), preload coefficient  (0.70, 0.55, 0.40, and 0.25), and the steel 
strength (S355, S460, and S690).  

3.5.1 Effect	of	BC1/BC2	

The FE models with the preload coefficient  = 0.7 were taken as the benchmark to 
analyse the effects of lateral boundary conditions. The detailed results are summarized 
in Table 3-2 and Fig. 3-12 represents the effect of BC1/BC2 on the behaviour of RF and 
RFD connections, namely specimens RF-BC1/BC2-S460 and RFD-BC1/BC2-S460. An 
insignificant variation was found between RF-BC1-S460 and RF-BC2-S460 in terms of 
load-displacement curves, evolution curves of bolt force, and gap between segments in 
the back view (see Fig. 3-12 (a), (c), and (e)). A similar observation is found for RFD-
BC1-S460 and RFD-BC2-S460. These imply that the lateral boundary conditions have 
little influence on the tensile performance of RF and RFD connections. The 
circumferential stress generated under BC2 has negligible influence on the static tensile 
behaviour of RF/RFD connections. It is reasonable to use the segment approach to 
represent their static performance without considering imperfections. The bolt force 
evolution calculated using the proposed analytical models is included in Fig. 3-12 (c) 
and (d) to strengthen the reliability of the FE models. It is found that the 
Schmidt/Neuper estimation is conservative as reported in [2], which is accepted to 
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contain the detrimental influence of imperfections. The development of Fb obtained 
from analytical models for RFD connections agrees well with the FE results. 

  

(a) (b) 

  

(c) (d) 

 
 

(e) (f) 

Fig. 3-12 Comparison of RF and RFD connections: (a) and (b) load-displacement curves; (c) and 
(d) bolt force evolution curves; (e) and (f) gap; ((a), (c), (e): RF-BC1/BC2-S460; (b), (d), (f): 

RFD-BC1/BC2-S460) 
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(a) (b) 

 

(c) (d) 

Fig. 3-13 Comparison between WC-BC1/BC2-S460; (a) Load-displacement curves; (b) 
Evolution curves of bolt force; (c) Gap; (d) Maximum principal stress  

Fig. 3-13 illustrates the comparison between WC-BC1-S460 and WC-BC2-S460. A 
noticeable contrast begins at the yield plateau in the load-displacement curves and 
continues until the approximate peak load (see Fig. 3-13 (a) and Table 3-4). The 
evolution curves of bolt force and gap between the segments in the back view exhibit 
almost identical behaviour with BC1 and BC2, see Fig. 3-13 (b) and (c). It is reported 
that the lower block in C1-WC is subjected to bending as it spans two cover plates and 
the lower segment [34]. After reaching the ultimate capacity, the obvious deformation 
in the lower segment results in increased bending in the lower block and the bolt. The 
axial force distribution in the middle cross-section of the bolt is displayed in Fig. 3-13 
(b). With the significantly increased deformation in the lower segment, the contact 
between the lower wedge connection and the lower segment is lost followed by  
suddenly decreasing bolt force. A control point is located at the transition region in the 
lower segment instead of the bolt from FE results. The maximum principal stress pri,max 
at this point until the maximum strength was extracted as shown in Fig. 3-13 (d). It is 
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found that pri,max increases linearly until reaching the yield limit strength fy. With 
increasing imposed load, pri,max of WC-BC1-S460 exhibits a faster increase rate with a 
smaller initial value compared to that of WC-BC2-S460.  

 
Fig. 3-14 Deformation and stress response of WC-BC1/BC2-S460 under Z=240 kN 

To better reflect the effect of BC1/BC2, the deformation and stress response of the 
lower segment under the imposed load of 240 kN is shown in Fig. 3-14 as an example. 
The stress distribution at a certain cross-section of the hole is also displayed in Fig. 3-14. 
The deformation along X direction is magnified by a factor of 50. It is seen that the 
distribution of pri,max is heavily influenced by BC1 and BC2. Moreover, the distribution 
of pri,max along the centre line of the half oval hole is represented in Fig. 3-15. The 
negative maximum principal stress occurring between 0 - 25 is attributed to the 
compression force between the upper block and the lower segment at this region. The 
diagrams show that BC1 causes a more uniform distribution of stress response in the 
C1-WC. This could explain why the value of pri,max of WC-BC1-S460 at the control point 
(see Fig. 3-13 (d)) is smaller than the WC-BC2-S460 before reaching yield strength.  

 

 (a) (b) 

Fig. 3-15 Distribution of max principal stress of C1-WCs under BC1/BC2; (a) WC-BC1-S460; 
(b) WC-BC2-S460 
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(a) (b) 

Fig. 3-16 Comparison of maximum principal stress range and SCF for WC-BC1/BC2-S460 (a) 
WC-BC1-S460 (b) WC-BC2-S460 

Analysing the range of maximum principal stress pri,max and the stress concentration 
factor (SCF) kf is crucial to identify the most vulnerable regions under fatigue in the 
lower segment in C1-WCs. To eliminate the influence of the initial stress introduced by 
various pretension levels (see Table 3-4), SCF is defined as the ratio of pri,max to the 
nominal stress for this connection. The grey shadow area marked in Fig. 3-15 is located 
between the angle 25-80. Fig. 3-16 displays the response of pri,max and kf in these 
localized regions, where Z = 0 kN is selected as the reference. As shown in Fig. 3-16, the 
position of the peak pri,max differs under BC1 and BC2. The kf,max corresponding to peak 
pri,max was obtained as 1.50 and 1.41 for WC-BC1-S460 and WC-BC2-S460, 
respectively. The pri,max and kf under BC1 are higher than those under BC2. This is 
because the circumferential continuity (hoop stresses) causes increasing triaxiality 
followed by the larger SCF. This implies that the stress response in the lower segment 
of C1-WCs is greatly influenced by “circumferential” boundary conditions. 

3.5.2 Effect	of	pretension	level	(coefficient	)		

The effect of pretension level on the behaviour of RF, RFD, and C1-WC is shown in Fig. 
3-17 and Fig. 3-18. The results of connections with BC2 are selected for comparison. 
The initial stiffness of these connections is degraded with reduced  (see Fig. 3-17 (a) 
and (b), Fig. 3-18 (a)). For RF and RFD connections with insufficient pretension force, 
the obvious rise of the bolt force Fb and gap appears earlier together with the lower 
critical value ZI (see Table 3-2 and Table 3-3 )As shown in Table 3-4 and Fig. 3-18 (b), ZI 
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corresponding to the abruptly appearing gap between segments in C1-WCs also 
decreases with reduced . It should be noted that the ultimate capacity ZU for all types 
of connections is not related to the pretension level.  

   

(a) (b) 

 
 

(c) (d) 

  

(e) (f) 

Fig. 3-17 Comparison of RF/RFD connections under various preload coefficient: (a) and (b) 
load-displacement curves, (c) and (d) bolt force evolution curves, and (e) and (f) gap; ((a), (c), (e):  

RF-BC2-S460; (b), (d), (f) RFD-BC2-S460) 
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(a) (b) 

Fig. 3-18 Comparison of WC-BC2-S460 under various preload coefficient; (a) Load-
displacement curves; (b) Gap 

  

(a) (b) 

  

(c) (d) 

Fig. 3-19 Response of maximum principal stress of C1-WCs under various BC and ;(a) pri,max 

of WC-BC1-S460; (b) pri,max of WC-BC1-S460; (c) pri,max of WC-BC2-S460; (d) pri,max of 
WC-BC2-S460 
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Fig. 3-19 compares the response of maximum principal stress at the control point of C1-
WCs under various boundary conditions and preload coefficient . It is interesting to 
find that the stress response of WC-BC1-S460 is approximately consistent under 
various , see Fig. 3-19 (a) and (b). However, a larger  in WC-BC2-S460 generates a 
higher initial value of pri,max after preloading and a lower SCF kf,max before yielding 
strength. The lowest pri,max and kf,max of WC-BC2-S460 with  = 0.70 demonstrate the 
benefits of sufficient pretension level in C1-WCs. These results also necessitate the 
importance of investigating the lateral boundary conditions. 

3.5.3 Effect	of	steel	strength	

To quantify the influence of various steel grades, the mechanical behaviour of RF and 
RFD connections with identical ZI and boundary conditions are compared in this section. 
According to the analytical models,	ZI of RF connections with  = 0.7 is calculated as 428 
kN which is equal to that of RFD connections with  = 0.55. Fig. 3-20 displays the 
comparison analysis between RF and RFD connections made of various steel grades. 
The governing failure mechanism is the plastic hinge in the shell/flange and the failure 
of the bolt. The ultimate resistance is increased by using higher steel grade for shell and 
flanges (Fig. 3-20 (a) and (b)).  As presented in Fig. 3-20, the curves separate after 
reaching the imposed load of 720 kN both for RF and RFD connections. It is found that 
the nominal bolt stress exceeds the yield strength of bolts of 957 MPa. This implies that 
the imposed load is resisted by the introduced contact force between flanges after bolt 
pretension, bolts, and the segments/flanges sequentially. Before bolts yield, the major 
function of the shell and flange is to transfer the external load. The steel strength has no 
influence on the initial stage of the bolt force development and gap behaviour for the 
RF/RFD connection. This is verified by the FE results displayed in Fig. 3-20 (c)-(f).  

 

  

(a) (b) 
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(c) (d) 

  

(e) (f) 

Fig. 3-20 Comparison of RF/RFD connections made of various steel grades: (a) and (b) load-
displacement curves, (c) and (d) bolt force evolution curves, and (e) and (f) gap; ((a), (c), (e): RF-

BC2-S355/460/690; (b), (d), (f): RFD-BC2-S355/460/690) 

Fig. 3-21 shows a comparison between WC-BC2-S355, WC-BC2-S460, and WC-BC2-
S690. The design value of the critical load ZI is 450 kN. The segments in C1-WCs are the 
dominant part to resist the imposed load, instead of the bolt in the RF and RFD 
connections. Therefore, these three specimens behave differently in terms of the load-
displacement curves, gap opening, and stress response. It is seen that the gap of WC-
BC2-S355 develops much earlier than the other two specimens (Fig. 3-21 (b)). Under 
the designed critical load ZI, the maximum principal stress of WC-BC2-S355 is around 
400 MPa representing the appearance of developed plastic deformation, as shown in 
Fig. 3-21 (c). It is required that the connections are in the elastic stage, e.g. below the 
critical load ZI load. The steel grade lower than S355 is not enough to satisfy the 
requirement. Therefore, it is suggested that the yield strength of steel grade in C1-WCs 
should be larger than ZI/As,WC for design, where As,WC is the smallest net cross-section 
area of the lower segment.  
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(a) (b) 

 

 

(c)  

Fig. 3-21 Comparison of C1-WCs made of various steel grades; (a) Load-displacement curves; 
(b) Gap; (c) Maximum principal stress  

3.6 PARAMETRIC	STUDIES	ON	FATIGUE	PERFORMANCE	

The fatigue life of the RF and RFD connections is dependent on the fatigue resistance of 
the bolt corresponding to the fatigue detail category (FAT) of 50 (including the bending 
stresses) [35,36]. For bolts with a diameter of more than 30 mm, a reduction factor 
should be introduced when determining their fatigue resistance. FAT 46 is obtained for 
the RF/RFD connections with M42 bolts. Charlton [37] summarized that 65% of fatigue 
failure of bolts occurs in the root of the first loaded thread, 15% at the bolt head to shank 
radius, and 20% at the thread run-out. According to recent practical application, almost 
all fatigue failure of the bolt assembly occurs in the first engaged thread. Fig. 3-22 
displays the distribution of the stress response along the bolt length of RF-BC2-S460. 
The location of the critical point and the trend of the bending moment are consistent 
with the previous chapter. The bending moment range of the bolt (M) at this critical 
position is extracted from FE results. The stress range of RF and RFD connections is 
calculated as  = Fb/As,bolt+2M dbolt/Ibolt, where As,bolt is the tensile stress area of the 
bolt, dbolt is the effective diameter of the bolt, and Ibolt is the moment of inertia of the bolt. 
The axial force Fb and bending moment M were extracted using a free body cut with 100 
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slicing along the bolt length. A smooth curve is then produced using a cubic smoothing 
spline to mitigate the effect of scattering.  

 

Fig. 3-22 Critical position in RF-BC2-S460 with  = 0.70 under Z = 400 kN 

 
Fig. 3-23 S-N curves for C1-WCs 

Referring to C1-WC, a log-log relation between stress range and fatigue life is obtained 
as log10(N) = 12.282-3log10() with 75% confidence level and 95% probability of 
survival based on the scaled segment fatigue tests. The fatigue life S-N curves employed 
to evaluate the fatigue performance of the connections are shown in Fig. 3-23. The detail 
category C is predicted as 98 according to the definition in [35]. It should be noted a 
more comprehensive FLS assessment is required to confirm the detail category for C1-
WC. The analyses in Section 3.5.1 show that the stress response of C1-WCs is 
significantly influenced by BC1/BC2, pretension force level, and steel strength. 
Therefore, an evaluation of the fatigue life of C1-WCs is presented. The range of 
maximum principal stress pri,max was used for calculating the fatigue resistance. In 
that case, the detail category incorporated with the stress concentration factor kf should 
be used. kf varies with different pretension levels under BC2. For simplification, kf = 1.5 
was used and the detail category FAT 98 was substituted by FAT 147 when using 
pri,max as the stress range. The results of the stress range in three connections under 
five nominal stress ranges (seg = 25, 51, 76, 102, 127 (MPa)) applied to the top of the 
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upper segment are shown in Table 3-6, Table 3-7, and Table 3-8.The calculated stress 
ranges are then used to compute the related fatigue life. Results including the ratio 
between the fatigue life under BC1 and BC2 (NBC1/NBC2) are displayed inTable 3-9, Table 
3-10 and Table 3-11.The infinite fatigue life in tables is replaced as definite fatigue life 
as 108. 

Table 3-6 Determined stress range  (MPa) of RF connections for different nominal stress 
ranges 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 BC1 6.0 8.0 27.1 39.3 73.0 
BC2 1.2 14.8 27.1 39.5 74.0 

0.55 BC1 2.9 17.9  36.2 74.0  103.0  
BC2 3.4  18.1  36.1 69.6 102.8  

0.40 BC1  6.7 24.4  61.3  109.3 185.5  
BC2 5.8 23.9  60.6  99.9  176.8  

0.25 BC1 16.0  49.6  109.0  234.6 369.7  
BC2 14.9  46.8 103.4  223.3  358.8  

 
Table 3-7 Determined stress range  (MPa) of RFD connections for different nominal stress 

ranges 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 BC1  15.9 17.4 35.5 36.2 36.4 
BC2 11.1 16.4 35.6 36.1 37.6 

0.55 BC1 16.6 17.9 33.4 37.0 46.4  
BC2 9.7 17.3 34.4 39.0 49.2 

0.40 BC1 13.9 23.5 35.3 69.9 172.9  
BC2 11.7 23.4 37.2 70.2 175.3 

0.25 BC1 13.7 26.7 107.9 229.5 339.5  
BC2 11.4 26.9 105.8 232.4 355.5  
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Table 3-8 Determined stress range pri,max (MPa) of C1 WCs for different nominal stress 
ranges 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 BC1  95.4 181.8 274.7 375.1 470.2 
BC2 80.5 155.5 242.7 332.8 403.9 

0.55 BC1 93.7 180.1 273.9 373.5 470.4 
BC2 81.5 160.8 245.8 321.7 409.5 

0.40 BC1 92.5 178.9 272.5 371.8 462.3 
BC2 81.4 160.9 247.0 323.8 412.9 

0.25 BC1  93.0 179.7 270.6 372.5 476.4  
BC2  82.0 161.3 274.8 335.1 424.0 

 

Table 3-9 Fatigue life N of RF connections in number of cycles 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 
BC1 >108 >108 1.52107  3.20106  4.99105  
BC2 >108 >108  1.54107  3.16106  4.79105  

NBC1/NBC2 - -  0.99  1.01  1.04 

0.55 
BC1  >108 >108 4.09106  4.79105  1.78105  
BC2 >108 >108  4.12106  5.76105  1.79105  

NBC1/NBC2 - - 0.99 0.83 0.99 

0.40 
BC1  >108 2.57107  8.43105  1.49105  3.04104  
BC2 >108 2.89107  8.73105  1.95105  3.52104  

NBC1/NBC2 -  0.89  0.97  0.76  0.87 

0.25 
BC1  >108 1.59106  1.50105  1.50104  3.84103  
BC2 >108 1.89106  1.76105  1.74104  4.20103  

NBC1/NBC2 -  0.84 0.85 0.86 0.91  
 

Table 3-10 Fatigue life N of RFD connections in number of cycles 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 
BC1 >108 >108 4.36106  4.10106  4.04106  
BC2 >108 >108  4.30106  4.13106  3.65106  

NBC1/NBC2  - -  1.01 0.99 1.10 

0.55 
BC1  >108 >108 5.38106  3.83106  1.94106  
BC2 >108 >108 4.76106  3.28106  1.63106  

NBC1/NBC2 -  - 1.13 1.17 1.19  

0.40 
BC1  >108 3.09107  4.42106  5.69105  3.76104  
BC2 >108 3.21107  3.78106  5.62105  3.61104  

NBC1/NBC2 -  0.96 1.17 1.01 1.04 

0.25 
BC1  >108 1.65107  1.54105  1.61104  4.96103  
BC2 >108 1.58107  1.64105  1.55104  4.32103  

NBC1/NBC2 -  1.05 0.94 1.04 1.15  
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Table 3-11 Fatigue life N of C1-WCs in number of cycles 

 Boundary condition Nominal stress range seg (MPa) 
25 51 76 102 127 

0.70 
BC1 9.47106 1.06106  3.07105  1.20105  6.11104  
BC2 2.21107 1.69106  4.45105  1.72105  9.64104  

NBC1/NBC2 0.43 0.63 0.69  0.70 0.63 

0.55 
BC1 1.03107 1.09106  3.09105  1.22105  6.10104  
BC2 2.08107 1.53106  4.28105  1.91105  9.25104  

NBC1/NBC2 0.50 0.71 0.72 0.64 0.66  

0.40 
BC1 1.10107 1.11106  3.14105  1.24105  6.43104  
BC2 2.09107 1.53106  4.22105  1.87105  9.02104  

NBC1/NBC2 0.53 0.73 0.75 0.66 0.71 

0.25 
BC1 1.07107 1.09106  3.21105  1.23105  5.88104  
BC2 2.02107 1.51106  4.18105  1.69105  8.34104  

NBC1/NBC2 0.53 0.72 0.77 0.73 0.71  
 

  

(a) (b) 

  

(c) (d) 

Fig. 3-24 Comparison of fatigue life in number of cycles of three connections with various BC 
and ; (a) RF connections; (B) RFD conenctions; (c) C1-WCs (d) Results with =0.7 
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The results of the fatigue life evaluation are more vividly presented in Fig. 3-24. It is 
observed that the deviation of the fatigue life of C1-WCs caused by various lateral 
boundary conditions is more dramatic compared to that of RF and RFD connections. 
The average value of NBC1/NBC2 of RF, RFD, and C1-WC is 0.92, 1.07, and 0.66, 
respectively. In comparison to “complete tower” conditions (BC2), the laboratory 
segment fatigue tests properly represent the fatigue performance for RF/RFD 
connections. The prediction resistance is in a range of appr. 8% as obtained in this case 
study. The segment test is rather conservative for C1-WCs by predicting resistance of -
34% compared to the expected resistance in a complete tower. The fatigue 
performance of connections at the same and ideal pretension level ( = 0.70) is 
compared in Fig. 3-24 (d). The fatigue resistance of WC-BC2-S460 exhibits the least 
resistance under perfect conditions, i.e. when the contact surfaces of the connection are 
perfectly aligned and pretension force is maintained at its maximum level in the bolt 
throughout the connection's lifetime. Moreover, RFD-BC2-S460 offers excellent fatigue 
resistance specifically after seg exceeds 98 MPa, see Fig. 3-24 (d). The influence of 
steel strength on their fatigue performance is shown in Fig. 3-25. Its effect can be 
neglected as long as a suitable material is selected for the connections. 

  

(a) (b) 

 

 

(c)  

Fig. 3-25 Comparison of fatigue life in number of cycles of three connections with different steel 
strength; (a) RF-BC2 (=0.7); (b) RFD-BC2 (=0.55); (c) WC-BC2 (=0.4) 
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Connections with bolts face a number of difficulties, which may appear during the 
assembly process or in service [38]. These difficulties include the accuracy of applied 
bolt force, self-loosening of bolts, and short-term and long-term relaxation of bolts. It is 
well known that the fatigue performance of RF and RFD connection is very sensitive to 
pretension force level in bolts. The most optimistic results about bolt force response 
under the identical nominal stress range can be extracted from the FE simulation. These 
bolt forces can be used to calculate the fatigue life of RF/RFD connections without 
imperfections.  

 
Fig. 3-26 Degradation of fatigue life 

Fig. 3-26 shows the average discrepancy of fatigue life of connections with four preload 
coefficients . It is clearly found that the fatigue performance of RF connections is the 
most negatively influenced by . On the contrary, C1-WCs show robust fatigue 
performance even with varied . The degradation of fatigue life of C1-WCs is 0.08 from 
 = 0.70 to  = 0.25. In other words, the fatigue performance of C1-WCs is insensitive to 
the variation of bolt preload force which could be generated by the issues mentioned 
above. However, these issues will lead to a huge degradation of the fatigue resistance of 
RF and RFD connections.  

3.7 COMPARISON	BETWEEN	CONNECTIONS	

To compare the performance of connections designed with similar ZU and ZI, specimens 
RF-BC2-S460, RFD-BC2-S460, and WC-BC2-S460 with three different preload 
coefficients  are selected. Table 3-12 and Fig. 3-27 illustrate the configuration details 
and results of the selected specimens. The initial stiffness is obtained by tangential 
approximation of the load-displacement curve within the critical load ZI. RFD 
connections display slightly higher initial elastic stiffness than RF and C1-WCs. Fig. 3-27 
(b) shows RFD-BC2-S460 achieves approximately similar fatigue performance to RF-
BC2-S460 with lower bolt preload force (649 kN). The maximum bolt stress in C1-WC 
is within the elastic range of the bolt (see Fig. 3-27 (b)). The gap opening at the ultimate 
state of RF/RFD connections (20 mm) is around six times the one of C1 connections (3 
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mm), as seen in Fig. 3-27 (c). Compared to RF/RFD connections, the C1-WC shows the 
lowest gap before reaching ZI. This implies that the bolts in the RF/RFD connections 
could be more prone to corrosion than C1-WC,  which may accelerate the fatigue crack 
initiation and propagation [39]. The fatigue performance of the connections is 
compared in Fig. 3-27 (d). Although WC-BC2-S460 shows the lowest fatigue resistance 
for ideal conditions, the benefits of this connection become clear when more realistic 
conditions are considered, i.e. realistic level of execution tolerances between two tower 
segments which are causing lower levels of pretension forces in bolts. 

Table 3-12 Configuration details of connections with similar ZU and ZI 

Specimen Bolt preload (kN) Bolt rotation (rad) Bolt Initial stiffness 
(kN/mm) 

ZI 
(kN) ZU (kN) 

RF-BC2-S460 825 (0.70Asfu) 2.08 M42-10.9 1564 428 853 
RFD-BC2-S460 649 (0.55Asfu) 1.79 M42-10.9 1743 427 853 
WC-BC2-S460 80 (0.40Asfu) 29.19 M18-10.9 1183 450 826 

 

(a) (b) 

 

(c) (d) 

Fig. 3-27 Comparison between connections with similar ZU and ZI; (a) Load-displacement 
curves; (b) Bolt stress development; (c) Gap; (d) Fatigue life in number of cycles 
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3.8 CONCLUSION	

This chapter provides a comprehensive comparative analysis between three 
connections for possible use in towers supporting wind turbines, namely bolted ring-
flange connection (RF), bolted ring-flange connection with a defined area (RFD), and 
the C1 wedge connection (C1-WC). Advanced FE models were established and 
validated against the performed test results. Afterwards, parametric studies on tensile 
behaviour and fatigue performance were performed to assess the effect of the lateral 
boundary conditions on the sides of the segment specimen, preload coefficient , and 
steel strength. The following conclusions are drawn: 

 The influence of “continuity” conditions, circumferential (hoop) stress, on the 
tensile static behaviour of RF and RFD connection, is negligible. However, the 
stress response of crucial components in C1-WCs is significantly influenced by 
the effect of circumferential stress. It is indicated that the BC1 causes a more 
uniform distribution of stress response in the C1 WC and a smaller stress 
concentration factor kf. Furthermore, the ranges of maximum principal stress 
pri,max and stress concentration factors kf of C1-WCs with BC2 are lower than 
that with BC1. 

 The reduced pretension level in bolts, given by coefficient  leads to a 
noticeable reduction of initial stiffness and the critical load ZI for L-flange 
connections, while their ultimate capacity ZU remains constant. The stress 
response of C1-WCs, for different , depends on the continuity boundary 
conditions. The stress response of C1-WCs with BC1 is rather consistent under 
various preload forces () However, by increasing under BC2, a higher 
maximum principal stress pri,max is generated but with smaller pri,max and kf. 
The benefits of a sufficient pretension level under ideal contact alignment are 
demonstrated for all three types of connections.  

 Before the bolt yields, the effect of steel strength on the tensile behaviour of RF 
and RFD connections is limited. On the contrary, the strength of steel plays a 
significant role in the ultimate limit state of C1-WCs. This indicates the 
potential of using higher-strength steel in this connection. The recommended 
yield strength of the steel in the C1-WC should be greater than ZI/As,WC. 

 The effectiveness of the laboratory segment tests for three types of 
connections is thoroughly evaluated. The ratio between the fatigue life under 
BC1 and BC2 (NBC1/NBC2) for RF, RFD, and WG connections is 0.92, 1.07, and 
0.66, respectively. The laboratory segment fatigue tests properly estimate the 
fatigue performance for RF/RFD connections (without imperfection) while 
leading to a rather conservative assessment for WG connections.  

 Under a similar ULS/fatigue load, RFD exhibits higher initial stiffness 
compared to other connections. C1-WCs have the best corrosion protection 
capabilities. Between = 0.70 and 0.25, the degradation of the fatigue 
resistance of RF/RFD connections is twelve times higher than C1-WCs (the 
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lifetime degradation of 0.08). This indicates that the C1 wedge connection is a 
very robust connection for offshore applications.  

This chapter addresses research question Q2) by providing a quantitative comparison 
between three MP-TP connections. After investigating the mechanical behaviour of the 
C1 wedge connection in chapters 2 and 3, the following chapters will concentrate on 
assessing the healthy status of this connection by AE techniques.  
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Part of this chapter has been prepared as a journal article: Cheng L, et al., Application of Acoustic emission for 
deformation stage identification combining SSA-VMD and ANN. Credit is also given to the master thesis: 
‘Qinkun Sun, Identification of deformation stages for specimens under tensile test based on Acoustic Emission 
Technique’. 

4. IDENTIFYING	DEFORMATION	STAGE	
BY	ACOUSTIC	EMISSION	

 

 

Acoustic  emission  (AE)  is  widely  used  for  identifying  source mechanisms  and  the 

deformation stage of steel material. The effectiveness of this non‐destructive monitoring 

technique heavily depends on the quality of the measured AE signals. However, the AE 

signals  from  deformation  are  easily  contaminated  by  signals  from  noise  in  a  noisy 

environment. This chapter presents a hybrid model for deformation stage identification, 

which combines a  self‐adaptive denoising  technique and an Artificial neural network 

(ANN). In pursuit of model generality, AE signals were collected from tensile coupon 

tests with various steel materials and loading speeds.  

This  chapter  addresses  the  third  research  question Q3)  and  is  organized  as  follows: 

Section  4.1  introduces  the  application  of  AE  monitoring  for  deformation  stages 

identification.  Section  4.2  presents  the  proposed  SSA‐VMD  model.  Section  4.3 

demonstrates the performance of the proposed denoising method using a simulated AE 

signal.  The  experimental  program  and  results  are  described  in  Section  4.4  Finally, 

Section 4.5 describes the employed ANN for signal identification with hyperparameter 

tuning. The conclusion is given in Section 4.6.  
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4.1 INTRODUCTION	

Dunegan et al. [1] first correlated the characteristics of collected AE signals to the 
fracture mechanisms of precipitated alloys, such as beryllium and aluminium. This 
research showed the potential of the AE technique for fracture analysis of metal 
materials. After that, systematic studies of AE signals generated during the tensile 
deformation of metal materials were conducted [2–6]. With the development of 
microstructural examination [7–9], the AE sources during the deformation process 
were explained using the underlying mechanism in metals and alloys. It was concluded 
that AE signals are dominantly produced by dislocation activity in the micro- and 
macro-yielding zones of metals, as well as at the final fracture.  

The trend of AE features, such as amplitude, energy, counts, hits, and root-mean-square 
(RMS) have been successfully confirmed to interpret the rupture process of materials 
[6,10–16]. Other novel indicators were proposed with improvements in the AE 
monitoring systems and data processing techniques [17–20]. Although the regular 
pattern of AE activities for metal material deformation has been obtained, the related 
quantitative description is not transferable between studies. This is mainly because the 
AE characteristics are influenced by several factors, such as types of material, plasticity 
level, presence of any inclusions, and the employed AE acquisition system [21,22]. In 
addition, it has also been found that the signals generated during plastic deformation 
have overlapped distribution of AE features to final fracture [23]. If monitoring is not 
initiated at the beginning of the loading, it is challenging to distinguish the signals from 
plastic deformation and fracture based just on certain or synthetic analyses of AE 
features. Hence, it is necessary to propose a more generalized method to correlate the 
collected AE signals to deformation stages.  

Artificial neural network (ANN) has been used to detect the deformation stage for 
certain steel materials exposed to static tensile loading [24,25]. The performance of the 
ANN method is highly dependent on the quality of AE signals. Whereas, the collected AE 
signals are always accompanied by complex noise in practical cases (e.g. friction noise 
between components and equipment, background noise from the environment). AE 
signals resulting from metal deformation are typically nonlinear and non-stationary 
[26]. Signal decomposition methods have been presented to decompose the 
nonstationary signals into several regular clear sub-signals, which can be effectively 
used to remove the noises of nonstationary signals. Representative methods include 
wavelet transform (WT) [27], empirical mode decomposition (EMD) [28], ensemble 
empirical mode decomposition (EEMD) [29], and variable mode decomposition (VMD) 
[30]. VMD outperforms the EMD and WT in terms of theoretical foundation, anti-noise 
performance and alleviating the mode mixing problem [31]. Whereas, the user-defined 
decomposition mode numbers severely affect its reliability. Furthermore, Zhou and Zhu 
[32] found that VMD cannot effectively isolate low-frequency random noise. To solve 
the abovementioned drawbacks, some studies proposed an improved VMD method 
combing with singular spectral analysis (SSA) [33], called the VMD-SSA method 
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[32,34,35]. The VMD algorithm first de-noises the data, and then the singular spectrum 
analysis (SSA) algorithm is used to further filter out the low-frequency noise. Although 
the VMD-SSA shows high de-noising precision and anti-noise robustness, it is time-
consuming to select the proper number of rows of the Hankel matrix for specific signals 
in SSA.  

This chapter represents one of the first attempts to employ SSA as the primary 
decomposition technique for AE signals. After verifying the performance of the 
proposed denoising method, measured AE signals were obtained via a series of coupon 
steel tensile tests. Moreover, to improve the generalization of the ANN model, the tests 
were conducted with various steel grades, geometry of coupons, and loading rates. The 
improved ANN was evaluated for signal identification during tensile deformation.  

4.2 PROPOSED	DENOISING	METHODOLOGY	

The SSA-VMD denoising approach is proposed to overcome issues with selecting the 
proper parameters for SSA and VMD (number of rows of the Hankel matrix of SSA and 
decomposition level of VMD). Two basic assumptions are: (1) signals are composed of 
several narrow-bandwidth signals; (2) the frequency of noise is overlapping with that 
of the real AE signals but the corresponding frequency peak is different. These two 
assumptions are theoretically accurate considering the nature of signals [36]. The idea 
behind this approach is that SSA can efficiently eliminate strong broadband noise, and 
VMD can accurately remove the narrowband noise. The full procedure is as follows: 

Step	1:	SSA	

SSA is a principal component analysis for time series and is widely used to extract 
qualitative dynamics from noise-contaminated signals [33].	

Step	1.1‐	Embedding: A one-dimensional AE signal X = (x1, , xN) is converted to a 2D 
matrix Y, namely the Hankel matrix. 
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Eq. 4-1 

where L is the number of rows (1 < L	< N) and K is defined as N-L+1. Xu et al. [37] 
concluded that L should be close to or higher than the number of samples in one period 
of the lowest frequency component.  

Step	1.2	–	Singular	value	decomposition	(SVD):	The matrix Y is decomposed into the 
product of three matrices: an orthogonal matrix U, a diagonal matrix S and the 
transpose of an orthogonal matrix V: 
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1 2    ( =[ ( , , ..., ),  0] )p
TY S S diaU gV     Eq. 4-2 

where S is an LK diagonal matrix. p are the nonnegative values in decreasing order of 
magnitude and p = min{L, K}. The diagonal entries of S are called the singular values of 
X.  

	Step	1.3	 –	Regroup	 the	 signals: The singular values are grouped by calculating the 
energy differential spectrum Di with a certain threshold : 
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where  is the singular value, Di is the sequence of energy differential spectrum, and p 
is the number of singular values. Singular value components m with Di higher than  
are marked as signal-related components. The remaining singular values (p-m) are 
grouped as noise. 

Step	1.4	–	Reconstruction: The grouped sub-signals are reconstructed from a 2D matrix 
to a time series using the anti-diagonal averaging method [38]: 
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Eq. 4-5 

 where L = min (L, K), K = max (L, K), and when L<K, yij = yij otherwise yij = yji, and yij 
= yij is the element in Y. After SSA, the strong broadband noise signals are filtered 
efficiently. 

Step	2:	VMD	

VMD decomposes signal X into an ensemble of band-limited intrinsic mode functions 
(IMFs) uk(t) [30], where k is the number of modes. 

Step	2.1	–	The	construction	variational	problems:	After applying the Hilbert transform, 
frequency mixing, and the heterodyne demodulation, this problem is described as: 
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Eq. 4-6 
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The definition of each parameter can be found in [39]. The solution is obtained by 
employing the quadratic penalty term  and Lagrangian multipliers (t). The 
constrained variational problem is converted to an unconstrained variational problem. 

Step	2.2	–	Solving	the	variational	problem:	The Alternate Direction Method of Multipliers 
(ADMM) is introduced to solve the unconstrained variational problem [40]. All the 

modes in the frequency domain 
1n

ku


and corresponding centre frequency 1n
kw   are 

expressed as: 
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Eq. 4-8 

Sud [41] discussed the possibility to determine the number of modes K a priori. The 
results show K=6 to 10 is suitable for wideband interferers. Considering the AE signals 
are distributed in a wide-band frequency range, K=8 is selected in this case, which 
means 8 IMFs are obtained after this step. 

Step	 2.3	 –	 Minimize	 the	 fake	 modes:	 The correlation coefficients between the 
decomposed IMFs and the original signal is calculated, and a threshold is then defined 
as: 

maxr R    Eq. 4-9 

where Rmax is the calculated maximum correlation coefficient.  is the ratio between the 
threshold and Rmax.  is equal to 0.025 in the following analysis after trials in certain 
cases. The modes with a correlation coefficient lower than r will be regarded as fake 
modes and removed. This step is significant because fake modes are common in real 
applications. 

Step	2.4	– Use	marginal	spectrum	to	filter	IMFs: Marginal spectrum (MS) based on the 
Hilbert-Huang spectrum (HHT) is an innovative technology for analyzing non-
stationary and nonlinear signals [28]. The peak frequency and magnitude of the 
decomposed IMFs (via VMD) of the noise database can be identified using MS. After 
recognizing the dominant frequency characteristics of the noise database, the IMFs of 
AE signals after step 2.3 with the same frequency features as those of the noise database 
can be filtered. Then, the denoised AE signals can be reconstructed using the remaining 
IMFs.  
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4.3 EVALUATION	OF	SSA‐VMD	METHOD	
4.3.1 Framework	of	SSA‐VMD	for	denoising	

 
Fig. 4-1 Framework of SSA-VMD 
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A framework of SSA-VMD to denoise the AE signals is shown in Fig. 4-1. A numerical 
simulation is performed to test the performance of the proposed denoising method. 
Two types of noise exist in the laboratory environment of steel tensile deformation tests: 
wideband background noise, and narrowband mechanical noise (including friction 
noise and engine noise). Consequently, as shown in Fig. 4-2, background noise (XB) and 
mechanical noise (XM) are mixed with the original AE signal (XAE,C) to obtain a 
contaminated signal (XC).  

 
Fig. 4-2 Illustration of a contaminated continuous signal with SNR = -5 dB 

AE signals can be generally classified into two basic types: (1) A burst AE signal with a 
clear pick and the following ringdown; and (2) a continuous AE signal which is a 
convolution of small burst signals. Continuous signals are more likely to be obscured by 
noise than burst-shape AE signals. Besides, continuous signals are compatible with the 
dislocation movement or plastic deformation of material generated during steel 
deformation [23,42]. Hence, in this simulation, a continuous signal was selected as the 
original signal. The original AE signal XAE,C is a continuous signal from the pencil lead 
break test on a steel specimen. XB is a white noise simulated by Matlab with wideband 
frequency, and XM is a detected AE signal at the beginning of a steel tensile test under a 
low load level. This signal can be regarded as the detected mechanical noise without 
any damage or dislocation movement in the material. The AE acquisition system and 
sensor used to record XAE,C and XM are identical. Fig. 4-3 shows the frequency spectrum 
of the original AE signal and noise. Signal to noise ratio (SNR) is introduced to quantify 
the influence of the noise as: 

 2 2
10 1 1

10 log ( ) ( )N N

i i
SNR x i y i

 
     Eq. 4-10 

where x(i) is the original signal and y(i) is the noise signal; N is the length of the signal. 
The SNR of the contaminated signal in this simulation is calculated as -5 dB. The 
negative SNR represents the practical cases with strong noise conditions (SNR<0), 
which means the original signal is submerged into the noise signals. 
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Fig. 4-3 Frequency spectrum of AE signals and noise signals 

4.3.2 Denoising	results	by	proposed	SSA‐VMD	

Fig. 4-4 shows an overview of the denoise process for the contaminated continuous AE 
signal (XC). The anticipated results after each step are correspondingly illustrated on 
the right side of the dashed line. In this simulation, XM is the noise dataset to provide the 
features of narrow-band noise. The number of rows L of the Hankel matrix in step 1.1 
is determined as follows. AE signals are measured by the AE acquisition system within 
the operating frequency range of 100 kHz - 1000 kHz. The sampling frequency Fs is 10 
MHz with a time resolution t of 110-7 s. The corresponding maximum number of 
samples in the period is calculated as: 

   x
7

m ax m a Δ 1 / 100  kH z / 1 10 100tn T      Eq. 4-11 

Hence, SSA can obtain good performance with L	> 100. To achieve a trade-off between 
the accuracy and calculation speed, L is defined as N/64 = 160, where N is the total 
number of samples in one signal. The comparison of XAE,C vs XC2 and XM vs XM2 in the 
time domain and frequency domain is shown in Fig. 4-5. It implies that the original 
signal XAE,C and mechanical noise can be regrouped effectively.  

 
Fig. 4-4 Overview of the evaluation of the SSA-VMD method 
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(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 4-5 Comparison between: (a) and (b) XAE,C vs XC
2, (c) and (d) XM vs XM

2 
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4.3.3 Comparison	with	other	methods	

Two signal-denoising methods, namely WT and SSA, were introduced for comparison. 
For WT denoising, the decomposition level LWT was selected as 5 by considering the 
characteristic frequency of interest and sampling frequency. It is recommended to 
select wavelet functions with the properties of compact support (time-domain) and 
quick decay (frequency-domain) [43]. Therefore, the Symlets wavelet was employed as 
the wavelet function for analysis. SSA is not suitable for denoising the narrow-band 
mechanical noise. The optimal number of Hankel matrix rows L is determined by 
numerical analysis to improve the denoising quality. L is equal to 500 after checking the 
distribution of the DR index [37] with the various number of rows.  

To evaluate the denoising effectiveness, Root-mean-square (RMS) values between the 
filtered signals XC2 and the original signal XAE,C were calculated as the indicator: 

   
C

22
AE,C

1

1 N

i

RMS X i X
N 

     Eq. 4-12 

where N is the signal length. Table 4-1 shows the denoising results using three methods.  

Table 4-1 Comparison between WT, SSA, and proposed SSA-VMD 

Denoising method  Adaptivity Calculation time (s) RMS 
WT No 0.21 0.0385 
SSA No 102.3 0.0228 

SSA-VMD Yes 9.22 0.0191 
 

  

(a) (b) 

  

(c) (d) 

Fig. 4-6 Time-frequency plot of (a) original signal and filtered signals by (b) WT, (c) SSA, and 
(d) SSA-VMD 

Moreover, Fig. 4-6 shows the time-frequency plot of the original signal and filtered 
signal using the different methods. It is found that: (1) WT and SSA are non-adaptive 
methods which need simulations to find appropriate setting parameters. (2) SSA-VMD 
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outperforms WT and SSA in terms of denoising accuracy with the lowest RMS; while 
the WT method failed to filter the noise around 100 kHz and part of the primary 
component was lost. (3) As for the computation time, WT is the fastest method. 
However, the time for prior selection of wavelet function and decomposition level is not 
included. These above observations demonstrate that SSA-VMD can eliminate the 
background noise and mechanical noise effectively while generally preserving the 
characteristics of the original signal. 

4.4 EXPERIMENTAL	STUDIES	
4.4.1 Experimental	set‐up	

The proposed denoising method was applied to the AE measurement of steel tensile 
deformation. Tensile coupon tests were performed to collect the AE signals during 
tensile steel deformation. As shown in Table 4-2, ten coupons were cut from cold-
formed square steel tubes with three steel grades (S355, S500, and S700) with an 
identical cross-section area (80 mm2). Fig. 4-7 describes the profiles of the coupon 
specimens.  

Table 4-2 Properties of coupon specimens 

Sample 
Geometry features 

Unloading Loading rate Nominal thickness t 
(mm) 

Width b0  
(mm) 

S355-1 10 8 

No 

Varying 
S355-2 10 8 Varying 
S355-3 6 13.3 Varying 
S355-4 6 13.3 Constant 
S500-1 8 10 

Yes 
Constant 

S500-2 10 8 Varying 
S500-3 10 8 Constant 
S700-1 10 8 

Yes 
Constant 

S700-2 8 10 Varying 
S700-3 8 10 Constant 

 

 
Fig. 4-7 Profiles of the coupon tensile specimens in mm [44] 

An overview of the experimental set-up is shown in Fig. 4-8. Tensile tests were 
performed in an Instron testing machine with a maximum loading of 100 kN with 
displacement control. The deformation was measured by a 50 mm extensometer. The 
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AE acquisition system used for the tensile tests consisted of a physical AEwin system 
software with two piezoelectric sensors VS600-Z2 and pre-amplifiers with a uniform 
gain of 40 dB. The sensors were attached to the specimen symmetrically using a hot-
melt adhesive. Before each test, pencil lead breaking tests were carried out to calibrate 
the response of the AE sensors. As shown in Fig. 4-8 (b), the frequency range of VS600-
Z2 is 200 kHz-1000 kHz with a resonant frequency of around 600 kHz. It is reported 
that the recommended AE frequency range for metallic structures is 100 kHz-900 kHz 
[45]. Although this sensor is less sensitive in the range from 50 kHz to 200 kHz, it does 
also measure in this range. This sensor is chosen due to the limited space for the sensor. 
The operational frequency range in the AE acquisition system was set as 100 kHz – 
1000 kHz. It has been demonstrated that the amplitude of AE signals from plastic 
deformation ranges from 30 to 60 dB [46]. The threshold was set to 30 dB to capture 
signals generated during deformation. 

 

(a) (b) 

Fig. 4-8 Diagram of (a) Experimental set-up and (b) AE schematic 

Considering constant load is not applicable in practical cases, varying loading rates 
were applied for the tensile tests (see Fig. 4-9). The selected loading rates meet the 
requirements of the Eurocode (0.01 m/s to 0.10 m/s). A loading rate of 0 mm/s means 
the holding stage and -0.01 mm/s represents the unloading stage. Fig. 4-9 shows the 
amplitude distribution of detected signals along the tensile process. It is found that 
numerous signals appeared at the beginning and unloading-reloading stages. The 
following factors contribute to this phenomenon: (1) friction noise is generated due to 
the contact between the grip and specimen at the beginning and during the unloading-
reloading stage; (2) engine noise is from the vibration of the fluid pump in the loading 
frame. Hence, these signals can be classified in the noise database. The amplitude of 
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these signals is up to 50 dB which can cover the useful signals from plastic deformation. 
This implies the importance of applying the appropriate denoising method.  

(a) (b) 

Fig. 4-9 Amplitude distribution of detected signals for (a) S355-1 and (b)S700-1 

4.4.2 Experimental	validation	

The effectiveness of the proposed SSA-VMD in denoising measured AE signals is 
illustrated in this section. Denoising of the recorded AE signals from specimen S700-1 
is taken as an example. In the previous simulation evaluation, only one mechanical 
noise signal constituted the noise database. The noise dataset during the tensile test 
consists of a large number of signals. The marginal spectrum of decomposed IMFs of 
detected AE signals in step 2.4 was calculated and is shown in Fig. 4-10. The X-axis is 
the sequence of IMFs. The y-axis and Z-axis are the extracted peak frequency and 
magnitude of each IMF. It is observed that four specific frequency ranges (red dash 
boxes) exist along all deformation procedures. There is a possibility that the IMFs 
located in these frequency ranges could be related to noise. To improve the accuracy 
and to avoid the error modes generated by spectral leakage, the density-magnitude 
index (DMI) is proposed to find the noise-related IMFs with the greatest possibility: 

      noiseDMI num normalizationi i M if f N M f    Eq. 4-13 

where DMI(fi) is the value of DMI under peak frequency fi; num (fi) is the number of 
IMFs with peak frequency fi in the noise dataset; Nnoise is the total number of IMFs in the 
noise dataset; ρM is determined as 0.3 as the weight factor; ( )iM f is mean magnitude 

for IMFs with frequency fi. The first term describes the density of IMFs in the noise 
dataset with a specific peak frequency fi. The second term is the magnitude determining 
which noise principal components are of dominant energy. The likelihood of noise-
related IMFs increases with a higher density and magnitude. In this chapter, fi with a 
DMI larger than 0.03 is regarded as the main frequency feature of noise-related IMFs. 
Finally, 18 peak frequencies were extracted as the main frequency components of 
noise-related IMFs with DMI > 0.03. The IMFs of the detected AE signals were filtered if 
they have the same frequency features as the extracted 18 peak frequencies from the 
noise dataset.  
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(a) (b) 

Fig. 4-10 Features of decomposed IMFs of detected AE signals of S700-1: (a) 3D plot and (b) top 
view 

(a) (b) 

Fig. 4-11 Amplitude distribution of filtered signals for (a) S355-1, and (b) S700-1 

The amplitude distribution of the filtered signals of S355-1 and S700-1 is shown in Fig. 
4-11. Compared to Fig. 4-9, AE signals recorded at the beginning and during loading-
unloading stages under low load levels disappear. It is noted that the amplitude of 
remaining AE signals is decreased which is attributed to that part of the power of the 
initially detected AE signals is generated by noise.  

4.5 APPLICATION	OF	ANN	FOR	CLASSIFICATION	
4.5.1 Introduction	to	the	methodology	

To identify the deformation stages of steel material, ANN was employed to establish the 
relationship between AE parameters and deformation stages. The algorithm of a fully 
connected neural network (FCNN), one typical type of ANN, is commonly used in 
material and structural damage identification [47]. Typically, a FCNN consists of an 
input layer, hidden layers, and an output layer, as shown in Fig. 4-12. Neurons in hidden 
layers combine values from the input layers transformed by communication links. A 
similar denoising procedure as described in section 4.2 is applied to all specimens. After 
that, the AE parameters, including amplitude, duration, signal strength, peak frequency, 
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energy and fuzzy cross-entropy, are extracted from the filtered AE signals as the input. 
Except for these conventional AE features, fuzzy cross-entropy has been proposed to 
interpret time-series signals recently [48,49]. This feature is useful to describe the 
complexity of AE signals with high sensitivity.  

 
Fig. 4-12 Schematic of the applied ANN  

  

(a) (b) 

Fig. 4-13 Strain-stress curve for steel material: (a) discontinuous yielding material, and (b) 
continuous material 

Generally, according to the appearance of a distinct plateau, the steel material can be 
classified as discontinuous yielding and continuous yielding materials (see Fig. 4-13). 
Various deformation stages are included in these two materials. It is well recognized 
that the AE signals depend on the AE source mechanisms. During the yielding and 
plastic stage, the AE source mechanism is the dislocation multiplication inside the 
material. When the specimen enters the necking stage, the specimen exhibites 
significant deformation. The freedom for further dislocation shrinks significantly with 
considerable dislocation congestion. Meanwhile, the formation of micro-cracks also 
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reduces the transmission of AE activity. Finally, the abrupt decrease in stress is followed 
by a sudden increase in the AE activity and amplitude of AE signals. The specimen starts 
to develop microscopic cracks and these cracks keep growing until the final fracture. 
Hence, stage AB and BC in discontinuous yielding material is summed into one stage. In 
total, no matter for discontinuous or continuous yielding material, four deformations 
stages are identified. Correspondingly, the output layer is a 4×1 vector [P1, P2, P3, P4] 
to represent the different deformation stages (see Fig. 4-13): [1, 0, 0, 0] represents the 
elastic stage; [0, 1, 0, 0] represents the plastic stage; [0, 0, 1, 0] represents the necking 
stage; and [0, 0, 0, 1] represents the final fracture stage. For S500 and S700 steel, an 
offset yield of 0.2% (Rp0.2) was used to determine the yield point A for these materials.  

4.5.2 Architecture	of	the	network	

Table 4-3 summarizes the number of collected signals during the tensile tests. The 
samples are in unbalanced distribution for different stages which will decrease the 
prediction accuracy or generalization of the network. Focal loss is selected as the loss 
function to address the class imbalance problem. A modulating factor (1-pt) and a 
weight factor t can adjust the weight of samples from each class for the multi-
classification problem. The focal loss is designed as: 

     1 logt t t tFL p p p
   Eq. 4-14 

In this chapter, weight factors 	t are set as 1.5, 0.25, 2, and 1 for identifying yielding, 
plastic, necking, and fracture stages, respectively.  

Table 4-3 Collected signals for machine learning-based analysis 

Name Number of data 
Elastic stage Plastic stage Necking stage Fracture stage Total 

S355-1 7 12 4 4 27 
S355-2 2 155 1 101 259 
S355-3 13 532 1 11 557 
S355-4 15 386 1 52 454 
S500-1 1 5 7 3 16 
S500-2 18 5 3 7 33 
S5003 35 41 43 7 126 
S700-1 173 62 42 147 424 
S700-2 75 1112 0 99 1286 
S700-3 96 88 10 27 221 
Total 435 2398 112 458 3403 

 

A widely accepted approach, the K-fold cross-validation technique (K=5) [50], was 
utilized to train the network for classification with robustness to the overfitting 
problem. As illustrated in Fig. 4-14, the data set was randomly split into a test set (20%) 
and a training data set (80%) with a training fold (64%) and 5 disjoint validation folds 
(16%). Hyperparameters tuning was conducted to find the optimal solution. Hyper-
parameters include the learning rate  and the number of hidden layers was fine-tuned 
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using grid search. A Quantitative evaluation is provided by 5 indexes: Accuracy (ACC) 
and four areas under the receiver operating characteristics (ROC) curves (AUCi, i=1:4). 
Accuracy (ACC) is defined as the correct number of predictions divided by the number 
of total data. This represents the total effectiveness of the classification. AUCi measures 
the performance for each deformation stage classification. The average of these 5 
indexes was employed as the indicator for the prediction accuracy. Based on the results 
of the hyper-parameters tuning, the optimal architecture is illustrated in Fig. 4-12 and 
the main hyper-parameters are summarized in Table 4-4. In the input layer, 6 input 
neurons represent duration, amplitude, signal strength, peak frequency, energy and 
fuzzy cross-entropy respectively. 3 hidden layers are set with 12, 8 and 6 artificial 
neuron units, respectively. The neuron units have 2 functions: a linear combination of 
input with regulated weightage and nonlinear complex functional mapping by ReLU 
activation functions. The output layer contains 4 neuron units which represent the 
possibility of 4 different deformation stages. The activation function is Softmax, which 
is appropriate for the multi-classification problem. 

Fig. 4-14 Process of k-fold cross validation 

Table 4-4 The main hyper-parameters of the proposed ANN 

Learning rate Number of hidden layers Epoch Batch size Optimizer  Loss function  
0.04 3 200 1000 Nadam focal loss 

 

  



120                   CHAPTER 4 

 

4.5.3 Training	results	and	discussion	

To increase the converging speed, the training set is normalized before it is input into 
the networks. Fig. 4-15 illustrates the training history of loss and learning curves for the 
training and test dataset. The loss and accuracy values are shown at every 1 epoch and 
the maximum number of epochs employed in this chapter is 200. The loss begins with 
0.45 and then a dramatic decreased tendency is observed until 100 iterations. Then the 
curve is flat indicating convergence. As indicated in Fig. 4-15 (b), the training curve 
starts with an accuracy of 0.6 which can be contributed to the good initial parameter 
setting. From 1 to 20 epochs, the accuracy rises rapidly and reaches 0.9 after 20 epochs 
for training and test dataset. Finally, the accuracy curve converges to an expected value 
of 0.93. The visualization of part classification results is shown in Fig. 4-16 and the 
corresponding accuracy index is summarized in Table 4-5. Without adopting the 
unloading-reloading phase, discontinuous material specimens provide higher-quality 
data thus deriving higher accuracy compared to continuous material. 

  

(a) (b) 

Fig. 4-15 (a) Loss and (b) learning curves of the optimized FCNN 

Table 4-5 Classification accuracy for each specimen 

Material Name Accuracy 

Discontinuous material 

S355-1 0.963 

S355-2 0.950 

S355-3 0.922 

S355-4 0.958 

Continuous material 

S500-1 1.000 

S500-2 0.848 

S500-3 0.941 

S700-1 0.939 

S700-2 0.906 
S700-3 0.824 
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(a) 

 

(b) 

 

(c) 

Fig. 4-16 Classification results visualization (a) S355-1, (b) S500-1, and (c) S700-1  
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Network generalization describes how well a trained network performs with new data 
[51]. Unseen data is collected from a continuous material specimen S700-4, with 8 mm 
thickness and constant loading rate. The specimen was tested under the same test setup 
and AE acquisition system. The collected AE signals were denoised by SSA-VMD with 
identical parameters as previously described. Fig. 4-17 shows the classification results 
for S700-4. The prediction accuracy is 0.87 which is smaller than 0.93 for the test 
dataset. Despite the decrease in accuracy, the results still demonstrate the efficiency of 
the trained ANN. It implies the potential of applying ANN-based deformation stage 
identification for various steel materials. 

 
Fig. 4-17 Classification results of S700-4 

4.6 CONCLUSION	

The deformation of the steel member is vitally important to the safety of infrastructure. 
Identification of the deformation stage is possible to be achieved using Artificial neural 
network (ANN) combined with Acoustic emission (AE) monitoring. However, the 
efficiency of ANN-based deformation stage identfiication is hindered by the existence 
of noise in practical applications. The main objective of this chapter is to improve the 
application of ANN-based deformation stage identification with a proposed SSA-VMD 
denoising method. The key finding can be concluded as follows: 

 The proposed SSA-VMD method is an adaptive algorithm for filtering both 
wide-band ground noise and narrow-band mechanical noise effectively. This 
method provides the solution to select the proper parameters without the 
time-consuming numerical simulation.  

 Compared to conventional methods, i.e., WT and SSA, SSA-VMD can reduce 
noise while keeping relevant elements of the original signals under strong 
noise conditions (SNR<0). The denoising performance of the proposed 
method was validated and demonstrated by using the simulation signals and 
real signals during tensile tests. 
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 The combination of SSA-VMD with ANN achieves the deformation stage 
identification successfully under a seriously noisy environment. Taking the 
features of filtered AE signals as the input, the designed ANN achieves a 
prediction accuracy of 0.93 for the test dataset and 0.87 for the unseen dataset. 
AE signals were collected from steel coupon tensile tests with various steel 
grades and loading conditions. The outcomes show the potential of ANN-based 
deformation stage identification in a broader application.  

This chapter addresses research question Q3) by utilizing a combination of artificial 
neural network (ANN) and the singular spectrum analysis-vibration mode 
decomposition (SSA-VMD) denoising method. The results obtained from this chapter 
provide evidence for the efficacy of employing artificial intelligence techniques to 
process acoustic emission (AE) signals. Subsequent chapters will focus on investigating 
the use of thin-film lead zirconate titanate (PZT) for AE monitoring.  
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Part of this chapter has been published as a conference paper: Cheng L, Nokhbatolfoghahai A, Groves RM, 
Veljkovic M. Acoustic Emission-Based Detection in Restricted-Access Areas Using Multiple PZT Disc Sensors. 
In European Workshop on Structural Health Monitoring. The experiments were performed under the 
instruction of Dr. Ali Nokhbatolfoghahai in the NDT Lab of the Faculty of Aerospace Engineering, TU Delft. 

5. DATA	LEVEL	FUSION	OF	ACOUSTIC	
EMISSION	SENSORS	 

 

 

Compared to conventional commercially available sensors for AE monitoring, thin PZT 

sensors are miniature, lightweight and affordable, which makes them viable options for 

AE  monitoring  in  restricted‐access  areas  such  as  in  the  C1  wedge  connection 

investigated  in this chapter. The  low signal‐to‐noise ratio (SNR) of thin PZT sensors 

and  their  limited  effectiveness  in  monitoring  thick  structures  result  in  decreased 

reliability of a single classical thin PZT sensor for damage detection. This research aims 

to  enhance  the  functionality  of  thin  PZT  sensors  in AE  applications  by  employing 

multiple thin PZT sensors and performing a data‐level fusion of their outputs.  

This chapter addresses  the  fourth research question Q4) and  is organized as  follows: 

Section 5.1 describes the background of the application of thin PZT sensors for acoustic 

emission monitoring.  Section  5.2  illustrates  the  knowledge  about Acoustic  emission 

signals, the proposed criteria for the thin PZT sensors selection, and the Convolutional 

Neural Network (CNN). The experimental set‐up and results discussion are shown in 

Sections 5.3 and 5.4. After that, Section 5.5 details the proposed methodology for data 

fusion of multiple thin PZT sensors and evaluates its performance. The conclusions are 

drawn in Section 5.6. 
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5.1 INTRODUCTION	

An in-situ monitoring system should be able to undertake a proper assessment of 
residual life and evaluate the degradation of structural components[1]. AE technology 
relies on the radiation of acoustic (elastic) waves in a medium. The elastic waves are 
produced by the energy released due to sudden internal deformation in a material [2,3], 
such as plastic deformation, crack formation/expansion, fiber breakage, delamination 
in composites, impact etc. An AE system is normally made up of sensors, preamplifiers, 
and data acquisition devices. The AE sensors are normally mounted on the surface of 
the material, as shown in Fig. 5-1 [4]. Surface motions f(t) produced by the elastic waves 
are transformed to electronic signals a(t) by the sensor transfer functions, which can be 
mathematically represented as 

a(t) = f(t)w(t)wf(t)wa(t) Eq. 5-1 

Where w(t), wf	(t), and wa	(t) are the time transfer functions of the AE sensors, filters, 
and preamplifiers. These collected signals can yield useful information for SHM at 
different levels, including signal identification, damage localization, and life prediction. 
The frequency responses of the filters (wf	(t)) and amplifiers (wa	(t)) are commonly 
characterized by flat or constant responses [5]. This implies that the recorded AE signal 
a(t) is is highly susceptible by various w(t) corresponding to different AE sensors. Thus, 
the sensitivity of the AE sensors is critical for AE monitoring.  

 
 Fig. 5-1 Acoustic emission (AE) principle [4] where w(t) is the transfer function of the AE 

sensor, wf (t) is the transfer function of the filter and wa(t) is the transfer function of the amplifier 

 
Fig. 5-2 Structures of conventional PZT bulky AE sensors [6] 

AE-emitted signals are often recorded using high-sensitive piezoelectric sensors with 
the main frequency response within the 20 kHz to 1 MHz range. In conventional AE 
sensors, a PZT (Lead Zirconate Titanate) element is often enclosed in a stainless steel 
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housing to enhance sensitivity response. (see Fig. 5-2) [5,7]. They also have a detection 
face with wear plate to improve the electrical isolation from the tested object. 
Conventional bulky AE PZT sensors are designed technically as resonant or broadband 
types, such as the narrow band sensor R15 [8] and wideband sensor WS. These 
conventional sensors have been successfully used in a variety of structures [10–15]. 
However, detecting AE signals with conventional sensors has inherent disadvantages, 
such as their bulky size and high cost. It is infeasible to apply large quantities of 
conventional AE sensors to the structure due to the high costs of the monitoring. 
Meanwhile, the non-negligible mass/volume of the sensors hinders their practical 
applications, especially for in-situ SHM [16]. Bulky AE sensors can be intrusive and 
potentially disturb the normal operation and functionality of the monitored structure. 

A real-world example of the potential of AE for restricted access areas is shown in Fig. 
5-3. This is an innovative C1 wedge connection used in offshore wind turbine (OWT) 
structures as introduced in chapters 2 and 3 [17]. To ensure the reliability of this 
connection, it is of paramount importance to have an effective method for early fatigue 
crack detection in this connection. But, the limited available space, with a height of less 
than 1 cm, makes it impractical to install conventional bulky AE sensors in the desired 
areas.  

   

(a) (b) (c) 

Fig. 5-3 The C1 wedge connection: (a) covered by corrosion protection plates in the OWT 
structure[17], (b) Lay-out of the connection (c) Principal stress distribution of the lower segment 

(the critical component)  

Thin PZT sensors are miniature, low-cost, and lightweight, with several millimeters in 
height and a broadband response frequency. A thin PZT sensor works well for both 
exciting and detecting ultrasonic guided waves in SHM [18,19]. The installation process 
of thin PZTs can be complex and time-consuming, requiring expert knowledge and 
skills for proper placement and wiring. Over the past decade, numerous studies have 
demonstrated the feasibility of monitoring acoustic emissions with PWAS [20–23]. 
Compared to commercial sensors, thin PZTs can deliver equivalent detection findings 
regarding fatigue cracks in thin plate-like materials. However, they are less effective for 
monitoring the thick steel plate which only captured 5% AE events of recorded by R15I 
sensors [24]. Additionally, the analysis and comparison between conventional and 
PWAS are typically performed without any prior selection study for PWAS in passive 
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sensing applications [20,25]. Due to a lower signal-to-noise ratio (SNR), noise 
significantly impacts the efficiency of thin PZTs, hindering its performance. 
Furthermore, relying solely on measurements recorded by a single type of small PZT 
sensor may result in incomplete information regarding the underlying damage 
mechanism [26–28]. Using a single type of PWAS for AE monitoring has limited 
effectiveness, but it remains a viable alternative for monitoring critical areas with 
restricted access. To achieve accurate results in passive AE monitoring with PWAS, an 
optimized configuration of multiple PWAS and advanced signal processing methods are 
necessary. 

Data fusion can extract information from the combination of different datasets instead 
of analyzing each dataset separately [29]. Generally, data fusion can be achieved on 
three levels: data level, feature level, and decision level [30,31]. At the data level, the 
original raw data are combined directly for further processing. In feature-level fusion, 
the feature extraction and selection from the original data are performed before further 
analysis. At the decision level, the decisions made from the different data sources are 
integrated to make the final assessment via particular combination rules. Previous 
works demonstrate the efficiency of combining data from multiple sensors to increase 
the accuracy and dependability of collected information. It is recommended to 
implement feature-based data fusion if the original data contain clearly distinguishable 
and adequate detectable features. In the case of an AE application with thin PZT sensors, 
data-level fusion is preferable since the original raw data from one thin PZT sensor type 
cannot represent all the essential characteristics of the damage mechanisms.  

Fig. 5-4 A flowchart illustrating the proposed data-level fusion approach 

However, the majority of research about multi-sensor data fusion has been performed 
at the feature level [32–36]. Considering the higher SNR ratio of conventional bulky AE 
PZT sensors, this chapter proposes a data-level fusion approach to reconstruct the 
signals from traditional AE sensors via the signals from thin PZT sensors (see Fig. 5-4). 
Compared to other available approaches, deep-learning-based approaches have been 
applied in a range of academic domains for image processing. Although 1D-CNNs can 
apply to time-series data, Wu et al. [37] have reported that 2D-CNNs perform better 
than the 1D-CNNs method and achieve higher accuracy and robustness. To enhance the 
efficiency of data-level fusion using CNN, PCA is used to minimize the dimensionality of 
the obtained waveforms without losing critical signal information. The output of the PCA is 
then adopted as the input to the CNN for data fusion.   
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This chapter explores the implementation of thin PZT sensors of different sizes for AE 
monitoring. To enhance the information completeness, criteria for choosing thin PZT 
sensors for a certain application are suggested. A detailed experimental analysis using 
Pencil break lead (PBL) tests on a compact-tension (CT) specimen was conducted to 
test the interchangeability between different types of sensors for AE monitoring. After 
that, I utilized a combination of multivariate analysis based on principal component 
analysis (PCA) and convolutional neural network (CNN) to fuse the signals from 
different thin PZT sensors. Finally, the performance of the established CNN was 
evaluated with the extracted features.  

5.2 OVERVIEW	OF	THEORETICAL	BACKGROUND	

To explain the concept of the proposed methodology in more detail, Section 5.2 is 
divided into four parts. The most commonly employed acoustic emission signal features 
are briefly explained in Section 5.2.1. This is followed by the theory behind the thin PZT 
sensors and the proposed criteria for sensor selection in Section 5.2.2. Then, an 
introduction to the CNN architecture is given in Section 5.2.3. Principle Component 
Analysis (PCA) is utilized for dimensionality reduction of the input of the established 
CNN, which is presented in Section 5.2.4. 

5.2.1 Acoustic	emission	signal	features	

SHM with the AE technique is properly explained by AE signal parameters. Fig. 5-5 
shows the most widely used AE features in the time domain including amplitude, counts, 
duration, rise time, and count-to-peak. Absolute energy and signal strength are two 
features related to the area under the rectified signal envelope. Frequency-domain 
features also play a significant role in interpreting AE signals after fast Fourier 
transform (FFT). Representative parameters are the peak frequency (PF) and the 
frequency centroid (CF). PF is the frequency of the peak magnitude of the spectrum 
while CF is the centroid of the spectrum. Besides, AE signals can be described more 
precisely by the partial power (PP) features which measure the ratio of power in a user-
specified frequency range (f1-f2) to the complete power of a signal: 

   2

1 2
1
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f f f
P P U f d f U f d f    Eq. 5-2 

Where a power spectral density formula  U f  is obtained using FFT from each signal, 

and F is the sampling frequency of the signals.  
/ 2 2

0

F
U f df computes the total 

power across the entire frequency range. Some further AE features are measured over 
a period of time, such as RMS (root mean square), AE hits, and rates.  
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(a) (b) 

Fig. 5-5 Conventional AE features in (a) time domain [38], (b) frequency domain [5] 

5.2.2 Thin	PZT	sensors	selection	criteria	

Customized versions of thin PZT sensors are readily available. Shape, material, and 
geometry are key parameters for selecting thin PZT sensors. The following is a 
description of the basic theory underlying thin PZT sensors. 

5.2.2.1 Shape	determination	

One of the most important factors for thin PZT sensors-based AE monitoring is the 
shape of the PZT element. In the monitoring of one-dimensional structural beams, 
rectangular thin PZT sensors are often used due to their strong directivity in signal 
receiving [39,40]. Whereas, a circular thin PZT sensor captures signals evenly from all 
directions. Therefore, thin PZT disc sensors are advantageous in two- or three-
dimensional cases.  

5.2.2.2 PZT	Material		

Two material parameters are significant when selecting suitable PZT materials [18], 
namely the piezoelectric charge coefficient d31 and the piezoelectric voltage coefficient 
g31. The value of d31 is the mechanical strain in the in-plane direction (direction 1) 
experienced by a PZT material per unit of the electric field applied in the out-of-plane 
(direction 3). On the contrary, the value of g31 quantifies the out-of-plane electric field 
generated by a piezoelectric material per unit of mechanical stress applied in the in-
plane direction. Therefore, d31 is an important indicator of the suitability of PZT 
material for actuator application, whereas, a higher g31 is favoured for sensing 
applications. PZT materials with the highest d31g31 are preferred for dual actuating and 
sensing applications. Table 5-1 presents the different types of materials from the 
selected PZT supplier (Physik Instrumente (PI)).  
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Table 5-1 Parameters for available piezoelectric materials 

Parameter PIC151 PIC255 PIC155 PIC153 PIC181 PIC141 

d3110-12(C/V) -210 -180 -165 -295 -120 -140 

g3110-3(Vm/V) -11.5 -11.3 -12.9 -8.1 -11.2 -13.1 
d31g31 10-15(m2/V)  2415 2034 2128.5 2389.5 1344 1834 

5.2.2.3 Size	of	thin	PZT	sensors	

Manufacturer-established graphs of the frequency response functions are available for 
conventional bulky AE sensors but not for thin PZT sensors. Based on previous research 
[41–43], a formulation incorporating sensor radius ra and frequency was proposed by 
Ochôa et al.[44] for the sensor output voltage V0:  

0 1 1( ) ( ) ( , , )
S A

S S A A S A
a a a aV r J r J r f r

 

     
 

   
 
   Eq. 5-3 

where wavenumbers 	 S and 	 A represent the symmetric and antisymmetric Lamb 
wave modes, respectively. The wavenumbers are dependent on frequency, also known 
as a dispersion relationship. J1 is the Bessel function of the first kind for Order 1. Eq. 5-3 
enables the assessment of the sensitivity response of thin PZT sensors as receivers at 
various radiuses.  

5.2.2.4 Thickness	of	thin	PZT	sensors		

Owing to the electro-mechanical (E/M) behavior, an interaction occurs between the 
mechanical properties of the structure and the electrical impedance of the PZT sensors 
when they are attached to a structure [45]. It is possible to generate a risky transient 
area from states of resonance and anti-resonance of piezo ceramic. Using PZT sensors 
in this regime is detrimental to their steady and reliable performance. The following 
equations were proposed by Giurgiutiu [19] for determining the electrical properties of 
a circular PZT sensor, including the influence of various PZT sensor thicknesses (TH): 
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Eq. 5-5 

where Y(w) and Z(w) is the E/M admittance and impedance response, respectively.C 
is the electrical capacitance of the thin PZT sensors, kp is the complex planar 
electromechanical coupling coefficient of the PZT material, va is the Poisson ratio of the 
PZT material, J1 and J0 are Bessel functions of Order 1 and Order 0, respectively. The 
complex phase angle in the PZT material is represented by = ra(w /ca), whereca is 
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the complex in-plane wave speed in the PZT material and w	is the angular frequency. 
The frequency-dependent complex stiffness ratio(w) is given by(w) =kstr(w)/ 
kPWAS, wherekstr(w) is the structural stiffness andkPWAS is the stiffness of the PZT 
sensors [19]. It should be noted that structural vibrations are considered in this 
calculation method. The mechanical damping ratio  and the electrical damping ratio		
are usually smaller than 5% for various thin PZT sensors [19]. Zeros in the denominator 
of Eq. 5-4 represent the resonance points, while zeros inside the curly brackets of Eq. 
Eq. 5-4 are anti-resonance points.  

5.2.2.5 Criteria	

The design methodology of thin PZT sensors for actuators and receivers was addressed 
in depth by Ochôa [44]. As for the AE application, the criteria for employing thin PZT 
sensors only as receivers are proposed: (a) The PZT sensors must have a high 
piezoelectric voltage coefficient of g31 and sufficient sensitivity over the frequency range 
for the intended application; (b) The E/M resonance point of the thin PZT sensors 
should not overlap with or be near the local peak of Eq. 5-3; (c) PZT sensors of greater 
thickness are preferred since their output response amplitudes are directly 
proportional to the thickness [46].  

5.2.3 Convolution	neural	network	

The conventional neural network (CNN) is a powerful tool for feature extraction and image 
analyses. In contrast to traditional Artificial neural networks (ANNs), CNN takes advantage 
of local connections, shared weights and sub-sampling. These operations enable the CNN 
model to extract representations of the image automatically at a low computational cost. A 
CNN is designed to process data from different arrays, such as 1D data like signals and 
sequences, 2D data for pictures or spectrograms, and 3D image data like computerized 
tomography (CT) scans.  

A typical CNN model can be found in Fig. 5-6. It consists of three main kinds of layers, i.e., 
a convolutional (Conv) layer, a pooling layer and a fully connected (FC) layer [47]. A 
convolutional layer contains multiple filter kernels to extract local features over the whole 
image by the sliding process. These obtained features are then triggered by a non-linear 
function such as Sigmoid, Tanh, and ReLU. ReLU is the most frequently used activation 
function due to its simple implementation and less susceptibility to vanishing gradients 
[48]. Local response normalization (LRN) layers execute a mathematical operation on 
the n×n area to constrain the unbounded nature of ReLU. To address the issues of 
internal covariate shift, batch normalization (BN) is often used to stabilize and speed up 
network training [49]. 
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Fig. 5-6 Illustration of a typical conventional neural network 

The generated feature maps usually have a considerable number of spatial dimensions 
after the convolutional operation. The pooling layer is added to reduce parameters, 
control over-fitting, and retain valid feature information. Convolution layers and 
pooling layers are repeated several times before being connected to the fully connected 
layers. In the fully connected layers, dropout layers randomly set input neurons as zero 
with a specific rate to avoid overfitting [50]. 

In this research, CNN is employed to fuse the signals from multiple thin PZT sensors to 
signals from the conventional AE sensors. The framework of the proposed CNN-based 
multi-sensor data fusion will be described in Section 5.5.  

5.2.4 Principal	component	analysis	

Considering computational inefficiency for data analysis, principal component analysis 
(PCA) is one of the most popular multivariate statistical analyses. This method can 
transform high-dimensional data into a low-dimensional subspace while retaining the 
most important features of the original data [51]. During the dimensional reduction 
process of PCA, new irrelevant variables defined as principal components (PC) are 
generated. The steps of PCA are described as follows for a matrix X with MN 
dimensionality. 

Firstly, matrix X’ with column-wise zero empirical mean is obtained by: 
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Eq. 5-6 

where  (j=1,2,...,N)jx is the mean of each j-th column.  

Then, the principal components transformation can be extracted with singular value 
decomposition (SVD) by: 

' TX U W   Eq. 5-7 
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where U is an M-by-M left singular matrix of X’, Σ is an M-by-N rectangular diagonal 
matrix and W is an N-by-N right singular matrix of X’. Finally, the reduced matrix X’’ is 
derived from: 

'' ' (1: ,:)TX XW k
 

Eq. 5-8 

where k	is the number of principal components. The cumulative contribution rate (CCR) 
is used to select the proper number of principle components which is expressed as 
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Eq. 5-9 

where Di is the singular values of matrix Σ in decreasing order, representing the 
directions of the variances. The goal is to select the value of k to be as small as possible 
but with a reasonably high CCR. In the context of SHM, PCA has been extensively applied 
with the extracted features from AE signals in the time domain [52]. To enhance the 
efficiency of data-level fusion using CNN, PCA is used to minimize the dimensionality of 
the obtained waveforms without losing critical signal information. The output of the 
PCA is then adopted as the input to the CNN for data fusion.  

5.3 EXPERIMENTAL	SET‐UP	
5.3.1 Sensors	applied	for	measurements	

After determining the shape and material of PZT sensors, the procedure for PZT 
geometry selection comprises the following four steps (see Fig. 5-7): (1) input various 
ra into Eq. 5-3 and calculate corresponding sensor output functions; (2) choose a variety 
of PZT sensors with adequate sensitivity in the target frequency range; (3) input 
different thicknesses (TH) of thin PZT sensors (<1 mm) to Eq. 5-4 and calculate the E/M 
response; determining the optional thickness satisfying criteria (b) in section 5.2.2.5; (4) 
choose the larger thickness according to criteria (c) in section 5.2.2.5. Following this 
procedure, PZT-1 (ra:10 mm  TH: 0.79 mm), PZT-2 (ra:5 mm  TH: 0.8 mm), and PZT-
3 (ra:3 mm  TH: 0.5 mm) were selected for monitoring CT specimens.  
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Fig. 5-7 Four steps for PZT geometry selection 

Table 5-2 Characteristics of sensors [8,9,53] 
Parameters R15 WS PZT-1 PZT-2 PZT-3 
Weight (g) 34 32 1.90 0.49 0.18 

ra (mm) 9.5 9.5 10 5 3 
TH (mm) 22.40 21.40 0.79 0.80 0.50 
Material PZT-5A[54] PZT-5A PIC155 PIC155 PIC255 

g31×10-3 (Vm/N) -12.4 -12.4 -12.9 -12.9 -11.3 
Note: ra and TH are the radius and thickness of the selected sensors, respectively. 

 

 
Fig. 5-8 Illustration of the sensors used in the measurement 
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The properties of the selected three types of thin PZT sensors are illustrated in Table 
5-2 and Fig. 5-8. In thin PZTs, the resonance and anti-resonance points are always close 
to each other [19]. Hence, it is sufficient to find resonance points with infinite 
admittance. Fig. 5-9 displays the sensor output f	 (S, A, ra)and E/M admittance 
response Yof PZT-1/2/3, which satisfy criteria (c) in section 5.2.2.5. 

 

(a) (b) 

 

(c)  

Fig. 5-9 Sensor output f (S, A, ra)and E/M admittance response of PZT-: (a) 1, (b) 2, and (c) 3 

For the R15 sensor and WS sensor, their frequency sensitivity spectra are obtained 
from MISTRAS Group [8,9] (Fig. 5-10). The sensor output for PZT-1/2/3 is calculated 
using Eq. 5-3, see Fig. 5-11. Frequencies beyond 500 kHz are removed because they are 
useless for the majority of applications [7]. Considering that the sensitivity response of 
conventional AE sensors is in decibels (dB), the sensor output voltage y=f	(S, A, ra)TH 
is converted to decibels in Fig. 5-11 (b) using dB = 20log10(y). Fig. 5-11 shows that these 
three thin PZT sensors together span a frequency range of 0-500 kHz efficiently, which 
is inaccessible to individual thin PZT sensors.  
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(a) (b) 

Fig. 5-10 Frequency sensitivity spectrum of (a) R15 [8], (b) WS [9] sensor 

  

(a) (b) 

Fig. 5-11 Sensor output of PZT-1/2/3: (a) Frequency vs f (S, A, ra)TH, (b) Frequency vs log(f 
(S, A, ra)TH) (TH is the thickness of PZT sensors) 

5.3.2 Measurement	setup		

To assess the feasibility of thin PZT sensors of different sizes and to compare the results 
with those recorded using the conventional bulky AE sensors, compact tension (CT) 
specimens (85 mm length, 85 mm width and 15 mm thickness), steel grade S355 were 
tested. The plate dimensions were selected such that the geometrical complexity and 
thick plate are included in the measurements. Two sensor combinations were used in 
the tests (see Fig. 5-12 (a)): (1) R15and PZT-1/2/3; and (2) WS and PZT-1/2/3. To 
simulate the crack initiation, pencil lead breaking tests were performed at the notch tip 
(see Fig. 5-12 (b)). A total number of 120 pencil lead break tests were performed for 
each sensor layout while the parameters and settings remained the same for each test. 
To obtain enough data with randomness and uncertainty [55], the pencil leads were 
broken with various free lengths of 2-4 mm and contact angles of 20-60. The R15 
sensor and WS sensors were mounted on the specimen surface using a thin layer of 
silicone grease as an ultrasonic couplant. The thin PZT sensors were bonded to the 
specimen surface using cyanoacrylate glue.  

An eight-channel MISTRAS AE system with a 40dB pre-amplifier was used. A threshold 
value of 50 dB was set to filter noise. Each measurement was recorded at a sampling 
rate of 5 MSPS (one sample per 0.2 s) and 800 s long to capture the entire waveform. 
A pre-trigger of 256 s was defined to capture the signal sources. The peak defined time 
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(PDT), hit definite time (HDT), hit lookout time (HLT) and max duration was set as 400 
s, 800 s, 800 s and 99 ms, respectively. These timing parameters were determined 
by PBL trial tests. These four timing parameters play significant roles in data acquisition, 
including hits recording and signal feature extraction.  

 

(a) (b) 

 
 

(c) (d) 

Fig. 5-12 Experimental set-up: (a) Layout of sensors; (b) Illustration of PBL tests; (c) Mistras 
AE system Express-8; (d) 2/4/6 signal amplifier 

5.4 EXPERIMENTAL	RESULTS	DISCUSSION	

AE signals experience multiple reflections, refractions and mode conversion as a result 
of the geometrical complexity and dynamic environment [15,56]. During the PBL tests, 
background noise can be eliminated effectively by recording signals without loading. 
However, the AE hits caused by side-edge reflection and electronic noise cannot be 
completely avoided after breaking pencil leads. Hence, the recorded signals are 
separated into two categories: (a) the directly arrived hits as PBL signals; (b) other hits 
as noise signals. This section compares the PBL signals and noise signals recorded by 
the chosen sensors. PBL signals measured from multi-sensors (in each layout) are 
identified using data association [34]. An association is considered if the signals appear 
within a temporal window of less than 20 s. This value is selected to account for the 
influence of sensor size on signal acquisition time.  

5.4.1 Signal	response	from	breaking	pencil	leads	

The similarity of PBL signals recorded from five types of sensors was analyzed using a 
cross-correlation coefficient (CCC) [57]. The higher value of CCC corresponds to a 
higher similarity between the signals from different pairs of sensors. The CCC of x(t) 
and y(t) is calculated as: 
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   Eq. 5-10 

where  means the time shift of one signal with respect to another. The average value 
of the maximum cross-correlation coefficient (MCCC) obtained during 120 PBL events 
is summarized in Table 5-3. A low similarity between PBL signals from conventional AE 
sensors and thin PZT sensors is observed in Table 5-3.  

Table 5-3 Similarity of PBL signals 
Pair of sensors R15α WSα PZT-1 PZT-2 PZT-3 

R15 1 0.24 0.16 0.17 0.08 
WS 0.24 1 0.11 0.15 0.08 
PZT-1 0.16 0.11 1 0.17 0.14 
PZT-2 0.17 0.15 0.17 1 0.12 
PZT-3 0.08 0.08 0.14 0.12 1 

 

 

(a) 

 

(b) 

Fig. 5-13 Example of AE signals captured by: (a) R15sensor (b) WS sensor 
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(a) 

 

(b) 

 

(c) 

Fig. 5-14 Example of AE signals captured by PZT-: (a) 1, (b) 2, and (c) 3 



CHAPTER 5                   145 

 

Examples of the waveform in the time domain, corresponding Continuous Wavelet 
Transform (CWT) scalogram, and FFT spectrum of PBL signals are shown in Fig. 5-13 
and Fig. 5-14. The CWT scalograms are employed to accurately discriminate the 
distribution of signal energy in both the time and frequency domains. The waveforms 
show significant differences and only PZT-3 exhibits a burst-type response. Differences 
are also strong in the CWT scalograms based on the Gabor wavelet of the waveforms as 
well. The aperture effect significantly distorts signals received by sensors with larger 
sizes, resulting in the possibility of distortion caused by scattering or reflections [58]. 
The WS sensor is characterized by a flat frequency response over a wideband 
frequency range of 100-1000 kHz. This sensor enables more accurate identification of 
the natural frequency characteristics of AE sources. An average value of PP(80:500kHz) of 
92% was calculated from the WS sensor. Therefore, 80-500 kHz is selected as the 
primary frequency band of interest in the target objective.  

Table 5-4 Time dependency of the frequency content of signals from different sensors 
 R15 WS PZT1 PZT2 PZT3 

Resonant frequency 
(kHz) 

150 650 150/284/396 330 470 

Frequency band with 
high sensitivity 

(kHz) 
80-200 120-350 170-320 250-450 300-600 

Overlap in amplitude 
distribution 

No No Yes Yes Yes 

Overlap in the fre-
quency domain 

Obviously Partially Obviously Partially Obviously 

 

Table 5-4 describes the properties of the signals obtained from various sensors. Except 
for the nature of the frequency content of interest, the recorded signals are also 
influenced by the sensitivity response of the sensors. The first row in Table 5-4 presents 
the resonant frequency of each sensor. The resonant frequency of the R15 and WS 
sensors can be obtained from the manufacturers, and is shown in Fig. 5-10. Pertaining 
to PZT-1/2/3, the peaks of their sensor output functions (see Fig. 5-11) are extracted 
as the resonant frequency. In the frequency band of interest, PZT-1 has multiple 
resonant frequencies compared to other sensors. The frequency band with high 
sensitivity of sensors can be identified according to the typical boundary of the areas 
with high magnitude in the CWT scalograms from Fig. 5-13 and Fig. 5-14. The WSα 
sensors clarify that the primary frequency composition of detected signals is between 
120 and 350 kHz, which is the original feature of the AE source. However, the R15α 
sensor drastically changes its frequency content to 80-200 kHz. Similarly, the frequency 
sensitivity of thin PZT sensors also affects the nature of the AE-emitted source (see the 
second row in Table 5-4). This implies that thin PZT sensors cannot entirely be 
regarded as non-resonant devices [59–61]. The findings highlight the effect of sensor 
size as well as the drawbacks of employing a single type of thin PZT sensor. 
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5.4.2 Signal	distinction	

Compared to other features, the amplitude of signals is independent of the acquisition 
threshold [62]. The amplitude distribution of recorded signals during the PBL tests is 
shown in Fig. 5-15 to quantify the uncertainty of the recorded signals. As seen in Fig. 
5-15, the R15 sensor presents a much higher amplitude compared to the other 
sensors, representing a higher sensitivity. The median values of amplitude from the 
other sensors are approximately similar to each other. Noise signals can be 
distinguished effectively by considering the amplitude of the signals. The amplitude of 
PBL signals captured by R15α and WSα usually exceeds 88 dB. Signal association 
techniques are employed to distinguish PBL signals from noise signals for PZT-1/2/3. 
However, the conventional bulky AE sensors show a more reliable performance than 
thin PZT sensors without overlap of amplitude distribution between PBL and noise 
signals. The fourth row in Table 5-4 presents the overlap in amplitude distribution of 
sensors.  

 
Fig. 5-15 Amplitude distribution of PBL signals and noise signals 

 
Fig. 5-16 Number of received signals during PBL tests 
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The distinction between signals from PBL and noise is necessary to guarantee the 
sensor performance for damage detection. As seen in Fig. 5-16, the WS sensor 
captures the smallest number of noise signals compared to other sensors. In contrast, it 
can be observed that other sensors record a significant amount of noise signals that are 
not the first arrived signals. This indicates that WSα sensors offer superior data quality 
compared to the other sensors, highlighting their enhanced performance in capturing 
the desired signals. Fig. 5-17 shows the comparison between signals recorded by 
different types of sensors in the frequency domain. The PBL signals recorded by R15, 
PZT-1 and PZT-3 clearly overlap with the noise signals in the frequency domain. On the 
contrary, the noise signals from WS and PZT-2 can be efficiently filtered by high-pass 
and low-pass filtering with a narrow overlap band, respectively. The situation of 
overlap in the frequency domain between recorded PBL and noise signals is 
summarized in Table 5-4. Considering that the R15 sensor is more sensitive to noise 
than WS, WS shows a performance benefit in AE detection, especially in a noisy 
environment.  

  

(a) (b) 

  

(c) (d) 

 

 

(e)  

Fig. 5-17 Comparison of signals from: (a) R15 (b) WS, (c) PZT-1, (d) PZT-2, and (e) PZT-3 
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5.5 DATA	FUSION	OF	MULTIPLE	THIN	PZT	SENSORS	

As described in Section 5.4, the WS sensor is an attractive option for AE detection in a 
noisy situation. To extend the application of thin PZT sensors in fatigue monitoring of 
structures, this section proposes a methodology to fuse the data from multiple thin PZT 
sensors to WS sensors.  

5.5.1 Data	preparation	

The experimental set-up for the fatigue test is presented in Fig. 5-18. PBL tests were 
performed manually at the notch tip of the installed CT specimens with a similar 
measurement set-up as indicated in section 5.3.2. In this set-up, pencil leads were 
broken from both sides of the specimens to represent the actual crack initiation. In total, 
5484 pairs of PBL signals were captured using data association. The signals captured 
by thin PZT sensors were prepared as the input data, while the output was the signals 
received by the WS sensor. 

 
Fig. 5-18 Experimental set-up for data fusion 

Fig. 5-19 Preparation of database by PCA 



CHAPTER 5                   149 

 

To increase the computational efficiency, the signals used for data fusion are pre-
processed in the following steps: (1) remove pre-trigger of 256 s; (2) cut waveform to 
a certain wavelength of 200 s to make sure a satisfactory frequency resolution of 5  
kHz; (3) remove external noise from the reflection that contaminates the signals 
through the implementation of appropriate filters 80-500 kHz. (4) PCA is applied to 
reduce the number of features as seen in Fig. 5-19, which makes the machine learning 
model simpler and less data-hungry. It should be noted that PCA was employed for the 
signals both from the thin PZT sensors and the WS. PCA is conducted with the open-
source Python package scikitlearn.  

  

(a) (b) 

Fig. 5-20 (a) The relationship between the number of PCs and CCR (b) The contribution rate 
for the first 16 principal components 

 

(a) 

 

(b) 

Fig. 5-21 Comparison between original and PCA inversed waveforms (a) example 1; (b) 
example 2;  
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The cumulative contribution rate (CCR) of the first 85 principle components (PCs) is 
described in Fig. 5-20 (a). CCR increases accordingly as the number of employed PCs 
increases and reaches around 95% with k = 85. This indicates that most information in 
the waveforms is represented by the first part of the PCs. A similar observation can also 
be made from Fig. 5-20 (b), which shows the contribution rate of the first 85 PCs. Hence, 
it is determined that PCA is efficient to compress the feature number from 2048 to 85 
with only a 5% loss of the total information in the original waveforms. Fig. 5-21 shows 
two randomly picked examples to illustrate the comparison between original 
waveforms and PCA-inversed waveforms. Although 1D-CNNs can apply to time-series 
data, Wu et al. [37] have reported that 2D-CNNs perform better than the 1D-CNNs 
method and achieve higher accuracy and robustness. Consequently, the reduced 3×85 
matrix of 5484 events was saved as images as shown in Fig. 5-19. These images were 
then passed as the input data for the CNN model in this research. The corresponding 
dimension of output data was also decreased from 2048 to a vector with 85 features.  

5.5.2 Customized	model	evolution	

The contribution rate of each principal component is represented by the PCA singular 
value Di. To signify the uneven contribution of features in the CNN model, a weighted 
Mean Squared Error (MSE) is utilized [63] as the loss function. PCs with higher 
contribution rates are weighted more heavily than those with low contribution rates.  
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 Eq. 5-11 

The i-th sample’s actual and predicted values in the j-th feature are represented by yi,j 
and y’	i,j, respectively. The CNN model is capable of being trained with information about 
the different importance of PCs using the adjusted MSE.  

The cross-correlation function is commonly used to evaluate the similarity between 
time series [64]. Hence, the averaged MCCC between actual and predicted value after 
PCA-inverse is calculated as the assessment indicator. 
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The i-th sample’s actual and predicted values after PCA-inverse transformation are 
represented by Yi and Yi’, resprectively. 

5.5.3 CNN	model	construction	

The developed model is named NAE-PZT, which means that it is a “Network trained to fuse 
the output from thin PZT sensors for AE monitoring”. NAE-PZT adopts the waveform 
information from thin PZT sensors as input values. Similar to a typical CNN model, the 
input is transformed into a more and more abstract and composite representation layer 
by layer. Finally, the signal from the conventional bulky AE sensor is reconstructed.  
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Fig. 5-22 Architecture of the proposed model NAE-PZT 

NAE-PZT is a fully convolutional neural network as shown in Fig. 5-22. The first layer is the 
input layer of 3853 pixels resolutions. The input layer receives images representing the 
signals from three types of thin PZT sensors, and then these images are fed into 2 Conv 
blocks. Each Conv block contains two Conv layers with ReLU as an activation function 
and a Batch Normalization (BN) layer. In the second Conv block, a Maximum Pooling 
(MaxPool) layer is added to reduce the number of features. Ultimately, the feature maps 
are flattened into a single 185 vector via a Global Average Pooling (GAPool) layer and 
a Fully Connected (FC) layer.  

Three kinds of CNNs with identical layers and different channels of feature maps are 
adopted which are named NAE-PZT,1, NAE-PZT,2 and NAE-PZT,3 respectively. The detailed 
network settings are given in Table 5-5. During the convolution operation, the kernel 
size was selected as 33 by considering the real input size and processing time. Fig. 5-23 
describes the process of max pooling and average pooling in CNN.  

Table 5-5 The configuration of the CNN architecture 

Laye
r Type 

Channels of the fea-
ture map Kernel 

size 
Strid

e 
Pad-
ding 

Activa-
tion NAE-

PZT,1 
NAE-

PZT,2 
NAE-

PZT,3 
1 Conv 32 64 128 33 11 11 ReLU 
2 Conv 64 128 256 33 11 11 ReLU 
3 BN — — — — — — — 
4 Conv 128 256 512 33 11 11 ReLU 
5 Conv 256 512 1024 33 11 11 ReLU 
6 BN — — — — — — — 

7 Max-
Pool — — — 22 22 0 — 

8 GAPool — — — — — — — 
9 FC — — — — — — — 
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Fig. 5-23 Example for max and average pooling layers 

5.5.4 CNN	model	training	

Training is the learning process of the CNN to find the best configuration of parameters 
in the CNN model. The dataset as described in section 5.5.1 was imported into the 
constructed CNN architecture. A comparison study of three kinds of CNNs was 
performed to investigate the influence of the complexity of the network. The CNN model 
adopts a split dataset in a ratio of 4:1 because of the relatively small dataset. Thus, there 
are 4935 and 549 samples in the training and testing datasets, respectively. Testing 
datae is not used for training the network. A batch size equal to 32 was adopted with a 
shuffling approach to redistribute the data for better performance. This CNN model was 
built and trained with a learning rate of 0.001 in PyTorch. 

5.5.5 Evaluation	of	the	trained	CNN	

Fig. 5-24 illustrates the training history of loss and learning curves of three models for 
the training and validation dataset. The loss and accuracy values are shown in every 1 
epoch and the maximum number of epochs employed in this chapter is 500. The 
accuracy represents the difference between the actual and predicted waveforms from 
the associated WS sensor. The increasing rate of training accuracy is very fast at the 
beginning of the training process. Afterwards, the value of loss and accuracy becomes 
steady. The final accuracy of three CNNs is above 95% for training data. The final testing 
accuracy of NAE_PZT1, NAE_PZT2 and NAE_PZT3 reaches 76%, 79% and 82%, respectively. 
Under identical layers, NAE_PZT3 delivers the best prediction performance which was 
selected for further analysis. 
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Fig. 5-24 (a) Loss and (b) learning curves of NAE_PZT1; (c) Loss and (d) learning curves of 
NAE_PZT2; (e) Loss and (f) learning curves of NAE_PZT3 

 



154                   CHAPTER 5 

 

 

(a) 

 

(b) 

Fig. 5-25 Feature correlation matrix and MCCC between actual and predicted results of (a) 
training dataset, (b) testing dataset 

The relative frequency of MCCC between the actual and predicted results was 
calculated to show the percentage of samples with high prediction accuracy. As shown 
in Fig. 5-25 (bottom-left corner), it was found that the mean MCCC value is 99% for the 
training dataset and 86% for the testing dataset. To further evaluate the reliability of 
the NAE_PZT1, the AE features listed in Table 5-6 were extracted from the actual and 
predicted waveforms for comparison. These features have been extracted as they are 
slightly threshold-dependent [62] and have been applied effectively for damage 
identification [65–68]. Fig. 5-25 shows the correlation matrix of AE features from actual 
and predicted results. The average value of the correlation coefficients for the training 
data and validation data are 93% and 74%, respectively. It should be noted that the 
correlation value of the peak frequency is relatively lower than the other features. This 
can be attributed to the characteristics of the wide-band frequency response of the WS 
sensor.  
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Table 5-6 Description of the selected AE features 
Features Symbol Unit 

Amplitude Amp dB 
Peak frequency PeakFRQ kHz 

Frequency central CenFRQ kHz 
Partial power 1 [0-80 kHz] PP1 % 

Partial power 2 [80-200 kHz] PP2 % 
Partial power 3 [200-300 kHz] PP3 % 
Partial power 4 [300-500 kHz] PP4 % 

 

  

(a) (b) 

  

(c) (d) 

Fig. 5-26 Distributions of AE parameters extracted from actual and predicted results 

Mean absolute deviation (MAD) quantifies the spread in the dataset. It is computed as 
the average of the absolute differences between each data point and the mean value. A 
smaller MAD represents a dataset that is more clustered. After calculating, it was found 
that the peak frequency of the actual waveforms from the WS sensor has the highest 
MAD of 0.13, while the MAD values of the other features are less than 0.09. This 
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demonstrates that peak frequency is more widespread and less effective for 
identification and classification. Hence, Fig. 5-26 presents the distributions of the 
parameters with high feature correlation values except for the peak frequency. By 
comparison, the distribution of these parameters predicted by NAE_PZT3 closely coincides 
with the distribution of actual results in the test dataset. These results further justify 
that the proposed network model NAE_PZT3 can effectively reconstruct the waveforms 
from the reference sensor, even though 14% of the test dataset fails to be reconstructed 
with high accuracy using NAE_PZT3. 

5.6 CONCLUSION	

To enhance the functionality of thin PZT sensors-based AE application, this chapter 
presents a methodology for performing a data-level fusion of outputs from various thin 
PZT sensors. The performance of selected thin PZT sensors was compared to bulky AE 
sensors, which are widely used for SHM in several fields. After identifying the 
advantages of the WSsensor, the reconstruction of the signal measured via WS was 
successfully achieved by fusing the signals from multiple thin PZT sensors using a 
developed CNN model NAE-PZT. The key findings are summarized as follows: 

 A criterion for defining the optimal thin PZT sensors has been proposed aiming 
at passive sensing application for AE monitoring. It is recommended to choose 
thin PZT sensors to achieve a high sensitivity response among the interested 
frequency band for the specific application. The feasibility of the selected thin 
PZT sensors is identified using PBL tests. The chosen three thin PZT sensors 
are found to be more effective in covering the frequency range than individual 
thin PZT sensors. 

 According to the comparative analysis performed for sensors response 
captured from breaking pencil leads test on the CT specimens, the R15 sensor 
and thin PZT sensors alter the original features of the AE-emitted source 
dramatically. While WS sensor represents the nature of the AE source with 
higher fidelity due to its flat and wideband frequency response function.  

 Compared to other types of sensors, the WS sensor captures the smallest 
number of noise signals during PBL tests. Besides, the signal response of WS 
sensor shows a slight overlap in amplitude and frequency content distribution 
between PBL and noise signals. Thus, the WS sensor is an attractive option 
concerning the clear distinction between signals from PBL and noise. 

 5484 PBL events were used to train and evaluate the performance of the three 
developed CNNs with different architectures. All the CNNs can deliver 
convincing prediction performance in reconstructing the waveforms from the 
reference sensor, with the accuracy all above 95% for training data. NAE-PZT,3 

reaches satisfying accuracy than the other two models.  
 The feature correlation analysis and similarity analysis are carried out for all 

datasets. The distribution patterns of seven AE parameters with high feature 
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correlation values predicted by NAE-PZT,3 are found to be consistent with that the 
actual results. As a result, the proposed method shows the promising 
application potential to enable damage detection using multi-thin PZT sensors 
combing with a waveform-based data-fusion method.  

This chapter answers research question Q4) by employing a data-level fusion method 
to fuse the signals from multiple thin PZT sensors. By accurately reconstructing and 
identifying damage-related signal features of WSα, damage detection can be performed 
after successful data fusion of multiple thin PZT sensors. This proposed methodology is 
validated using PBL tests, which are less challenging compared to practical situations. 
The following chapter will investigate the performance of thin PZT sensors on fatigue 
damage detection.  
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Part of this chapter has been prepared as a journal article: Cheng L, et al., Application of acoustic emission and 
baseline-based approach for early fatigue-damage detection. 

6. EARLY	FATIGUE	DAMAGE	
DETECTION	BY	ACOUSTIC	

EMISSION	

 

 

The space limitations of the lower segment holes in the C1‐WC make it difficult to detect 

surface cracks with commercial sensors. Thin PZT sensors are small and  lightweight 

which are suitable for use in restricted‐access areas. However, their poor signal‐to‐noise 

ratio  hinders  their  effectiveness  in  AE  monitoring.  In  this  study,  a  baseline‐based 

approach  is  proposed  to  improve  the  detection  efficiency  of  thin  PZT  sensors.  A 

benchmark model correlating the damage state of specimens is created by breaking pencil 

leads. Multivariate  feature vectors are extracted and  then mapped  to  the Mahalanois 

distance  for  identification.  The  proposed  method  is  validated  by  testing  compact 

specimens (CT) and C1‐WC specimens. To supplement the detection results of AE, other 

monitoring  techniques  such  as  digital  image  correlation  (DIC),  crack  propagation 

gauges, and distributed optical  fiber sensors  (DOFS) are also used. The experimental 

setup,  signal  acquisition,  and  detection  efficiency  of  various  techniques  are  briefly 

introduced.  

This chapter addresses the fourth research question Q4) from a second perspective and is 

organized as follows: Section 6.2 presents a brief introduction to the proposed baseline‐

based method. The details of the experimental tests about CT specimens and C1‐WCs are 

described  in Section 6.3. The  corresponding discussion  about  the detection  results  is 

given  in Section  6.4  and Section  6.5,  respectively. Finally, Section  6.6  provides  the 

conclusions of this paper.  
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6.1 INTRODUCTION	

Over the past few decades, offshore wind turbines (OWTs) have grown significantly due 
to their ability to harness more powerful and consistent offshore winds to generate 
renewable energy [1,2]. Among the various types of foundations used for OWTs, the 
monopile foundation is the most common, accounting for around 80% of existing 
projects [3]. To ensure the structural integrity of OWTs, the connection between the 
monopile foundation and transition piece (TP) is critical [4]. Dynamic loads from winds 
and waves are the primary loads on OWTs and can cause iterative deterioration and 
crack initiation, eventually leading to fracture. Fatigue damage of the MP-TP connection 
could cause catastrophic failure of OWTs. Fatigue damage of the MP-TP connection 
could result in catastrophic failure of OWTs. Early detection of damage is therefore 
essential to provide warning signs and prevent complete collapse. 

The acoustic emission (AE) technique is a non-destructive testing (NDT) method that 
has successfully been applied to identify fatigue damage in various structures [5]. 
Compared to other NDT methods, the primary advantage of AE techniques are their  
ability to monitor in real-time and long-term without interrupting the original process. 
The AE technique records electrical signals converted from elastic stress waves 
generated by the suddenly released energy from deformation within the material [6]. 
During the fatigue fracture process, the major AE sources are crack initiation, crack 
propagation, and crack opening and closure [7]. Numerous studies have linked AE 
features and crack growth behavior [8–12]. The most commonly used AE features 
include cumulative counts, absolute energy, and hits. However, these features depend 
on the selected threshold during monitoring, and threshold setting is user-defined [13]. 
Novel entropy-based AE features have been proposed to characterize damage in 
materials. Entropy-based features measure the unique probability distribution of 
samples in each AE waveform, such as Shannon’s entropy, Renyi entropy, Tsallis 
entropy, and Power Spectral Entropy [14–17]. It has been revealed that the crack onset 
is well correlated with cumulative entropies [14].  

Commercial AE sensors, such as WS and R15 sensors, are typically used in 
combination with the above methods [15,18–20]. However, the bulky size of the 
commercial sensors hinders their application for monitoring damage in restricted-
access areas. Recently, an innovative connection called C1-wedge connection (C1-WCs) 
has been developed and its advantages and novelty have been demonstrated in 
chapters 2 and 3 [4,21]. As a robust connection for offshore applications, C1-WCs have 
the advantage of reducing construction, installation, and maintenance costs [21]. It has 
been reported that fatigue damage occurs from the inside of the connections, where 
conventional bulky AE sensors cannot be used. In addition to the commercial sensors, 
thin and miniature PZT (Lead Zirconate Titanate) sensors with a thickness smaller than 
1 mm work well for both excitation and detection of ultrasonic guided waves in 
structural health monitoring (SHM) [22,23]. Some researchers have compared the 
performance of commercial sensors and thin PZT sensors [24,25]. Compared to 
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commercial sensors, thin PZT sensors can deliver equivalent detection findings 
regarding fatigue cracks in thin plate-like materials. However, thin PZT sensors are less 
effective for monitoring the thick steel plate. For example,  only capture 5% AE events 
of that recorded by R15I sensors [26]. They have low signal-to-noise (SNR) ratio during 
AE monitoring. Yu et al. found the cumulative AE features of thin PZT sensors can only 
detect the emergence of cracks when their size reaches 0.83 mm [27]. Hence, a new 
signal processing method is required to enable the use of thin PZT sensors for early 
fatigue damage warning, especially for structures with complex geometry and thick 
plates. 

One signal processing method, the baseline-based method, for AE monitoring has been 
proposed for damage detection in SHM [28–32]. This approach involves establishing a 
benchmark model of noise or background signals, and then continuously monitoring 
abnormalities that deviate significantly from the baseline. Such abnormalities are 
typically caused by damage occurring with respect to the health condition of structures. 
To detect these anomalies, similarity or difference measures are calculated between 
signals from an inspection phase and those from a pristine state. Methods for anomaly 
detection include cross-correlation [31,33], magnitude squared coherence (MSC) [34], 
and distance-based anomaly detection [35,36]. Distance-based anomaly detection 
allows for the early detection of structural damage, providing valuable insights for 
maintenance and repair actions. It's worth noting that the selection of the appropriate 
distance metric, threshold, and reference dataset depends on the specific application 
and the characteristics of the monitored structure.  

Experimental investigations have shown that accurate damage detection can be 
obtained using thin PZT sensors when coupled with the established baseline model 
[31,37]. However, the effectiveness of distance-based anomaly detection heavily relies 
on the quality and representativeness of the reference dataset. It is difficult to establish 
a benchmark model that represents all possible pristine states due to the uncertainty of 
the environmental and operational conditions in real-world applications. To address 
this limitation, a novel baseline-based method is proposed in this chapter for the early 
detection of fatigue cracks. Instead of using the health condition as the benchmark 
model, the signals from the “damage” state are collected as the reference. The primary 
objective of this paper is to provide early warning using AE technique for C1-WCs. 
Towards this end, signals generated by pencil-lead breaking (PBL) are collected as the 
dataset representing AE signals related to crack initiation. The effectiveness of the 
proposed methodology is validated at the sub-component level using thick compact 
tension (CT) specimens, and at the element level using segment specimens with C1-
WCs. Both PBL tests and fatigue tests were conducted at each level.  
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6.2 THE	PROPOSED	DAMAGE	DETECTION	METHOD	

The key premise of this method is to develop an appropriate benchmark model that 
represents the "damage" state. One classical approach for generating crack-like AE 
signals is to use the Hsu-Nielsen source (pencil leads breaking PBL) [38]. PBL generates 
a monopole source that is oriented at an angle with respect to the surface of the 
specimen, whereas crack formation and growth produce dipole sources that are 
parallel to the planar direction of the specimen. Hamstad et al., conducted a series of 
numerical and experimental investigations on the difference between PBL signals and 
crack-related signals in plates [39–41]. The results demonstrate that monopole PBLs 
on the edge of the plate created waves that most closely resembled those from dipole-
type sources near the surface [39]. Considering that cracks typically nucleate at the 
surface of metals, it is reasonable to use the PBL signals as the reference dataset to 
identify the crack initiation but not for further crack growth.  

 
Fig. 6-1 Illustration of the proposed baseline-based damage detection method 

As shown in Fig. 6-1, there are three steps in the proposed method:  

Step	I:	create	a	benchmark	model	as	the	“damage”	state	

PBL should be collected at the same spot with the same angle and orientation to 
guarantee repeatable AE sources. The exact position of crack nucleation is unknown 
before the fatigue tests. To collect enough data with randomness and uncertainty [38], 
the pencil leads were broken with various free lengths of 2-4 mm and contact angles of 
20-60. PBL signals are then recorded by AE measurement system. 
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To establish the feature matrix {A0} of the “damage” dataset, the AE features listed in 
Table 5-6 are extracted from the PBL signals. A bandpass filter with a frequency range 
of 80-500 kHz is applied to the collected PBL signals to eliminate external noise and 
signal reflection contamination. Previous research has demonstrated that AE features 
in the frequency domain are effective in correlating the appearance of damage and that 
these features outperform other candidates [42]. Partial power (PP) features are also 
employed, which measure the ratio of power in a user-specified frequency range (f1-f2) 
to the complete power of a signal: 

   2

1 2
1

/2 2
( : ) 0

f F

f f f
PP U f df U f df    Eq. 6-1

where a power spectral density formula  U f  is obtained using FFT from each signal, 

and F is the sampling frequency of the signals.  
/2 2

0

F
U f df computes the total power 

across the entire frequency range. Ultimately, a feature matrix {A0} consisting of five 
vectors is generated. 

Table 6-1 Description of the selected AE features 

 

To integrate the feature vectors in {A0}, Mahalanobis distance (MD) is utilized to create 
a multidimensional measurement scale. MD is a multivariate distance metric for 
measuring the distance between a point or vector and a distribution. It has been shown 
to be an efficient technique for pairwise distance calculations, making it an extremely 
useful tool in multivariate anomaly detection. The Mahalanobis distance dmah is 
calculated by measuring the distance between the features of the j-th PBL signal and the 
damage” states, resulting in the creation of a distance matrix {D}. With certain 
probability confidence, a reliable threshold dmah,thr is determined using kernel 
distribution with a 97% survival probability. 

Step	II:	acquire	dataset	from	an	unknown	state	

During the fatigue test, AE signals are acquired using the identical AE measurement to 
the PBL test. A feature matrix {A} is obtained using the AE features listed in Table 6-1. 
After that, The Mahalanobis distance di	between the features of i-th acquired signals in 
{A} and {A0} of the “damage” dataset is taken as the damage indicator (DI). 	

Step	III:	perform	damage	diagnosis	

Features Symbol Unit 

Peak frequency PeakFRQ kHz 

Frequency central CenFRQ kHz 

Partial power 2 [80-200 kHz] PP2 % 

Partial power 3 [200-300 kHz] PP3 % 

Partial power 4 [300-500 kHz] PP4 % 
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If the damage indices di are above the selected threshold dmah,thr, the outliers correlate 
to the safe state because the reference dataset is related to the "damage" condition. On 
the contrary, the damage is diagnosed in the acquired data if di < dmah,thr. 

6.3 EXPERIMENTAL	SET‐UP	
6.3.1 Compact	tension	specimens	

Fig. 6-2 (a) depicts the geometry of the CT specimens manufactured from S355 
steel grade. The experimental measurement was conducted in two parts. In the first 
part, PBL tests were performed on the notch tip of the CT specimens to generate signals 
related to crack initiation (see Fig. 6-2 (b)). A MISTRAS AE system, supplied by the 
Physical Acoustic Corporation (PAC), was employed to record the "damage" dataset. 
The signals were recorded at a 5 MSPS sampling rate with a threshold of 50 dB and a 
40dB pre-amplifier. Two CT specimens with different sensor layouts were used to study 
the effect of sensor type on the measurement, see Fig. 6-3. The employed sensors 
included one WSα wide-band AE sensor and two thin PZT (Lead Zirconate Titanate) 
sensors named PZT1 and PZT2, respectively. Their frequency sensitivities are shown in 
Fig. 6-4. The sensitivity response of the WS sensor is available from the manufacturer 
[43]. An analytical function has been proposed to estimate the sensor output of PZT1 
and PZT2 sensors [44,45]. PZT1 and PZT2 were selected in accordance with the 
selection criteria proposed in the previous chapter. 

 

 

(a) (b) 

Fig. 6-2 Illustration of (a) CT specimens and (b) PBL signal collection (unit: mm) 

  

(a) (b) 

Fig. 6-3 Layout of sensors for CT specimens: (a) CT-1 and (b) CT-2 
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(a) 

 

(b) 

Fig. 6-4 Frequency sensitivity spectrum of (a) WS [43], and (b) PZT1 and PZT2[45] 

The second part of the experimental measurement involved conducting a standard 
fatigue test on the same specimen subjected to a constant-amplitude tensile loading. 
The fatigue tests were performed under load-controlled conditions using a hydraulic 
Instron testing machine (with a loading frequency of 10 Hz, Rs = 0.25, max load = 20 kN). 
Here, Rs is defined as the ratio between the maximum and minimum load levels. The 
test set-up is illustrated in Fig. 6-5. As experimentally supportive methods for AE 
interpretation, 2D digital image correlation (DIC) and a crack propagation gauge were 
utilized during the fatigue tests.  
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(a) 

 

(b) 

 

(c) 

Fig. 6-5 Test set-up of CT specimens with (a) AE technique; (b) 2D DIC measurement, and (c) 
crack propagation gauge 

The DIC method enables the capture of high-resolution strain fields on the surface of 
the object. Previous research has demonstrated the potential of combining AE and DIC 
for health monitoring [46,47]. The DIC system consists of a high-speed camera, a 
backlight source, and a speckle pattern sprayed on the specimen surface. The camera 
was positioned in front of the test specimen to capture the displacement of the speckles 
as pictures. These images were then post-processed using the GOM DIC software. DIC 
pictures were taken at the maximum tensile load Fmax with intervals of 1000 cycles 
(from B0 to Bk where k is the number of images). The photograph is triggered by the 
Instro controller. The load history of the fatigue test is shown in Fig. 6-6. The accuracy 
of DIC measurement is dependent on the speckle pattern on the surface of the specimen 
[48]. In comparison to DIC, crack propagation gauges provide a more direct 
measurement of the crack lengths [49]. A crack propagation gauge (TK-09-CPC03-
003/DP) was mounted on the polished surface at the back of the specimen, as shown in 
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Fig. 6-5 (c) and Fig. 6-7. The gauge comprises twenty vertical resistor stands with a 
centerline distance of 2.03 mm. The results obtained from the crack propagation gauge 
were utilized to verify the accuracy of the DIC measurements. 

 
Fig. 6-6 DIC image capture during fatigue CT tests 

 
Fig. 6-7 Dimension of crack gauges of TK-09-CPC03-003/DP 

6.3.2 Segment	specimen	with	C1‐WC	

Similar to the experimental measurement of CT specimens, both PBL and fatigue tests 
were conducted on the C1-WC as shown in Fig. 6-8. Fig. 6-8 (b) displays the special 
sensor layout employed for collecting AE signals in the experiments. Four PZT sensors 
were installed on the internal flat surface of the lower segment for AE monitoring. To 
collect the “damage” dataset for the C1-WC, pencil leads were broken along the marked 
red line on the edge of the overall hole of the lower segment pre-assembly, as shown in 
Fig. 6-9. In order to accurately select PBL signals, the WS sensor was used as the 
reference sensor [45]. The same AE measurement system as in the CT specimens was 
employed. 
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(a) (b) 

 

(c) 

Fig. 6-8 Test set-up of C1-WC specimen, including (a) LVDT, (b) AE technique, and (c) 
schematic of the DOFS position measurement 

 
Fig. 6-9 PBL signal collection during C1-WCs  

After assembling the segment specimen, a fatigue test was conducted. Due to space 
limitations, the conventional WS sensor could not be mounted close to the critical area. 
The bolt was pretensioned during the assembly with a horizontal force of 80 kN. A 
critical tensile load of 470 kN was defined for the C1-WC due to their special design [21]. 
An axial tensile cyclic fatigue loading was applied with Rs of 0.1 and Fmax of 450 kN. This 
load condition was selected as the design fatigue load should be approximately the 
same as the critical load.  

Although DIC is sufficient to characterize surface damage, it is limited in providing 
information about internal microscopic behaviour efficiently [5]. Therefore, DIC was 
not employed for fatigue damage monitoring of C1-WCs. Instead, to complement the AE 
measurement, the linear variable displacement transducer (LVDT) and distributed 



CHAPTER 6                   173 

 

optical fiber sensors (DOFS) were used to measure the deformation (see Fig. 6-8 (a) and 
(c)). Two external LVDTs were attached to the middle part of the lower segment to 
measure the elongation from the outside.  

DOFS technology enables the measurement of strain distribution with thousands of 
sensing points along a structure [50,51]. By detecting changes in the strain field, the 
occurrence of damage in structures can be identified using optical fibers. In this study, 
a single-mode pigtail (G652) optic fiber from SQS Fiber Optics was adhesively bonded 
to the surface of the internal lower segment, as shown in Fig. 6-8 (c). A coreless fiber 
was included at the end of the fibers to terminate the measurement and minimize noise 
caused by unwanted reflections. The distributed strain along the overall hole was 
recorded using a LUNA Optical Distributed Sensor Interrogator (ODiSI 6104). The DOFS 
measurement was taken at an acquisition rate of 31.25 Hz and a spatial resolution of 
0.65 mm. The start and end points of the fibers are indicated in Fig. 6-8 (c).  

6.4 DAMAGE	MONITORING	OF	CT	SPECIMENS	
6.4.1 DIC	approach	

Fig. 6-10 shows the strain nephogram of CT-1 obtained through DIC measurement. 
Image (B0) captured at the maximum load of the first cycle was chosen as the reference 
stage. The initial deformation induced by Fmax was eliminated since the focus is on the 
deformation caused by the crack. The longitudinal strain along the y-direction was 
processed using the reference field. The high-strain region surrounding the crack tip is 
a typical indicator of crack initiation. However, there is currently no standard threshold 
for the strain value that identifies the crack tip.  

  

 

(a) (b) 

 

 
 

(c) (d) 

Fig. 6-10 DIC contour of CT-1: (a) at B0, (b) at 1.40105 cycles, (c) at 1.63105 cycles, and (d) at 
2.10105 cycles 
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To identify the crack tip, three pairs of horizontal lines are drawn as the distributed 
virtual extensometers. The distance between the data points along the mth pair of lines 
at ith image dim(x) can be extracted using the DIC algorithm, according to: 

     , 1 , 2  ( 0 and  =1, 2 ,3)i i i
m y m y md x x x i m      Eq. 6-2 

where x is the position of the data point along the X axis, as shown in Fig. 6-11. The notch 
tip is regarded as the original point with x = 0, and i	= 0 represents the reference stage. 
The relative distance difference dim(x) can be calculated as: 

0( ) ( ) ( )i i
m m md x d x d x    Eq. 6-3 

 

 

Fig. 6-11 Identification of crack tip at 1.40105 cycles (289-th images) of CT-1 

The resolution of the results improves with decreasing distance between the horizontal 
lines. However, once the crack tip surpasses the area between the current pair of lines, 
the next pair of horizontal lines should be used to identify the crack tip. For example, 
the crack tip surpasses the area between lines 1-1 and 1-2 reaching 1.40105 cycles 
(Fig. 6-10 (b)). After that, the measurement results between lines 2-1 and 2-2 should be 
used for identifying the crack tip between 1.40105 and 1.63105 cycles (Fig. 6-10 (c)). 
Taking the image at 1.40105 cycles (289th images) as an example, a sudden change in 
the slope of dim(x) is observed at the end of the high strain field (Fig. 6-11). This is 
because a negligible distance difference indicates no change between the current and 
the reference images. Consequently, dim(x) /(x) is obtained to identify the transit 
point of the slope of dim(x), namely the position of the crack tip (bottom of Fig. 6-11).  

6.4.2 Results	of	crack	propagation	gauges	

As mentioned in Section 6.3.1, the DIC-based crack tip identification approach is 
supported using the results obtained from crack propagation gauges. The crack tip is 
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identified in the gauges by a sudden jump in resistance once the crack reaches the 
vertical strands (see Fig. 6-12). A comparison of the crack length obtained using DIC 
and crack propagation gauges is presented in Fig. 6-13. It is important to note that the 
crack length mentioned in this study refers to the projection of the actual crack along 
the X axis. As the first vertical line in the gauges is 1.8 mm away from the edge, the 
gauges cannot provide the signal of the onset of the crack. The consistency between the 
results obtained from DIC and gauges supports the use of DIC to identify the number of 
cycles corresponding to crack initiation.  

 
 

(a) (b) 

Fig. 6-12 (a) Response of crack propagation gauges and (b) failure modes of CT-1 

(a) (b) 

Fig. 6-13 Results of crack length from DIC and crack gauges (a) CT-1 (b) CT-2 

6.4.3 AE	monitoring	

1500 PBL tests were conducted on CT-1 and CT-2 at every 5 seconds, respectively. As 
described in section 6.2, the feature matrix {A0} comprising PP2, PP3, PP4, peak 
frequency, and frequency centroid is obtained. A density plot is used to visualize the 
distribution of the feature matrix. Fig. 6-14 shows the density plot of PP2 and PP3 of 
PBL signals from all sensors, where the “hot” red regions represent high density, and 
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the “cold” blue regions denote low density with a gradient in between. There is a high 
probability that damage-related signals are located in the dense regions of the 
distribution of the feature matrix. The distance matrix {D} is obtained by calculating the 
MD between the feature matrix of each observation to the reference dataset. Fig. 6-15 
shows the distance matrix histogram of the reference dataset including the determined 
threshold dmas,thr.  

  

(a) (b) 

 

(C) 

Fig. 6-14 Distribution of features of PBL signals from (a) WS, (b) PZT1, and (c) PZT2  
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(a) (b) 

  

(c) (d) 

Fig. 6-15 Probability distribution of distance matrix {D} of PBL signals from (a) CT-1-WS, (b) 
CT-2-WS, (c) CT-2-PZT1, and (d) CT-2-PZT2 

As the main focus of the fatigue tests is crack initiation, AE signals acquired up to 
3.0104 cycles are analyzed. Fig. 6-16 shows the MD di	calculated between the features 
of i-th acquired signals and {A0}. Table 6-2 summarizes the detected number of cycles 
to crack initiation by DIC and AE for the CT specimens. The results show that the PZT 
sensors collect fewer AE events than the WS sensor, which is consistent with previous 
findings reported in [27]. Nevertheless, thin PZT sensors in conjunction with the 
proposed approach can provide efficient detection results as the WS sensor (see Table 
6-2). 
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(a) (b) 

 

(c) (d) 

Fig. 6-16 Mahalanobis distance between acquired signals and reference state (a) CT-1-WS, (b) 
CT-2-WS, (c) CT-2-PZT1, and (d) CT-2-PZT2  

Table 6-2 Number of cycles at the crack initiation 

6.5 EARLY	WARNING	FOR	C1‐WC	
6.5.1 Results	of	DOFS	and	LVDT	measurement	

The failure modes of the C1-WC specimen are illustrated in Fig. 6-17. The crack was 
initiated from the edge of the hole in the lower segment. As the crack continues to grow, 
it will enter a stable crack growth zone. When the crack reaches a critical size, it can no 
longer support the applied load leading to a sudden fracture of the C1-WC. 

Specimens 
Measurement techniques 

Acoustic emission DIC FOS LVDT 

CT-1 1.47104 1.63104 - - 

CT-2 1.09104 1.35104 - - 

C1-WC 3.39104 - 3.93104 5.47104 
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Fig. 6-17 Failure mode of C1-WCs 

The approximate location of the crack source can be inferred from Fig. 6-17. The 
effective length of the optical fibers attached to the specimen was confirmed to be 
between x = 2.0456 to x = 2.0482 m, where x denotes the distance to the fiber 
termination. The space between the distributed data points collected along the fiber is 
0.6 mm. The strain measured within this range during the fatigue test is depicted in Fig. 
6-18. A gradual increase in the measured strain is observed from the selected data 
points, owing to the introduction of slight plastic deformation at the beginning of the 
fatigue test, which corresponds to cyclic hardening of the material. The rate of increase 
in the measured strain at the data point x = 2.0482 m changed significantly at around 
3.93104 cycles, which is interpreted as an indication of crack initiation. This sudden 
increase in strain can be attributed to the stress concentration near the crack tip.  

 
Fig. 6-18 Measured strain results of C1-WC 

Fig. 6-19 displays the dynamic stiffness obtained from the LVDT measurements. The 
stiffness is determined as the maximum load divided by the maximum deformation 
recorded by the LVDT. A sudden drop in stiffness indicates the onset of crack initiation. 
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However, since the LVDT was affixed to the exterior surface of the specimen, its 
sensitivity to detect cracks originating from the interior is limited compared to DOFS 
measurements.  

 
Fig. 6-19 Dynamic stiffness calculation 

6.5.2 Results	of	AE	measurement	

In the context of AE monitoring of C1-WCs, 1200 PBL signals are recorded prior to the 
assembly of the specimen. Fig. 6-17 shows that Ch3 is located closest to the region of 
crack damage. The density plot of two frequency-domain features and the distribution 
of the distance matrix {D} of Ch3 from PBL signals is shown in Fig. 6-20. The damage 
identification threshold is computed to be 21.6, and the number of cycles to the 
initiation of the crack is estimated to be 3.39104 (see Fig. 6-21). Table 6-2 presents the 
detection results using various monitoring techniques for C1-WC specimen. Among the 
employed methods, AE technique offers significantly earlier warning signs of fatigue 
damage than LVDT measurement. Although DOFS demonstrates comparable detection 
performance, DOFS exhibit a limited strain measurement range, which may not capture 
the full range of strains encountered by the metal material during fatigue loading [52]. 
Additionally, DOFS are prone to mechanical damage, such as bending, crushing, or 
stretching, which can result in permanent signal loss or reduced accuracy [53]. 
Furthermore, the installation and maintenance of DOFS can be costly, particularly over 
long distances or in harsh environments, which may limit their practicality in certain 
applications.  
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(a) (b) 

Fig. 6-20 Distribution of (a) features (b) MD of ch3 from PBL signals 

 
Fig. 6-21 distance results of C1-WCs fatigue test 

6.6 CONCLUSION	

The objective of this chapter is to investigate the use of acoustic emission (AE) 
monitoring by thin PZT sensors for early fatigue damage detection in restricted-access 
areas. A baseline-based method was proposed to achieve this goal. First, a benchmark 
model of the “damage” state was created by extracting the damage-sensitive features 
from pencil-breaking leads (PBL) generated signals. The multivariate feature vectors 
were then mapped to Mahalanois distance (MD) for identification. A threshold was 
defined to distinguish the “damage” state and normal state at a 97% probability of the 
MD distribution in the benchmark model. Second, the MD between the feature vector 
from acquired AE signals and the benchmark model was calculated as the damage 
indicator (DI). Finally, the damage was diagnosed if the DI of an unknown state is lower 
than the defined threshold.  

Using the proposed methodology, thin PZT sensors can successfully detect the time 
when premature cracks occur, providing early damage warning for C1-WC with 
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complex geometry and thick plates. Additionally, a digital image correlation (DIC)-
based detection method was also discussed in this chapter. This approach is adaptive 
and objective in identifying the crack tip accurately, making it a powerful support 
measurement technique. 

The proposed method only requires pre-knowledge of the critical area. In conjunction 
with numerical analysis, regions of possible damage locations can be identified and 
regarded as primary areas of concern. To collect the dataset for the proposed baseline-
based method, PBL tests can be conducted once the critical area is identified. These tests 
do not need to be conducted on real structures, but can be done on a plate of the same 
thickness and material as the real structures. 

This chapter addresses research question Q4) by proposing a baseline-based approach. 
The PBL-generated dataset is regarded as the “damage” benchmark model. This study 
demonstrates that the proposed approach is highly successful in detecting early 
damage in C1-WC using AE monitoring by thin PZT sensors. 
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7. CONCLUSIONS	AND	
RECOMMENDATIONS	

 

 

In this chapter, a brief overview of this research work is given. The research questions 

are revisited, and the main conclusions are summarized for each question. Additionally, 

recommendations are provided for future research, with a focus on exploring the practical 

applications of the proposed methods for real‐time monitoring purposes. 
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7.1 CONCLUSIONS	

The main research questions and sub research questions were, reproducted from 
Section 1.3, as follows: 

Main	research	questions: How	can	the	performance	of	the	C1	wedge	connection	be	
effectively	characterized	and	it’s	material	degradation	detected	by	the	AE	technique?		

Q1: How can the mechanical performance of the C1 wedge connection be investigated 
under static and cyclic tensile loading conditions?  

Q2: How can the performance between various types of MP-TP connections be 
compared?  

Q3: How can the performance of the AE technique for identifying the deformation stage 
of metal be improved in a noisy environment?  

Q4: How can the efficiency of AE monitoring by thin PZT sensors be improved to detect 
damage in structures with complex geometry and thick plates? 

Referring to the established research questions, the final goal of this thesis is to develop 
efficient assessment tools to explore the implementation of the C1-WCs in a wind farm. 
Destructive testing and non-destructive testing method are used in this research work 
to get the mechanical property and evaluate the status of C1-WCs, respectively. The 
general conclusions are given below: 

Characterise	the	tensile	behaviour	of	2nd	generation	of	the	C1‐WC:		

This relates to Q1. Stiffness degradation and bolt force variation of the C1-WC under 
cyclic loading were quantitatively evaluated. It was found that the effect of cyclic loading 
is negligible as long as the applied load does not exceed the critical load. An advanced 
finite element (FE) model was developed in chapter 2. The validated FE model provides 
a deeper understanding of the load transfer mechanism and the complex interaction 
between the parts. Through parametric analysis, it is suggested to apply sufficient 
preloading force to avoid any bolt failure. The FE results demonstrate that inaccurate 
bolt preloading can be effectively avoided during the installation, which enhances 
confidence in implementing this connection. The developed FE model allows the 
industry to conduct a more detailed analysis of C1-WCs for further development. By 
developing such a sophisticated model, design solutions can be validated with 
significantly less experimental testing. 

Compare	the	performance	between	various	connections:	

This relates to Q2. The selection of connections is vital to the overall competitiveness of 
OWTs. In this research, the efficiency of the laboratory segment test was investigated. 
It was found that the laboratory segment fatigue tests lead to a rather conservative 
assessment for C1-WCs, emphasizing the need to consider this effect during connection 
design. Meanwhile, C1-WCs were shown to be a robust connection for offshore 
applications, exhibiting less sensitivity to preload force. A correlation between static 
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and fatigue connection behaviour and performance was discovered. The method used 
to extract the bolt stress provides an opportunity to evaluate the fatigue performance 
of the bolted flange connection. Instead of requiring expensive and time-consuming 
physical testing, FE-assisted investigation can accurately simulate the behaviour of 
different types of connections. The results also provide in-depth knowledge for the 
practical application of such connections and further optimization. 

Propose	a	hybrid	model	for	deformation	stage	identification:	

This relates to Q3. The effectiveness of the AE monitoring technique heavily depends 
on the quality of the measured AE signals. The proposed SSA-VMD method is an 
adaptive algorithm for filtering both wide-band ground noise and narrow-band 
mechanical noise effectively. This method provided a solution to select the proper 
parameters for noise filtering without the time-consuming numerical simulation. It can 
reduce noise while preserving relevant elements of the original signals under strong 
noise conditions (SNR<0). The combination of SSA-VMD with ANN achieved the 
deformation stage identification successfully under a seriously noisy environment. 
These findings provide the basis for the development of new methodologies for 
monitoring the structural health of in-service steel structures. 

Propose	a	data‐driven	fusion	based	method	for	using	multiple	thin	PZT	sensors:	

This relates to Q4. A criterion for selecting the optimal thin PZT sensors was proposed 
aiming at passive sensing applications for AE monitoring. It is recommended to choose 
thin PZT sensors that exhibit high-sensitivity responses within the frequency band of 
interest for the specific application. A data-driven fusion based method was proposed 
to reconstruct the signals from the conventional sensor by using multiple thin PZT 
sensors. This method is useful when the conventional sensor cannot be used for the 
restricted-access area. Converting the thin PZT signals to conventional AE sensors can 
make damage identification easier, as the features from conventional AE sensors are 
more representative. Specifically, the proposed method reconstructs AE features from 
the frequency domain with high accuracy, which plays a significant role in damage 
identification. These findings demonstrate the potential application of fusing multiple 
thin PZT sensors for damage indication. Such studies are expected to shed new light on 
possible improvements in the performance of thin PZT sensors in AE monitoring. 

Propose	a	baseline‐based	method	for	early	damage	warning:	

This pertains to Q4 from a second perspective. A baseline-driven method was proposed 
to improve the detection efficiency of thin PZT sensors. A benchmark model correlating 
to the early damage state is created by breaking pencil leads. Multivariate feature 
vectors are extracted and then mapped to the Mahalanois distance for identification. 
Using the proposed methodology, thin PZT sensors can successfully detect the onset of 
premature cracks, providing early damage warning for structures with complex 
geometry and thick plates, such as C1-WC. Importantly, the proposed method only 
requires pre-knowledge of the critical area. In conjunction with numerical analysis, 
regions of possible damage locations can be identified and regarded as primary areas 
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of concern. Overall, this method can be extended and applied to detect damage in other 
structures with similar damage mechanisms, making it a valuable tool for structural 
health monitoring.  

7.2 RECOMMENDATION	FOR	FUTURE	WORK	

In this work, the efficient assessment tools were developed to explore the 
implementation of the C1-WCs in a wind farm. Further research is recommended as 
follows. 

1. To consider the spatial effects on the behaviour of the C1-WC, it is recommended to 
conduct numerical analyses using a full-scale model of C1-WC. Additionally, the steel 
material used in this research for numerical simulation was calibrated using static 
tensile testing. Uniaxial and multi-axial cyclic loading testing could be added to obtain 
the fatigue damage parameter, which is helpful to perform the fatigue assessment of the 
C1-WC. A more robust assessment of its fatigue performance can be obtained, which is 
essential for ensuring its durability and safety. 

2. The comparison between C1-WC, RF connection, and RF connection with defined 
contacts was carried out using the segment model. However, previous research has 
demonstrated that the gap (imperfection) plays an essential role in evaluating the 
fatigue performance of RF connections. The full-scale model with RF connection 
containing the gaps could be examined to provide more trustworthy guidance for 
connection.  

3. It is important to note that the collected AE signals are dependent on the 
measurement system used in the measurement process. The boundary reflections, 
sensor response and sensor sensitivity could affect the waveforms. These effects were 
omitted in the proposed methodology. Although the effectiveness of the SSA-VMD 
method has been confirmed by the denoising results of both simulation and measured 
signals, further investigation with more experimental results is necessary to confirm its 
universality.  

4. Furthermore, to assess the performance of the Artificial Neural Network (ANN)-
based deformation stage identification, it is recommended to provide supporting 
information from microstructural examinations. Such an approach would provide more 
comprehensive insights into the deformation mechanisms and help to validate the 
accuracy of the ANN-based deformation stage identification method. 

5. The data-level fusion approach using multi-thin PZT sensors has been validated using 
PBL tests, which are less challenging than practical situations. In future work, it is 
recommended to consider the uncertainties caused by different sensor layouts, 
measuring cables, and soldering qualities to train the CNN and obtain more accurate 
results. Conducting comparative studies of deep learning methods and architectures 
would be beneficial to improve the accuracy of damage detection using thin PZT 
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sensors. Moreover, fatigue tests are imperative to the development and validation of 
the proposed approach.  

6. The findings presented in this thesis should be further extended to investigate the 
effects of material types, sample geometries, and loading configurations on AE 
generation to establish the reliability of the AE technique. Additionally, finite element 
modelling approaches should be developed to enhance the understanding of the AE 
signal propagation and detection process, which can help to characterize the reliability 
of the AE technique for sensors placed at different locations. This information can be 
used to make informed decisions on the optimal choice of sensor placement for a 
particular installation.  

Future work should focus on applying the techniques proposed in this study for real-
life monitoring purposes. While laboratory tests were conducted to mimic real-life 
conditions, additional challenges can arise from environmental factors, structural 
complexity, and the presence of a wide range of AE sources.  
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SUMMARY	

In the past two decades, offshore wind has emerged as a new source of renewable 
energy. This highlights the requirement for the utilisation of larger and more efficient 
offshore wind turbines (OWTs). The connections used in support structures of OWTs 
are critical to ensure the excellent structural performance of OWFs. An alternative 
option is the C1 wedge connection (C1-WC) to join virtually all the wind turbine 
generator (WTG) towers to their foundations. This connection shows promising 
potential in reducing construction, installation, and maintenance costs by eliminating 
the ring flange and using smaller diameter bolts. 

Till now, C1-WC has undergone three generations of development. A more 
comprehensive research program is required to explore its implementation in a wind 
farm. The load transfer mechanism and critical component of C1 wedge connections are 
different to the conventional bolted ring flange (RF) connections. It is important to 
understand the mechanical behaviour of this connection. Meanwhile, support 
structures are exposed to the harsh environment during the service life of the OWTs. 
Material degradation and local cracks in the connection are inevitable to affect the 
serviceability of OWTs. A need for a reliable and rigorous structural health monitoring 
(SHM) system for the connection is evident. As one of the non-destructive techniques 
(NDT), Acoustic emission (AE) has been extensively used in early damage detection and 
real-time assessment of steel structures. Despite its successful applications, challenges 
still exist in using AE technique for monitoring applications, especially in analysing the 
recorded data. Therefore, the research aims to assist in understanding mechanical 
behaviour and evaluating the health status of the innovative connection. 

An extensive experimental program was conducted to evaluate the static and cyclic 
behaviour of the C1-WCs. Additionally, a detailed 3D non-linear finite element (FE) 
model of the C1-WCs has been developed. The incorporation of material non-linearity 
and ductile damage allows the FE model to model the post-necking and final fracture of 
the connection. The FE model replicates with a good agreement the experimental 
tensile static and cyclic tests up to the final damage and reproduces the joint behaviour 
correctly. Parametric studies investigate the influence of bolt grade, the friction 
coefficient between contact surfaces, and the preloading force level on mechanical 
behaviour. Moreover, a quantitative comparison between C1-WC and two types of 
connections (RF connection and RF connection with defined contacts) is performed to 
provide practical insights into the selection and application of such connections and 
further optimization. FE-assisted analyses were performed to examine the effect of 
applied boundary conditions, bolt pretension level, and steel grade on the behaviour of 
the connections. 

In addition to mechanical behaviour analysis. this research is also focused on 
developing data processing methods to address the challenges of AE monitoring for the 
C1-WCs. A hybrid model is proposed to identify the deformation stage of metal material. 
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This method combines a self-adaptive denoising technique and an Artificial neural 
network (ANN). To reduce noise in the AE signals, a decomposition-based denoising 
method is proposed based on singular spectral analysis (SSA) and variable mode 
decomposition (VMD), referred to as SSA-VMD. After denoising, an ANN is constructed 
to identify the deformation stage of steel materials using features extracted from the 
filtered AE signals as input.  

Fatigue damage of the C1-WCs could result in catastrophic failure of OWTs. Due to space 
constraints, it can be challenging to detect surface cracks in the lower segment holes of 
the C1-WC using commercial sensors. Thin PZT sensors are lightweight and small, 
making them suitable for use in restricted-access areas. However, their poor signal-to-
noise ratio can limit their effectiveness in AE monitoring. A criterion for selecting the 
optimal thin PZT sensors is proposed and a configuration is designed for multiple 
sensors. Two signal processing methods are then proposed in terms of this issue. Firstly, 
a data fusion-based method is proposed to enhance the functionality of thin PZT 
sensors in AE applications. Convolutional neural networks (CNNs) combined with 
principal component analysis (PCA) are employed for signal processing and data fusion. 
Secondly, a baseline-based method is proposed to provide early warning of the fatigue 
damage of C1-WCs using thin PZT sensors. A benchmark model correlating to the 
damage state is created by breaking pencil leads. Multi-variate feature vectors are 
extracted and then mapped to the Mahalanois distance for identification.  

Based on this research work, an efficient FE method has been developed to further 
improve the design of C1-WC. By providing an in-depth guideline for evaluating the 
mechanical performance of connections used in OWTs, this research has the potential 
to contribute to the development of more robust and reliable wind turbine structures. 
Moreover, the proposed signal processing methods for identifying the deformation 
stage and early fatigue damage can be further explored in structures with similar 
damage mechanisms. This can lead to the development of more accurate and effective 
methods for monitoring and assessing the health of offshore wind turbines, ultimately 
contributing to improved safety and reliability in the renewable energy industry.  
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SAMENVATTING	

In de afgelopen twee decennia is offshore wind naar voren gekomen als een nieuwe 
bron van hernieuwbare energie. Dit benadrukt de behoefte aan het gebruik van grotere 
en efficiëntere offshore windturbines (OWTs). De verbindingen die worden gebruikt in 
ondersteunende structuren van OWTs zijn van cruciaal belang om de uitstekende 
structurele prestaties van OWTs te garanderen. Een alternatieve optie is de C1-
wigverbinding (C1-WC) om vrijwel alle windturbinegeneratortorens (WTG) met hun 
funderingen te verbinden. Deze verbinding biedt veelbelovend potentieel voor het 
verlagen van de constructie-, installatie- en onderhoudskosten door de ringflens te 
elimineren en bouten met een kleinere diameter te gebruiken.	

Tot nu toe heeft C1-WC drie generaties ontwikkeling doorgemaakt. Er is een 
uitgebreider onderzoeksprogramma nodig om de implementatie ervan in een 
windpark te verkennen. Het last overbrengings mechanisme en de kritieke component 
van C1-wigverbindingen zijn anders dan die van de conventionele geboute 
ringflensverbindingen (RF). Het is belangrijk om het mechanische gedrag van deze 
verbinding te begrijpen. Ondertussen worden ondersteuningsconstructies blootgesteld 
aan de barre omstandigheden tijdens de levensduur van de OWTs. Materiaaldegradatie 
en lokale scheuren in de verbinding zijn onvermijdelijk om de bruikbaarheid van OWTs 
aan te tasten. Er is duidelijk behoefte aan een betrouwbaar en rigoureus systeem voor 
structurele gezondheidsmonitoring (SHM) voor de verbinding. Als een van de niet-
destructieve technieken (NDT) is akoestische emissie (AE) op grote schaal gebruikt bij 
vroege schadedetectie en real-time beoordeling van staalconstructies. Ondanks de 
succesvolle toepassingen zijn er nog steeds uitdagingen bij het gebruik van AE-techniek 
voor monitoringtoepassingen, vooral bij het analyseren van de geregistreerde 
gegevens. Daarom is het onderzoek bedoeld om te helpen bij het begrijpen van 
mechanisch gedrag en het evalueren van de gezondheidsstatus van de innovatieve 
verbinding.	

Er werd een uitgebreid experimenteel programma uitgevoerd om het statische en 
cyclische gedrag van de C1-WC's te evalueren. Daarnaast is een gedetailleerd 3D niet-
lineair eindige elementen (FE) model van de C1-WC's ontwikkeld. Door de integratie 
van materiële niet-lineariteit en ductiele schade kan het FE-model de post-insnoering 
en uiteindelijke breuk van de verbinding modelleren. Het FE-model repliceert met een 
goede overeenkomst de experimentele statische en cyclische trekproeven tot aan de 
uiteindelijke schade en reproduceert het verbindingsgedrag correct. Parametrische 
studies onderzoeken de invloed van boutkwaliteit, de wrijvingscoëfficiënt tussen 
contactoppervlakken en het niveau van de voorspankracht op mechanisch gedrag. 
Bovendien wordt een kwantitatieve vergelijking tussen C1-WC en twee soorten 
verbindingen (RF-verbinding en RF-verbinding met gedefinieerde contacten) 
uitgevoerd om praktisch inzicht te geven in de selectie en toepassing van dergelijke 
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verbindingen en verdere optimalisatie. FE-geassisteerde analyses werden uitgevoerd 
om het effect van toegepaste randvoorwaarden, boutvoorspanningsniveau en 
staalkwaliteit op het gedrag van de verbindingen te onderzoeken.	

Naast mechanische gedragsanalyse. dit onderzoek is ook gericht op het ontwikkelen 
van methoden voor gegevensverwerking om de uitdagingen van AE-monitoring voor 
de C1-WC's aan te pakken. Een hybride model wordt voorgesteld om het 
vervormingsstadium van metaalmateriaal te identificeren. Deze methode combineert 
een zelfaanpassende denoising-techniek en een kunstmatig neuraal netwerk (ANN). 
Om ruis in de AE-signalen te verminderen, wordt een op decompositie gebaseerde 
denoising-methode voorgesteld op basis van singuliere spectrale analyse (SSA) en 
variabele modus-decompositie (VMD), waarnaar wordt verwezen als SSA-VMD. Na het 
verwijderen van ruis wordt een ANN geconstrueerd om het vervormingsstadium van 
staalmaterialen te identificeren met behulp van kenmerken die zijn geëxtraheerd uit de 
gefilterde AE-signalen als invoer.	

Vermoeiingsschade van de C1-WCs kan leiden tot catastrofaal falen van OWTs. 
Vanwege ruimtebeperkingen kan het een uitdaging zijn om oppervlaktescheuren in de 
gaten in het onderste segment van de C1-WC te detecteren met behulp van 
commerciële sensoren. Dunne PZT-sensoren zijn lichtgewicht en klein, waardoor ze 
geschikt zijn voor gebruik in gebieden met beperkte toegang. Hun slechte signaal-
ruisverhouding kan echter hun effectiviteit bij AE-bewaking beperken. Er wordt een 
criterium voorgesteld voor het selecteren van de optimale dunne PZT-sensoren en er 
wordt een configuratie ontworpen voor meerdere sensoren. Twee 
signaalverwerkingsmethoden worden vervolgens voorgesteld met betrekking tot dit 
probleem. Ten eerste wordt een op datafusie gebaseerde methode voorgesteld om de 
functionaliteit van dunne PZT-sensoren in AE-toepassingen te verbeteren 
convolutionele neurale netwerken (CNNs) gecombineerd met 
hoofdcomponentenanalyse (PCA) worden gebruikt voor signaalverwerking en 
datafusie. Ten tweede wordt een op basislijn gebaseerde methode voorgesteld om 
vroegtijdig te waarschuwen voor de vermoeidheidsschade van C1-WC's met behulp 
van dunne PZT-sensoren. Een benchmarkmodel dat correleert met de schadetoestand 
wordt gecreëerd door potloodstiften te breken. Multivariate kenmerkvectoren worden 
geëxtraheerd en vervolgens in kaart gebracht op de Mahalanois-afstand voor 
identificatie.	

Op basis van dit onderzoekswerk is een efficiënte FE-methode ontwikkeld om het 
ontwerp van C1-WC verder te verbeteren. Door een diepgaande richtlijn te bieden voor 
het evalueren van de mechanische prestaties van verbindingen die worden gebruikt in 
OWTs, heeft dit onderzoek het potentieel om bij te dragen aan de ontwikkeling van 
robuustere en betrouwbaardere windturbineconstructies. Bovendien kunnen de 
voorgestelde signaalverwerkingsmethoden voor het identificeren van de 
vervormingsfase en vroege vermoeiingsschade verder worden onderzocht in 
constructies met vergelijkbare schademechanismen. Dit kan leiden tot de ontwikkeling 
van nauwkeurigere en effectievere methoden voor het bewaken en beoordelen van de 
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gezondheid van offshore windturbines, wat uiteindelijk bijdraagt aan verbeterde 
veiligheid en betrouwbaarheid in de hernieuwbare energie-industrie.	
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