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Exploring Sources of Uncertainty in Steric Sea‐Level
Change Estimates
Carolina M. L. Camargo1,2 , Riccardo E. M. Riva2 , Tim H. J. Hermans1,2 ,
and Aimée B. A. Slangen1

1Department of Estuarine and Delta Systems, NIOZ Royal Netherlands Institute for Sea Research and Utrecht University,
Yerseke, Netherlands, 2Department of Geoscience and Remote Sensing, Delft University of Technology, Delft,
Netherlands

Abstract Recent studies disagree about the contribution of variations in temperature and salinity of the
oceans—steric change—to the observed sea‐level change. This article explores two sources of uncertainty to
both global mean and regional steric sea‐level trends. First, we analyze the influence of different
temperature and salinity data sets on the estimated steric sea‐level change. Next, we investigate the impact of
different stochastic noise models on the estimation of trends and their uncertainties. By varying both the
data sets and noise models, the global mean steric sea‐level trend and uncertainty can vary from 0.69 to 2.40
and 0.02 to 1.56 mm/year, respectively, for 1993–2017. This range is even larger on regional scales,
reaching up to 30 mm/year. Our results show that a first‐order autoregressive model is the most appropriate
choice to describe the residual behavior of the ensemble mean of all data sets for the global mean steric
sea‐level change over the last 25 years, which consequently leads to the most representative uncertainty.
Using the ensemble mean and the first‐order autoregressive noise model, we find a global mean steric
sea‐level change of 1.36 ± 0.10 mm/year for 1993–2017 and 1.08 ± 0.07 mm/year for 2005–2015. Regionally,
a combination of different noise models is the best descriptor of the steric sea‐level change and its
uncertainty. The spatial coherence in the noise model preference indicates clusters that may be best suited to
investigate the regional sea‐level budget.

Plain Language Summary Ocean temperature and salinity variations lead to changes in sea
level, known as steric sea‐level change. Steric variations are important contributors to sea‐level change
and reflect how the oceans have been responding to global warming. For this reason, several recent studies
have quantified the contribution of steric variations to global and regional sea‐level change. However, the
reported rates largely differ between studies. In this paper, we look at how the use of different
temperature and salinity data sets can be one of the causes of the different estimates of steric sea‐level change
published so far. We also investigate how different methods (noise models) used to obtain the rate of
change can be another source of different results. We find that the rate of change can vary up to 2 mm/year
for the global mean as a result of different data sets and methods used. Regionally, differences can
reach up to several tens of millimeters per year. We show that the noise models should always be carefully
chosen for each region, so that the rate of change is accurately estimated.

1. Introduction

The oceans are a major reservoir of heat and have stored about 90% of the human‐induced heat in the cli-
mate system over the last 50 years (MacIntosh et al., 2017; von Schuckmann et al., 2016). The resulting ocean
warming leads to sea‐level change (SLC), which is an important reflection of how the oceans respond to glo-
bal warming (Kopp et al., 2016). This process, known as thermosteric SLC, is the dominant component of the
steric contribution to global mean sea‐level (GMSL) change.

Steric SLC is also partially driven by salinity variations (i.e., halosteric change). The contribution of salinity
to GMSL change is negligible, as the ocean's salt content is considered to be constant over multidecadal time
scales (Cazenave et al., 2018). Regionally, however, halosteric SLC can be just as important as thermosteric
changes, or even the dominant process of steric sea‐level variations, for instance, in polar regions (Stammer
et al., 2013). Hence, studies of steric contributions to regional SLC should consider both salinity and tem-
perature variations (MacIntosh et al., 2017).
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In addition to density‐driven variations, present‐day SLC is also driven by ocean mass fluctuations (Church
et al., 2013). The main processes that change the amount of mass available in the oceans are the melting of
glaciers and ice sheets and variations in terrestrial water storage. Together, density and mass variations
represent the total budget of SLC (e.g., Cazenave et al., 2018; Gregory et al., 2013). Thus, accurately
quantifying steric sea‐level variations and their uncertainties constrains the other contributions to the
observed SLC.

Comparing published rates of steric GMSL change is complicated, as the period considered differs between
studies. For example, while the fourth Assessment Report of the Intergovernmental Panel on Climate
Change (IPCC AR4, Bindoff et al., 2007) estimated a thermosteric contribution of 1.6 ± 0.5 mm/year to
the GMSL change for 1993–2003, the IPCC AR5 (Church et al., 2013) reported a thermosteric contribution
of 1.1 ± 0.3 mm/year for 1993–2010. In addition to the different study periods, part of the difference between
steric rates can also be explained bymeasurement biases, such as depth biases in expandable andmechanical
bathythermograph (XBTs and MBTs) observations (Ishii and Kimoto, 2009). However, even if one considers
the same time period and the same corrections, estimates of steric SLC can still differ for the following three
reasons.

First, the deep ocean (>2,000 m depth) contribution to steric SLC is uncertain. Given the lack of obser-
vational data below 2,000 m depth, different estimates of how much the deep ocean has contributed to
SLC have been made in the recent past (e.g., Desbruyères et al., 2016; Dieng et al., 2015; Llovel
et al., 2014; Purkey and Johnson, 2010). For instance, based on the few high‐quality full‐depth hydro-
graphic measurements available, Purkey and Johnson (2010) estimated that deep ocean warming con-
tributed 0.1 mm/year to the GMSL change from 1980 to 2010. Contrarily, through a budget analysis,
Llovel et al. (2014) found a negative (−0.13 ± 0.34 mm/year) deep ocean contribution to GMSL change
from 2005 to 2013. According to an ocean model simulation, repeated hydrographic measurements tend
to underestimate the deep ocean warming due to biases induced by temporal and spatial sampling
(Garry et al., 2019).

A second source of uncertainty in steric SLC is the use of different temperature and salinity data and how
these data are processed. Dieng et al. (2015) found that the steric sea‐level trend varied from 0.15 to
0.92 mm/year, from 2003 to 2012, depending on the data set analyzed. These differences can be explained
mainly by the correctionsmade to individual measurements and by different data processingmethodologies,
such as gap filling methods (Dieng et al., 2015). Furthermore, the type of the data used (i.e., in situ observa-
tions, reanalysis (REA), or ocean model output) can lead to diverging trends.

Finally, the method used to determine the trend from a time series is another source of uncertainty. Trends
are usually obtained by fitting a linear or quadratic model to a time series. The associated error can be
described by different stochastic noise models (Bos et al., 2013). Bos, Williams, et al. (2014) showed that
uncertainties in SLC can be underestimated when an improper noise model is used. While the effect of using
different noise models on estimates of the total SLC from satellite altimetry and tide gauges has already been
discussed (e.g., Bos, Williams, et al., 2014; Hughes andWilliams, 2010; Royston et al., 2018), its effect on esti-
mates of steric SLC is still unclear. Given that the choice of the noise model is highly dependent on the nat-
ure of the process it describes (Royston et al., 2018), here we investigate the impact of different noise models
on steric sea‐level trends.

This study explores how steric sea‐level trends can vary, based on the data sets and the noise models used.
We limit our analysis to the upper ocean (0–2,000m), where most data are available, and leave studying deep
ocean uncertainties for future work. We compute and compare steric sea‐level trends from 1993 to 2017
(satellite altimetry era) and from 2005 to 2015 (Argo period), considering 15 different gridded temperature
and salinity data sets and 8 different noise models. We will show that the uncertainties of both data sets
and noise models play an important role in estimating the steric contribution to SLC.

We describe how we calculated steric SLC and the ocean temperature and salinity data sets used in section 2,
followed by an explanation of the noise models used to compute the trends and uncertainties. We show the
results of the different data sets and noise models for the global mean and regional steric SLC in sections 3
and 4, respectively. We display mainly the results for 2005–2015, when it was inconvenient to display both
periods in the same figures. The complementary figures for 1993–2017 can be found in the supplementary
information.

10.1029/2020JC016551Journal of Geophysical Research: Oceans

CAMARGO ET AL. 2 of 18



2. Methods and Data
2.1. Calculating Steric Sea‐Level Anomalies

Following Gill and Niller (1973) and Tomczak and Godfrey (2003), the steric sea‐level anomaly (SLA) ηs can
be described as follows:

ηs ¼ −
1
ρ0
∫
z1
z2
ρ′dz; (1)

where ρ0 is a reference density and ρ′ is the local density anomaly. The expression is vertically integrated
from the maximum local depth z2 to the water surface z1. We use the Thermodynamic Equation of
Seawater (TEOS‐10, McDougall and Barker, 2011) as the equation of state to calculate the steric SLA
and consider only the upper ocean (0–2,000 m) in our computations.

The density anomaly ρ′ is a function of variations in the ocean temperature, salinity, and pressure fields and
is computed using ocean temperature and salinity data from in situ and REA data sets (section 2.2).

2.2. Ocean Temperature and Salinity Data Sets

We collected and analyzed 15 publicly available gridded data sets of continuously monthly ocean tempera-
ture and salinity published by different research groups worldwide (Table 1). All data sets were downloaded
between January and March 2020 and are currently accessible (last check June 2020). The data sets were
selected based on their recurrent use in the literature. Given that we use gridded data sets, we do not con-
sider the uncertainty propagation from a single profile of temperature and salinity to steric height. The con-
cept of uncertainty propagation was reviewed and discussed in detail in MacIntosh et al. (2017).

The data sets were categorized according to their data type: in situ measurements versus ocean REA. The
first category includes ship‐based hydrographic data (such as conductivity‐temperature‐depth profiles,
XBTs, and MBTs) and observations collected by Argo profiling floats (Roemmich et al., 2009). The in situ

Table 1
Temperature and Salinity Data Sets Used to Compute Steric SLA, Separated Into Three Categories

Category Abbreviation Version Institute Reference Time period Depth range (m)

Argo APDRC IPRC/APDRC Product Description 2005–2019.06 0–2,000
SIO Scripps Institution of

Oceanography
Roemmich and
Gilson (2009)

2004–2019.06 10‐1,975

BOA CSIO Li et al. (2017) and
Lu et al. (2019)

2004–2018 0–1,975

ISAS 15 Ifremer Gaillard et al. (2016) 2002–2015 0–2,000
Multiple in situ (MiS) CORA v5.2 Ifremer Cabanes et al. (2013) and

Szekely et al. (2019)
1940–2017 0–2,000

EN4 v4.2G10a UK Met Office Good et al. (2013) 1950–2018 5–5,350
IK09 v7 JAMSTEC Ishii and Kimoto (2009) and

Ishii et al. (2017)
1900–2019.05 5–3,000

C17 v0 (S), v3(T) IAP/CAS Cheng et al. (2017) 1940–2019.05 0–2,000
ISAS+ 15 Ifremer Gaillard et al. (2016) 2002–2015 0–2,000
ARMOR 3D CSL Guinehut et al. (2012) 1955–2018 0–5,500

Reanalysis (REA) C‐GLORSab 05 CMCC Storto and Masina (2016) 1993–2018 0–5,902
GLORYS2ab v4 Mercator Ocean Garric and Parent (2017) 1993–2017 0–5,902
FOAM‐GloSea5ab

(hereafter FOAM)
v13 UK Met Office Blockley et al. (2014) and

Maclachlan et al. (2015)
1993–2017 0–5,902

ORASab 5 ECMWF Zuo et al. (2019) 1993–2017 0–5,902
SODA 3 UMD/ATMOS Carton et al. (2018) 1980–2017 0–5,902

Note. The abbreviations are short forms for either the reference paper (e.g., C17 for Cheng et al., 2017), the responsible institution (e.g., APDRC), or the official
name of the data set (e.g., CORA). Time period in bold indicates the data sets available for the entire satellite altimetry era.
aTwo versions of EN4v4.2 are available, depending on the type of correction applied for the XBT and MBT data. Following the description in the discussion of
Cheng et al. (2016) about the benefits of each correction, we use the data set with the Gouretski and Reseghetti (2010) correction. bThese products were
obtained via the Global Ocean Ensemble Reanalysis Version 2 of Mercator Ocean (GLOBAL_REANALYSIS_PHY_001_031).
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observations are generally merged onto a grid using statistical interpolation (Storto et al., 2017). This cate-
gory is further divided into two categories: Argo, for data sets that have only data from Argo floats, and mul-
tiple in situ (MiS), for products that combine several sources of in situ observations, in addition to Argo data.
The second category, ocean REA, assimilates the observational data into ocean circulation models, extrapo-
lating the information spatially and, sometimes, temporally (MacIntosh et al., 2017).

2.3. Data Processing

First, the steric SLA was computed on the native grid of each data set following Equation 1. We then stan-
dardized the varying resolution by remapping all data sets on a 1° by 1° grid, using bilinear interpolation.
Next, we selected the grid points within 66°S to 66°N of latitude and applied a land mask based on
ETOPO1 (Amante and Eakins, 2009). The landmask was applied without extrapolating any values, meaning
that areas which are not covered by all data sets are still considered, using the available data sets in each loca-
tion. Figure S2 shows the number of data sets available at each grid cell after applying the landmask. Using a
more conservative oceanmask, in which only the grid points that all data sets have data are considered, leads
to a minor difference of 0.08 mm/year for the global mean trend. Hence, we decided to use the ETOPO1
mask, which has the advantage of a wider spatial coverage. Next, we computed a category mean for each
of the three categories (Argo, MiS, and REA) and a total ensemble mean of all individual data sets. Using
an area‐weighted mean, we computed the global mean steric SLC for each data set.

2.4. Estimating Trends and Uncertainties

The trends and respective uncertainties were estimated using the Hector software (Bos et al., 2013). Hector
uses a weighted least squares model to estimate the linear trend, while accounting for periodic signals (i.e.,
seasonal and annual components). The variations not captured by the regression model are defined as noise
(Bos, Williams, et al., 2014). The software allows the user to choose between a number of stochastic models
to describe the noise properties, such as temporal correlation and spectral density behavior, thus reducing
the risk of underestimating the trend (Bos et al., 2013). The uncertainties provided by Hector and shown
in this paper represent one standard deviation.

Based on sea‐level literature (e.g., Bos, Williams, et al., 2014; Royston et al., 2018), we tested eight models to
find the best descriptor of the uncertainties in our data: a white noise (WN) model; a generalized
Gauss‐Markov (GGM) model; a pure power law (PL) model; a PL model combined with WN (PLWN); auto-
regressive models of orders 1, 5, and 9 (AR(1), AR(5), and AR(9), respectively); and an autoregressive frac-
tionally integrated moving average model of order 1 (ARFIMA, henceforth ARF). The WN model is the
simplest stochastic model, in which the spectral density of the noise is equal to zero, and no temporal corre-
lation between the residuals is considered. In the PLmodel, all observations influence one another, although
their correlation decreases with increasing temporal distance. The AR(p) models consider that each observa-
tion at time ti is affected by white noise and the observation at time ti − 1. The time of preceding observations
influencing each observation is given by the order p of the autoregressive model. To represent PL observa-
tions at low frequencies, the ARF model combines an AR(1) model with a fractional integration and a mov-
ing average of the noise. The GGM model is a generalized form of the ARF model. More details about each
model can be found in the Hector software manual and in Bos et al. (2013), Bos, Fernandes, et al. (2014), and
Bos, Williams, et al. (2014).

To determine the goodness of fit of the noise models, we use the Akaike information criterion (AIC;
Akaike, 1974) and the Bayesian information criterion (BIC; Schwarz, 1978), together with visual inspection
of the power spectrum of the noise model and the fit residual. Both AIC and BIC use the maximum likeli-
hood and the number of parameters to judge the quality of the model. However, BIC penalizes the number
of parameters stronger than does AIC (Liddle, 2004). AIC and BIC are the most common criteria used to
describe the goodness of the fit, yet there is no consensus in the literature about which criterion should be
used. Therefore, we used these criteria to select the “best” noise model for each data set and then computed
an overall ranking of each noise model. Following Royston et al. (2018), we consider the mean scoring of
AIC and BIC to decide which noise model is the most suitable. More details about the selection procedure
is given in supporting information Text S1.

We complemented the global mean noise model analysis with the software ARMASA (Broersen, 2020).
Given a residual time series, ARMASA identifies the ideal noise model type and order, choosing between
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different autoregressive, moving average, and autoregressive moving average models (AR(p), MA(q), and
ARMA(p′, p′ − 1), respectively). More details about ARMASA and the parameters used are given in
supporting information Text S2 and Klees and Broersen (2002).

3. Global Mean Steric SLC
3.1. Steric Sea‐Level Time Series

From the temperature and salinity data sets (Table 1), we computed 15 global mean steric sea‐level time ser-
ies, three category means (red, blue, and green lines for Argo, MiS, and REA, respectively), and one ensem-
ble mean (black line) (Figure 1). Despite the differences among the time series, all the category means agree
within one standard deviation from the ensemble mean. Due to the addition of Argo data, starting in 2002
and reaching a near‐global coverage in 2005, the standard deviation of the global mean steric sea level
reduces strongly: from about 8 mm/year during the first 10 years to 4.2 mm/year from 2002 to 2005 and to
3.6 mm/year after 2005. This reduction is seen not only for the ensemble mean and Argo data sets but also
for the MiS and REA categories, suggesting that all data sets strongly depend on the Argo float data.

The ensemble means based on the 10 and 15 data sets (for 1993–2017 and 2005–2015, in Figure 1, solid and
dashed black lines, respectively) behave very similarly for the overlapping period. This indicates the robust-
ness of the ensemblemean to the number of data sets used. Furthermore, the categorymeans agree well with
the ensemble mean for 2005–2015, all within one standard deviation from the ensemble.

3.2. Influence of Data Sets and Noise Models on Steric Estimates

For each of the time series, category, and ensemble means, we computed linear trends using eight
different noise models, leading to 104 (13 × 8) and 152 (19 × 8) global mean trends for 1993–2017 and
2005–2015, respectively (Figure 2 for 2005–2015 and Figure S3 for 1993–2017). When both the data set
and noise model are varied simultaneously for the 2005–2015 period (n = 15 × 8 = 120), the global mean
trend (Figure 2a) ranges from 0.56 to 2.33 mm/year. Likewise, the uncertainty (Figure 2b) ranges from
0.02 to 1.65 mm/year.

The situation is similar when a single noise model is chosen and the data sets are varied. For example, in the
case of AR(1), the spread of the trend and uncertainty, although reduced, continues to be large, respectively

Figure 1. Global mean steric sea‐level time series of the ensemble (black solid and dashed lines) and category means
(green for reanalysis, red for only Argo, and blue for multiple in situ) referenced to the time mean for 2005–2015.
The solid black line and the light gray shaded area represent the ensemble of 10 data sets for 1993–2017 ± 1 standard
deviation, respectively. The dashed black line and the dark gray shaded area represent the ensemble of 15 data sets
for 2005–2015 ± 1 standard deviation, respectively.
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ranging from 0.66 to 1.85 and 0.05 to 0.65 mm/year (Figures 2c and 2d, n = 15). Alternatively, when we
choose one data set and vary only the noise model (Figures 2e–2h, n = 8), the spread of the trend
becomes significantly smaller. This suggests that varying the data set has a larger influence on the
estimated trend than has varying the noise model. In addition, we see that the spread is highly dependent
on the chosen data set (Figures 2e and 2f). While IK09 (gray) has a minimal spread as a result of varying
the noise models, GLORYS2 (white) shows a variation of almost 1 mm/year depending on the noise
model being used. Interestingly, the ensemble mean trend and uncertainty (Figures 2g and 2h) show
almost no sensitivity to the choice of noise model. This could be the result of the ensemble mean being
smoother than the individual time series, and it indicates that using the ensemble mean reduces the
dependency on the noise model choice. The results are similar for the period 1993–2017 (Figure S3).

3.3. Noise Model Selection (Global Mean)

In order to determine which noise model best describes the global mean steric trends and uncertainties, we
use the AIC and BIC scores (section 2.4). Our selection criterion is based on a threshold value (see Text S1 for
more information); thus, multiple noise models can be selected for each data set if the score passes the
threshold, and the final percentage of each score can be larger than 100.

Figure 2. Histogram of the (left column) trend and (right column) uncertainty in millimeters per year for 2005–2015 (a,
b) varying all data sets and noise models, (c, d) for the AR(1) noise model when varying all the data sets, (e, f) for the
IK09 (white) and GLORYS2 (gray) data sets when varying all the noise models, and (g, h) for the ensemble mean when
varying all the noise models. The count on the y‐axis is with respect to the number of data sets (n) considered in
each case.
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According to AIC, AR(5) is the overall preferred noise model (78% for 2005–2015, Figure 3, hashed bars; and
56% for 1993–2017, Figure 3, full bars). Contrarily, BIC ranks AR(1) first for 2005–2015 and ARF for
1993–2017. When the category and ensemble means are excluded from the selection (not shown), AR(1)
is never chosen as the preferred noise model for 1993–2017. This illustrates how the averaging process in
ensemble means reduces the temporal variability of the time series, especially when a longer period is con-
sidered. Thus, a simple noise model, such as AR(1), becomes the preferred model for the category and
ensemble means. For the mean of AIC and BIC, both AR(5) and ARF are equally preferred for 1993–2017,
and AR(1) is ranked first for 2005–2015.

We complement our noise model selection with ARMASA (section 2.4). Between AR(p), MA(q), and
ARMA(p′, p′ − 1) models, a simple moving average of order 6 is selected as the preferred noise model for
the ensemble mean of 2005–2015. This shows that there is still some short‐term periodicity in the residuals,
even after the annual and semiannual signals have been removed. Between AR(p) and ARMA(p′, p′− 1), the
AR(1) is selected as the best noise model for both periods. However, for the individual time series, many dif-
ferent AR(p), MA(q), and ARMA(p′, p′ − 1) models were chosen (see Table S2). For the individual data sets,
the most recurrent noise model for both periods was ARMA(2, 1). The preferred order of the noise models
tends to be higher for the time series for 1993–2017 than for 2005–2015. Interestingly, while AIC and BIC
found AR(5) to be one of the best noise models, this order was never preferred by ARMASA. This may be
related to the much wider range of orders and model types tested by the ARMASA algorithm in order to
select the one model that is statistically representative of the data (Broersen, 2002). We have used the

Figure 3. Percentage of preferred noise model based on all data sets (including the ensemble and category means) for
2005–2015 (hashed bars) and 1993–2017 (full bars) according to (a) AIC, (b) BIC, and (c) the mean of AIC and BIC.
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ARMASA results as a qualitative indicator of the ideal noise model and find that while there are differences
with the chosen model in Hector, these differences are small.

Considering the AIC and BIC ranking and the results of ARMASA, we concluded that an AR(1) model is a
good descriptor of the trend and uncertainties of the global mean time series, especially for the category and
ensemble means. Nevertheless, there is still a periodicity in the residuals. We see that for the Argo period, a
signal of several months (2 to 6) is still present in the noise, while for the satellite altimetry era, an interann-
ual signal, in the order of 3 up to 20 months, is seen in the residuals.

3.4. Global Mean Steric Sea‐Level Trends

Applying an AR(1) noise model, we find a global mean steric sea‐level trend of 1.08 ± 0.07 mm/year for the
ensemble mean for 2005–2015 (Figure 4a) and 1.36 ± 0.10 mm/year for 1993–2017 (Figure 4b). For most of
the data sets, the uncertainties are larger for 1993–2017, mainly as a result of the increased observational
quality and coverage in 2005–2015. Overall, there is a better agreement between the observational data sets
(i.e., Argo [red dots] and MiS [blue dots]) than between the REA products (green dots).

The Argo category (Figure 4, red) shows a good intracategory agreement with all individual values agreeing
within the category uncertainties. The Argo category mean trend of 0.90 ± 0.09 mm/year is in the lower
uncertainty range of the APDRC and SIORG data sets. The MiS category (Figure 4, blue) shows large differ-
ences for the two time periods, with a category mean of 1.00 ± 0.07 and 1.24 ± 0.08 mm/year for the Argo
period and satellite altimetry era, respectively. For 2005–2015, the category mean is within 1‐sigma of all
individual data sets, except for Armor3D on the lower limit and EN4 on the upper limit of the category dis-
tribution. For the 1993–2017 period, the category mean is only within the uncertainty ranges of the CORA
and EN4 data sets, with IK09 on the lower limit and Armor3D on the upper limit of the category distribution.

The REA category (Figure 4, green) shows the largest ranges for both periods, with almost 1 mm/year differ-
ence between the trends of individual data sets. The category mean for 2005–2015 is 1.40 ± 0.21 mm/year,
falling within the uncertainty range of C‐GLORS, FOAM, and GLORYS2. The category mean for
1993–2017 is 1.47 ± 0.23 mm/year, within the uncertainty range of all individual trends. The uncertainties

Figure 4. Global mean sea‐level trends (mm/year) and uncertainty (1‐sigma) obtained with the AR(1) noise model from (a) 2005 to 2015 and (b) 1993 to 2017.
Dashed lines represent the trends of the ensemble and category means, with the respective uncertainties in the shaded area. Gray, red, blue, and green
indicate the ensemble mean and the Argo, multiple in situ, and reanalysis category means. The means refer to values obtained from the mean of the individual
time series, and not the mean of the trends and uncertainties. The trends and uncertainties are also listed in Table S1.
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from the REA data sets are much larger than for the other groups, probably related to the higher spatial reso-
lution of such products and the modeled internal variability.

To test if the variance in the ensemble and category means explain the variance of the individual data sets,
we computed the R2 (Table S1). All data sets have a relatively high R2 value (>0.7) in relation to the ensemble
and category means, with exception of the FOAM REA (R2 = 0.52 for 2005–2015 and R2 = 0.37 for 1993–
2017), IK09 for 1993–2017 (R2 = 0.66), and the BOA data set for 2005–2015 (R2 = 0.68). Thus, the ensemble
mean is representative of almost all the individual members. Furthermore, to test the sensitivity of the
ensemble mean, we removed up to two data sets (one of the largest outliers [FOAM and Armor3D] plus
any other data set) and recomputed ensemble mean. This led to a maximum variation of the trend of
0.12 mm/year for 2005–2015 and 0.21 mm/year for 1993–2015.

4. Regional Steric SLC

Several processes that are important at a regional scale are averaged out in the GMSL analysis, especially
when discussing residuals and uncertainties. Thus, in this section we complement the global mean discus-
sion with results about the regional steric sea‐level trends. To show how the steric SLC is regionally influ-
enced by the chosen data sets (section 4.1) and the noise models (section 4.2), we selected one latitudinal
transect in the center of each ocean basin (Figure 5a). We then use the ensemble mean to present the regio-
nal selection of noise models (section 4.3) used to obtain the regional steric sea‐level trends (section 4.4).

4.1. Trend Dependence on Chosen Steric Data Sets

We first compare the steric trends of all different data sets for three latitudinal transects, using the AR(1)
noise model, based on the noise model selection analysis in section 3. The ensemble mean (right profile of
each transect) represents features of all the other data sets, with smoother transitions. The profiles for
1993–2017 (Figure S4) are dominated by positive trends in all transects and lower uncertainties than are
those for 2005–2015, as the effect of interannual variability is reduced and the positive trend becomes clearer.

The Indian Ocean (Figures 5c and 5d) is dominated by a positive steric trend, which can be related to the
increasing atmospheric temperature in the region (Carvalho & Wang, 2019). Around 10°S, the trends in
all data sets are not statistically significant and reverse to −2 mm/year, accompanied by an increased uncer-
tainty (~3 mm/year). Going south, the trends reverse back to positive, reaching the highest values of trend
and uncertainty around 40°S (up to 30 ± 10 mm/year for FOAM). Further south (around 55°S) the trend
becomes negative again, possibly the effect of negative trends of the Antarctic Circumpolar Current
(Frankcombe et al., 2013).

In the Pacific transect (Figures 5e and 5f), the band between 40°S and 60°S shows most variation between
data sets, with a striping pattern that varies in intensity and width from data set to data set. A similar beha-
vior was reported in a climate model study by Slangen et al. (2015), who related these changes to aerosol and
greenhouse gas forcing. In the southern South Pacific, all data sets have a negative trend. Similarly to the
Indian Ocean, the uncertainties in the Pacific follow the pattern of the trends and increase where the trends
are reversing. There is a band of high uncertainty around the equator, coinciding with the negative trend
values.

Most of the Atlantic Ocean transect trends and uncertainties (Figures 5g and 5h) agree between the data sets,
except for the APDRC results. Most of the data sets have a negative trend in the north, matching the mid‐
2000s' signal of the North Atlantic subpolar gyre (Chafik et al., 2019). However, the length and intensity
of this negative band vary significantly between the data sets. Only the CORA data set shows a positive trend
in the north. For most of the data sets, around 20°S the trend becomes positive, with a stripe pattern of nar-
row bands until the far south of the transect. Only for the SIORG data set do we see an overall positive trend
from 10°S to 60°S. The uncertainty values are generally lower in the Atlantic compared to those in the other
transects. Most of the data sets, especially EN4, show an increase in the uncertainty around 40°S. The
atypical negative trend between 40°N and 20°N of the APDRC data set is accompanied by a very high uncer-
tainty value.
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4.2. Trend Dependence on Chosen Noise Models

In contrast with varying the data set, there is almost no latitudinal variation in the trend of the ensemble
mean when only varying the noise model (Figure 6 for 2005–2015 and Figure S5 for 1993–2017).
However, the effect of the different noise models becomes much clearer in the uncertainty profiles. We

Figure 5. (a) Trend and (b) uncertainty for 2005–2015 estimated with the AR(1) noise model, and the latitudinal transects (displayed in orange), as a function of
the data set (x‐axis) for the (c, d) Indian, (e, f) Pacific, and (g, h) Atlantic Ocean transects.
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see that the WN model is likely underestimating the real uncertainty, because of the low‐frequency
variability in the time series. Due to the small impact of WN, PL and PLWN show the same behavior. The
noise models of the autoregressive family are slightly different from each other, with the uncertainties for
AR(1) generally larger than those for AR(5), which in turn are larger than the AR(9) uncertainties. The
ARF model has a more pronounced spatial pattern compared to the simple autoregressive models. The
GGM model stands out due to very large uncertainties. For 1993–2017 (Figure S5), the latitudinal patterns
of the trends and uncertainties are, in general, the same as for 2005–2015.

Figure 6 also illustrates the importance of choosing an appropriate noise model to describe the uncertainties
present in the data. Themean uncertainty for theWNmodel, in all transects, is of the order of ±0.7 mm/year,
while the mean uncertainty for the GGMmodel is of the order of ±7 mm/year. However, a very low or high
uncertainty does not mean that a specific noise model cannot be the best descriptor of the data. In the next
section, we look at the AIC and BIC to find the preferred noise model for each grid point.

4.3. Noise Model Selection (Regional)

To find which noise model best describes the regional variations of the ensemble mean, we investigate the
noise model performance at each ocean grid point. These results depend on the resolution and ocean mask
used. The regional selection of the preferred noise model (Figure 7 for the ensemble mean and Figure S6
based on individual data sets), shows that AR(1) and AR(5) are the preferred noise models, agreeing with
the global analysis (section 3.3). According to AIC (Figures 7a and 7b), AR(5) is the preferred noise model
for 41% of the ocean area for 2005–2015 and 53% of the regions for 1993–2017. In contrast, the preference
of BIC (Figures 7c and 7d) for AR(1) is very clear, selecting it as the best noise model for 73% and 54% of

Figure 6. (left column) Trend and (right column) uncertainty for the ensemble mean for 2005–2015, as a function of latitude (y‐axis) and data set (x‐axis) for the
(a, b) Indian, (c, d) Pacific, and (e, f) Atlantic Ocean transects.
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the ocean area for 2005–2015 and 1993–2017, respectively. For the 1993–2017 period, the AR(5) models is
preferred in 30% of the ocean area, also according to BIC.

The noise model preference shows some distinctive regional patterns. The AR(5) pattern resembles the
ocean gyres, suggesting a link between these dynamic regions and a preference for more complex noise mod-
els. The subtropical regions (both north and south) tend to also prefer the AR(5) model, for instance, in the
AIC for 2005–2015 and BIC for 1993–2017. All scores show a clear “boomerang”‐shaped pattern in the west
equatorial Pacific (from ~130°E to 180°E of longitude and 20°S to 20°N of latitude), associated with the El
Niño‐Southern Oscillation (ENSO; Wang & Picaut, 2004). However, in this region different orders of auto-
regressive models score higher for the different criteria: AR(5) for AIC and ARF for BIC.While for some data
sets, the GGM is selected as the preferred noise model for the global mean time series; regionally, this is
almost never the case. In contrast, while the WN model is never preferred for the global mean, it is selected
a few times in the regional patterns. Comparing the two time periods, we see an increase of the preference of
higher order of autoregressive noise models with the increasing study period length, as already noted for the
case of the global mean.

4.4. Regional Steric Sea‐Level Trends

In the previous section, the regional noise model selection (Figure 7) showed that a combination of different
noise models is necessary to best describe the regional ensemble mean trend and uncertainties. While mix-
ing noise models is not standard practice, it allows local processes to be well represented in the trend and
uncertainty estimations. Thus, in this section, we show the regional steric sea‐level trend and uncertainty
(Figure 8) using the preferred noise model for each grid point. As AR(1) was the preferred noise model in
more than 50% of the ocean grids, the differences between the trends (Figures 8b and 8e) estimated with
AR(1) and with the preferred noise model are only significant in the most dynamic regions. For both time
periods, the differences become larger for the estimated uncertainties (Figures 8d and 8g).

Over the shorter time period (2005–2015), the regional trends are dominated by short‐time‐scale dynamics
(Figures 8a and 8b). For example, the equatorial Pacific has a very strong signal of ENSO. The western
boundary currents also display strong trend signals. A clear signal of the Gulf Current (west North
Atlantic) is marked by a high trend of about 6 to 7 mm/year. The same is seen for the Kuroshiro
Extension (west North Pacific) and for the Malvinas Current (west South Atlantic). The Agulhas Current
(South Africa) shows well‐marked eddies. All these regions are dominated by internal variability rather than

Figure 7. Preferred noise model for each grid for the ensemble mean with the respective percentage of the total ocean area selected by each noise model, based on
(a, b) AIC, (c, d) BIC, and (e, f) the mean of AIC and BIC.
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a forced trend, with higher uncertainties (Figures 8c and 8d), and consequently, they are sometimes not sta-
tistically significant.

For the longer period (1993–2017), the trends (Figures 8e and 8f) are reduced in strength and less dominated
by interannual oscillations and ocean currents, revealing a predominantly global positive trend. For
instance, the strong positive trend in the east equatorial Pacific from ENSO fades into a weak negative trend,
while the negative trend of the west is reversed to a positive, but weaker, trend. The trend also shows a weak
reflection of the western boundary currents. The positive signal of the Gulf Stream is replaced by a negative
trend. The negative trend of the North Atlantic Subpolar Gyre in 2005–2015 changes to a positive trend in
1993–2017, as also reported by Chafik et al. (2019). Although the Southern Ocean is outside our domain,
we can still see in the lower boundaries of our maps the signal of the Antarctic Circumpolar Current, marked
by a negative trend for both periods. As the time series get longer, internal variability has a smaller influence
on the long‐term trend, resulting in reduced uncertainties in 1993–2017 (Figures 8g and 8h) in comparison to
those in 2005–2015.

5. Discussion

There is no clear consensus in the literature of which criterion should be used to select the best noise model,
either AIC or BIC (Burnham and Anderson, 2002) or even another criterion (Klees & Broersen, 2002). While
Sonnewald et al. (2018) use only the AIC, Hughes and Williams (2010) advise using BIC, which has less

Figure 8. Trend and uncertainty (mm/year) for the ensemble mean using the preferred noise model for each grid (a, c, e, g) according to the mean of AIC and BIC
(Figures 7e and 7f) and the differences between the estimates using AR(1) (Figure 5) and the preferred noise model (b, d, f, h), for (a–d) 2005–2015 and
(e–g) 1993–2017.
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spatial variability and thus would be more reliable than AIC. Figure 7 confirms this, since it displays more
spatial differences for AIC selection than for BIC. However, if the aim is to investigate the spatial variability,
then using a stricter criterion might not be preferable. Still, the preference of AIC for higher‐order models
and of BIC for simpler models is emphasized in Figures 3 and 7, as also reported by Sonnewald et al. (2018).
To overcome these differences, we have chosen to compare and show both selection criteria, complemented
by an ARMASA noise model analysis.

Our global mean analysis indicates that an AR(1) model is the best descriptor of the residuals of the ensem-
ble mean steric SLC. This contrasts with the findings of Bos, Williams, et al. (2014), who investigated the
effect of noise models on GMSL, focusing on altimetry and tide gauge sea‐level data. They found that for alti-
metry data, ARF and GGMmodels are equally preferred, followed by an AR(5) model. Although preferable
to a white noise model, the GGM model was one of the least preferred models in our global analysis. When
considering all data sets in the noise model analysis, our results indicate that AR(5) and ARF are among the
best candidates for the global mean time series, partially in line with the results of Bos, Williams,
et al. (2014).

Regionally, our noise model analysis indicates that most of the oceans are best described by an AR(5) or
AR(1) noise model. This agrees with the findings of Hughes and Williams (2010) and Royston et al. (2018),
who both looked for the best noise model to describe regional sea level observed with tide gauges and satel-
lite altimetry. While Hughes and Williams (2010) found that AR(5) is the best descriptor of the sea‐level
uncertainties, Royston et al. (2018) found that most of the regional monthly data (both from tide gauges
and altimetry) can be described by theWN or AR(1) noise model. However, theWNmodel was almost never
selected in our analysis. Both studies also highlight that the appropriateness of the noise model is ordered in
larger spatial structures. The regional preference of the noise models (Figure 7) display spatial coherent pat-
terns based on the temporal and spatial variability of the ocean processes. Our regional results agree to some
extent with the spatial patterns described by previous studies, particularly the preference of more complex
models in the tropics and highly dynamic regions. The latter might be related to multiple baroclinic modes
present in these regions (Hughes & Williams, 2010).

The physics of the spatial patterns reported by Hughes and Williams (2010) were also confirmed by
Sonnewald et al. (2018), who investigated the linear predictability of sea‐surface height. Sonnewald
et al. (2018) found that up to 50% of the sea‐surface height variability over 20 years is explained by a seasonal
signal. This might explain why the uncertainties for 1993–2017 are smaller than the ones for 2005–2015, as
the linear trend becomes more important than the seasonal signal. The differences between noise model
choices of previous studies (Hughes & Williams, 2010; Royston et al., 2018), which focused on tide gauge
and altimetry data, and the present study, which focus on steric SLC, illustrate that the best noise model
for steric SLC is not necessarily the best for total SLC. Hence, it is important to always analyze which noise
model is most appropriate for each type of data and to consider the effect of different spatial (global vs. regio-
nal) and temporal (daily, monthly, or annual) resolutions.

Several sea‐level budget studies use a suite of data sets, where the spread around the ensemble mean is used
to describe the uncertainty of the sea‐level trends (e.g., Cazenave et al., 2018; Gregory et al., 2013). This can
result in misrepresentation of the uncertainty. For example, if we consider the 1‐sigma spread of the esti-
mated trends, then we would obtain an uncertainty of 0.71 and 0.36 mm/year, whereas with the AR(1) noise
model we obtain uncertainties of 0.10 and 0.07 mm/year for 1993–2017 and 2005–2015, respectively. In some
other cases, the authors do not mention how the uncertainties were obtained or what they represent in detail
(e.g., Leuliette, 2015), making it difficult to interpret and compare steric estimates in the literature. As our
results show, the noise model has an effect not only on the uncertainty but also on the derivation of the trend
itself. This is expected once the stochastic model is incorporated in the least squares regression (Bos,
Williams, et al., 2014). We caution that future studies should carefully describe how uncertainty estimates
have been obtained, as this aids physical interpretation.

While we find that the noise model has the strongest effect on the uncertainty, our results show that differ-
ences in the trend are mainly a result of the data set choice, both at a regional scale (Figure S9) and for the
global mean (Figure 2). Most of the differences was seen within the REA products, mainly the FOAM data
set. A possible explanation can be the incorporation of temperature and salinity data from instrumented
marine mammals (Carse et al., 2015), which may lead to a high bias in the salinity values. Furthermore,
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the energy of deep currents (1,000 m) is highly overestimated in FOAM (Desportes et al., 2019). However, in
comparison with other ocean REA, FOAM estimates are the closest to tropical mooring observations
(Desportes et al., 2019) and should not be discarded.

TheWorld Climate Research Programme (WCRP) sea‐level budget report (Cazenave et al., 2018) studied the
same Argo period, from January 2005 to December 2015, and found an ensemble mean thermosteric
sea‐level trend of 1.31 ± 0.40 mm/year based on 11 in situ data sets, which is considerably higher than
our ensemble mean of 1.08 ± 0.07 mm/year. However, Cazenave et al. (2018) only included thermosteric
SLC, and their rates are full depth: When excluding a deep ocean contribution of 0.1 ± 0.1 mm/year, their
estimate is within 2‐sigma of ours. Amin et al. (2020) considered five data sets (APDRC, SIORG, BOA,
EN4, and JAMESTEC) to obtain a global mean steric sea‐level trend for 2005–2016. Compared to our trends,
both for individual data sets and for the ensemble, all the values agree within the uncertainty ranges, despite
the extra year in their analysis.

For 1993–2015, the World Climate Research Programme report (Cazenave et al., 2018) found a thermosteric
trend of 1.32 ± 0.4 mm/year, while Dieng et al. (2017) found a steric sea‐level trend of 1.13 ± 0.12 mm/year
for the same period, both based only on in situ data sets. Keeping in mind that these values are full depth and
the period 2 years shorter than ours, they match our steric trend well for 1993–2017 (1.33 ± 0.11 mm/year).
By merging several REA products, Storto et al. (2019) found a steric sea‐level trend of 1.98 ± 0.3 mm/year for
1993–2016. Their trend agrees, within the uncertainty range, with our REA category mean, corroborating
our findings. Although our trends agree within uncertainties with the values found in the literature, our
uncertainty values are generally smaller than the previously reported ones, showing the added value of
the noise model analysis.

Our results show that the variation of the steric sea‐level trends from the use of different data sets can be
reduced by using an ensemble of data sets. This is in line with the assumption that the systematic biases
of the individual data sets are reduced by the averaging process (Storto et al., 2017). However,
Rougier (2016) argues that the offsetting of biases alone is not a good reason to use the ensemble mean, as
one should not expect that individual data sets will have such fundamental differences. Rougier (2016) poses
that the ensemble mean does not contain all of the variability of the true process, which can result in under-
estimating the true sea‐level trend and uncertainty. Instead of using the ensemble mean, one could use the
data set with the lowest root‐mean‐square error in relation to the ensemble mean, which will retain the
variability of an individual data set around the mean of the ensemble (Rougier, 2016; Royston et al., 2020).
In our analysis, the ISAS+ and C‐GLORS data sets are closest to the ensemble means for 2005–2015 and
1993–2017, respectively. For the global mean, the uncertainty of both data sets is best described by the
AR(5) model. The regional pattern of preferred noise models (Figure S7) is dominated by AR(9) for
2005–2015 and by AR(5) for 1993–2017. Compared to the ensemble mean, the noise model selection accord-
ing ISAS+ and C‐GLORS displays more spatial variability, especially for the shorter time period. By con-
struction, the final trend and uncertainty patterns for ISAS+ and C‐GLORS (Figure S8) are similar to the
ensemble mean (Figure 8), though displaying higher spatial frequency features.

6. Conclusion

Motivated by the large discrepancies in dealing with uncertainties in the sea‐level data sets, and the wide
variety in steric sea‐level trends published in the literature, this paper explored the variation in
present‐day steric SLC estimates. Two sources of variation were investigated: the uncertainties caused by
the use of different data sets and by the use of different noise models to describe the residuals. We analyzed
15 data sets and eight noise models and showed the different rates and uncertainties of steric SLC for two
time periods (2005–2015, the Argo period, and 1993–2017, the satellite altimetry era). By simultaneously
varying all the data sets and noise models, the 2005–2015 global mean steric sea‐level trend varied from
0.56 to 2.33 mm/year and the uncertainty from 0.02 to 1.65 mm/year.

Although the noise models are mainly used to describe the uncertainties of time series, we found that they
also affect, to a smaller degree, the trend itself. By alternating the eight noise models for the ensemble mean,
the 2005–2015 global mean steric sea‐level trend varied from 1.07 ± 0.03 to 1.11 ± 0.19 mm/year. This illus-
trates the significant impact of the noise model on the uncertainty, which was even stronger on the regional
scale. Our noise model analysis suggests that an AR(1) model is the most appropriate model to describe the
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residual behavior of the global mean steric SLC of the ensemble mean and consequently leads to the most
representative uncertainty. Regionally, a combination of different noise models is required to best describe
steric SLC and its uncertainty. While AR(1) was the preferred noise model for most of the regions, ultimately
the most appropriate noise model depends on the study location. The spatial coherence in the noise model
preference shows clusters that have similar dynamics, which can be used to investigate the regional sea‐level
budget.

Compared to the noise model, the choice of the data set has a stronger influence on the estimated trend. By
alternating the data sets while keeping the AR(1) noise model fixed, the steric SLC varied from 0.66 ± 0.12 to
1.86 ± 0.27 mm/year for 2005–2015. Using an ensemble mean of several data sets reduces the effect of uncer-
tainties from a single data set and gives a more robust estimate of the observed steric change.

There are distinct differences in the trends between the three categories of data sets: REA, MiS, and
only Argo. While the REA products have clear advantages, such as covering longer periods and depths than
in situ‐based data sets, there is a large spread of the results within the REA category. Using only one REA
product to estimate the steric SLC might lead to a considerable overestimation or underestimation of
the trend.

This study showed that the choice of data set and noise model results in large differences in the steric
sea‐level trend and the associated uncertainty. We therefore recommend that studies on sea‐level trends
and sea‐level budgets perform a noise model analysis and report which noise model was used to determine
the trend. An AR(1) noise model and an ensemble of data sets provide the best estimate of the steric contri-
bution to global mean SLC up to at least 25 years. For the purpose of describing regional variations, more
complex noise models are needed, such as higher‐order autoregressive ones.

Data Availability Statement

The steric fields and trends computed in this research, as well as supporting scripts, are available at the 4TU.
Research Data repository (https://doi.org/10.4121/uuid:b6e5e4bc‐d382‐4b51‐837b‐c5cde4980bf3). The tem-
perature and salinity fields used are available at the hyperlinks of Table 1 and cited references.
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