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Abstract—In this paper, different control channel (CC) im-
plementations for multichannel medium access control (MAC)
algorithms are compared and analyzed in the context of oppor-
tunistic spectrum access (OSA) as a function of spectrum-sensing
performance and licensed user activity. The analysis is based on a
discrete Markov chain model of a subset of representative multi-
channel OSA MAC classes that incorporates physical layer effects,
such as spectrum sensing and fading. The analysis is comple-
mented with extensive simulations. The major observations are
given as follows: 1) When the CC is implemented through a ded-
icated channel, sharing such dedicated channel with the licensed
user does not significantly decrease the throughput achieved by
the OSA network when the data packet sizes are sufficiently large
or the number of considered data channels is small. 2) Hopping
OSA MACs, where the CC is spread over all channels, are less
susceptible to licensed user activity than those with a dedicated CC
(in terms of both average utilization and on/off times). 3) Scanning
efficiency has a large impact on the achievable performance of
licensed and OSA users for all analyzed protocols. 4) The multiple
rendezvous MAC class, which has yet to be proposed in OSA liter-
ature, outperforms all the multichannel MAC designs analyzed in
this paper.
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I. INTRODUCTION

S TATIC spectrum assignment, which has been applied to
radio frequencies for almost a century, has led to a quasi-

scarcity of the spectrum. Therefore, finding a new unassigned
frequency slot has forced system designers toward higher fre-
quencies, e.g., 60 GHz. However, most of the already allocated
radio bands are not used or are sporadically used. Then, it is
logical to allow unlicensed users to exploit these frequencies
when they are free at a specific place and time. Theoretically,
such approach will increase the overall frequency reuse and
boost the throughput for applications that opportunistically
use the empty frequencies. This communication technique is
called opportunistic spectrum access (OSA). More discus-
sion on OSA and its relation to cognitive radio can be found
in [1]–[4].

The concept of OSA, with it being very promising and
attractive, introduces many new research challenges. The main
research questions are related to preserving the quality of
service (QoS) for primary users (PUs) while offering a fair
level of service to secondary users (SUs). To protect the PU’s
QoS, the SUs need to accurately detect the presence of the
PUs; however, they are prone to errors due to propagation
conditions and noise. Whenever the SU nodes make a wrong
observation about channel availability, their transmissions will
harm the operation of the PU. Considering the QoS of the SU,
it is clear that the QoS is largely determined by the channel
utilization intensity and traffic pattern of the PUs [1]. The
question arises as to whether it is acceptable for the PU that the
SU opportunistically claims its channels (because the SU can
never guarantee to the PU the avoidance of harmful interference
since any detection process is prone to errors). However, there
are many examples where it makes sense to minimally reduce
the QoS of the PU if this would result in a much larger QoS
improvement for the SU. Consider, for instance, a licensed user
who is interested in periodically broadcasting traffic informa-
tion. First, such broadcast is not substantially demanding in
terms of data throughput; therefore, an opportunistic user can
take advantage of the idle periods between broadcasts. Second,
for a car interested in traffic information, missing a single
broadcast is not that harmful, and a considerable amount of data

0018-9545/$25.00 © 2009 IEEE

Authorized licensed use limited to: TU Delft Library. Downloaded on July 06,2010 at 11:46:17 UTC from IEEE Xplore.  Restrictions apply. 



PAWEŁCZAK et al.: PERFORMANCE ANALYSIS OF MULTICHANNEL MAC ALGORITHM FOR OSA 3015

traffic collisions could, hence, be tolerated. With OSA applied
to this scenario, both the SUs and PUs can easily share the
available spectrum while enjoying sufficient QoS.

The two phenomena strictly related to OSA, i.e., PU de-
tection errors and channel availability variation, have a strong
impact on the medium access control (MAC) protocol design
for OSA networks, and the goal of this paper is to study the per-
formance of different MAC classes in the context of OSA. OSA
network architectures can be classified into centralized and
distributed. In the centralized architecture, one dedicated net-
work entity is responsible for the management of the medium
access and functionalities related to channel management. Ex-
amples of these architectures for OSA are Common Spectrum
Coordination Channel [5], Spectrum Information Channel [6],
and DIMSUMNet [7]. For the distributed case, each node of
the network locally decides on the channel access. The focus
of this paper is the analysis of distributed OSA MACs only
since centralized solutions are, in our opinion, not suitable for
OSA networks and cognitive networks in particular, which, by
definition, are distributed and self-organized.

There are many distributed OSA MAC designs that are
already available in the literature, and since the most important
feature of OSA is channel agility, the majority of the proposed
protocols operate in a multichannel way. In this paper, we
give an extensive overview of the already available OSA MAC
protocols, identifying all the important features that are distinct
to the OSA operation and necessary to be modeled. So far, none
of the studies has focused on comparing these proposals and
on how multichannel MAC design and PU detection quality
impact the OSA network performance. We note that the only
papers that focus on assessing the performance of spectrum
sharing in general are [8] and [9]. However, they neglect many
implementation details.

Our starting point for the analysis is the multichannel MAC
comparison framework presented in [10], which was extended
to the context of OSA. A detailed physical layer model with
fading, PU activity, PU detection, and packet capture is added.
Using this model, we show that a control channel (CC) solely
dedicated to the OSA network is not needed since PU activity
on such a channel does not significantly degrade the OSA
throughput if the OSA data packets are large enough or the
number of OSA channels is small. We also show that the
throughput achieved in the OSA network linearly scales with
the PU activity. However, depending on how efficiently the
MAC design allows one to claim a free spectrum, the slope
of the decrease in throughput as a function of PU activity is
different. We also show that, for any OSA MAC, there is an
optimal point between throughput loss caused by collisions
with PU, false alarms, and sensing overhead.

The remainder of this paper is organized as follows:
Section II introduces a characterization of different OSA MAC
designs proposed in the literature. Section III introduces the
analytical model and discusses the numerical results for the
throughput assessment of distributed OSA multichannel MAC
designs, particularly from the physical layer perspective. Simu-
lation results for delay, throughput, and interference to the PU
are explained in Section IV. Finally, this paper concludes in
Section V.

TABLE I
SURVEY OF DISTRIBUTED OSA MACS WITH RESPECT TO THEIR

FEATURES (SEE ALSO [12, TAB. 1] AND [1, TAB. 2])

II. OSA MAC CLASSIFICATION

In Table I, we have listed different OSA MAC designs
found in the literature.1 The identified protocol features that are
important in the context of OSA are described in detail in the
succeeding sections. More discussion on the identified features
can be found in [1] and [12].

A. Bootstrapping and Channel Selection

Bootstrapping is the process during which an SU node de-
cides which PU channels are suited for opportunistic use. In one
scenario, external entities provide information on opportunis-
tically enabled channels. Then, the SU consults those entities
when it wants to join a network. Other scenarios assume that
each node locally finds those channels, which can involve a sig-
nificant amount of spectrum scanning. After finding the chan-
nels, each node distributes its set of channels to other users in
the network, e.g., via a proprietary protocol. Interestingly, only
a handful of proposed OSA MACs consider bootstrapping, e.g.,
C-MAC [18], AS-MAC [19], DOSS [13] (only for a CC),
and HD-MAC [28]. Bootstrapping, which is sometimes also
referred to as channel selection [30], is mostly explored in
a single-channel context. In the multichannel domain, MAC
designers usually assume that each OSA node has a prepro-
grammed list of PU channels to use. We will also assume in our
analysis and simulations that the list of channels is known to
the SU.

B. CC Design

After the bootstrapping procedure, the SU network decides
on a set of possible channels. Now, for each data packet
transmission, the SU transmitter and receiver have to coor-
dinate which channel and time slot they will use for the

1We are aware of the existence of MAC for IEEE 802.22 WRAN [11]
and proprietary OSA MACs found in the OSA devices of Shared Spectrum
Company, Philips, and Microsoft, but since their specifications are not public,
they are not mentioned here.
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transmission. This coordination is typically implemented with a
(common) CC. From a reliability viewpoint, this CC is a very
crucial element of the MAC design since no SU data communi-
cation is possible when it is obstructed.

Using the approach defined in [10, Sec. II] for general
multichannel MACs, we can identify four classes of CC im-
plementation. The list of references for each MAC class in the
non-OSA case is presented in [10].

1) Dedicated (common) CC (DCC), where one channel is
solely dedicated to the transport of control messages.
All nodes should overhear the control message exchange,
even during data exchanges. As a result, one radio front-
end (RFE) needs to be dedicated to the exchange of
control messages. When only one RFE is used, the trans-
mission of control and data packets is time multiplexed,
but then, the operation of the protocol becomes more
complex. The drawback of the DCC approach in the con-
text of OSA is that, when a PU is active on the CC, all SU
communications must wait until the dedicated channel
becomes free again. If the PU activity is organized in long
bursts, long delays may occur. As a result, existing OSA
MAC protocols often assume that the CC is always free
from the PU. Interestingly, the majority of the proposed
designs so far are DCC (see Table I).

2) Hopping CC (HCC), where all idle nodes hop across
all channels, following the same pattern. When both the
sender and the receiver successfully exchange control
messages on the current channel, they stop hopping and
start transmitting data. After that, they come back to
the original hopping pattern, rejoining the rest of the
network. HCC has the advantage of using all channels
for transmission and control, whereas in DCC, the CC
can be used to transfer only control packets. In addition,
HCC does not require a single channel to be free from PU
activity. This MAC class has not been proposed yet in the
context of OSA in the literature. We note that, in HCC,
only one control message can be exchanged during one
hopping sequence.

3) Split phase CC (SPCC), where time is divided into alter-
nating control and data phases. During a control phase, all
nodes switch their RFEs to the dedicated CC and decide
on the channels to use for data transfers in the upcoming
phase. Each node stays on the negotiated channel during
the data transmission phase. The advantage is that the
CC can be used during the data phases. Compared to
DCC, no extra RFE for the CC is needed. On the other
hand, SPCC requires stronger synchronization to identify
control and data phases. Only two out of all the identified
MAC protocols in Table I belong to the SPCC class.

4) Multiple rendezvous CC (MRCC), where multiple nodes
can exchange control information at the same time using
all available channels. Each node knows the hopping
patterns of its one-hop neighbors. Such hopping pattern
is based on the seed of a pseudorandom generator. Once
the seed of the receiver is known, the sender can follow
the intended receiver on its hopping sequence. MRCC
randomly spreads both control and data exchanges across

all channels. As a result, MRCC is the most robust to un-
predictable PU activities. We will quantitatively illustrate
this later in this paper. However, MRCC also requires
a more stringent synchronization between the hopping
users since they have to keep track of the hopping times of
their one-hop neighbors. In contrast to HCC, it allows one
to exchange more than one message during the control
sequence. Interestingly, none of the MAC designs in OSA
context proposed so far belongs to the MRCC class of
multichannel MAC protocols. A detailed discussion on
the operation of the MRCC MAC proposal for a non-OSA
environment can be found in [31].

We can further classify the multichannel MACs into two
major groups: 1) with dedicated CC, i.e., DCC and SPCC,
and 2) with hopping, i.e., HCC and MRCC. The multichannel
MAC analysis framework of [10] will be used to compare these
MAC designs in the context of OSA in Sections III and IV-B.
Graphical representation of each multichannel OSA MAC class
can be found in [1, Fig. 2].

C. PU Detection

Since an SU must not use a channel when a PU is present, it
should obtain information about PU activities. Typically, this is
implemented using PU detectors [32]. Alternatively, PU activity
information can be assumed to be broadcasted by a central
device. We can thus classify OSA MAC protocols into scanning
and nonscanning OSAs. From Table I, we can conclude that
the majority of the considered protocols assume having the
scanning under their control.

Unfortunately, scanning increases the overhead since nodes
cannot transmit when they are scanning. The overhead can
be minimized by increasing the hardware complexity, i.e., by
introducing a dedicated RFE for scanning only (see Table I
for the list of OSA MACs and the corresponding number of
RFEs). More importantly, since it is often difficult to distinguish
SU and PU signals, the whole SU network has to be quiet
during sensing, which requires quiet period management [18].
Scanning, or hence quieting the network, can periodically be
done during or before each transmission attempt. The time
interval between two consecutive sensing attempts varies and
is often a function of the policy. The more tolerant the PU is to
interference, the less often the sensing should be done. Noise,
fading, multipath shadowing, and low PU signal levels make the
reliable detection process difficult. Suboptimal detectors affect
not only the PU QoS levels but also the SU QoS levels. In
Section III-B1, we will give a detailed model of the PU detector,
which will later be used in the global system model for the
MAC comparison.

D. Number of RFEs

Different multichannel MAC designs operate using different
numbers of RFEs. For DCC, this number varies between one
(one RFE is time shared for control and data exchange) and
three (one RFE for control data exchange and two simplex
RFEs for data transfer). All the SPCC MACs proposed use only
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one RFE (see Table I). We expect that HCC and MRCC will use
only one RFE as well.

The number of RFEs used by the node has a significant
impact on the hardware cost, as well as the power consumption.
The energy consumption of a radio depends, to a large extent,
on the amount of time the RFE can be switched off to sleeping
mode. Since none of the considered classes of MACs has been
optimized for sleeping, we can assume that they cannot be
turned off. As a result, the number of RFEs is roughly propor-
tional to the total power consumption. Thus, in the remainder
of this paper, we will not study the power cost in more detail
and will assume that the number of RFEs is two for DCC and
one for the other protocols.

III. ANALYSIS

In this section, we propose a model for analyzing OSA MAC
performance from the throughput perspective. We start from the
multichannel MAC model proposed in [10], which we extend
to include OSA features such as PU channel occupation and
an improved physical layer for capturing interference (from
PU and SU) and PU detection performance. First, we give a
global overview of the system model. Then, we discuss the
detailed physical layer model. Finally, we embed them into the
multichannel MAC model proposed in [10].

We note that our model possesses the same limitations as
those in [10]. Specifically, due to the significant involvement
of the delay analysis, the model is limited to throughput as-
sessment only. In addition, this work is limited to a single
collision domain, and effects such as hidden/exposed terminals
are not modeled. However, features that are not captured by this
analytical model, e.g., delay and level of interference to the PU,
will be simulated in Section IV.

A. Modeling Assumptions

This section introduces simplifying assumptions that will
allow us to capture the throughput of the considered MAC
protocols in an intuitive analytical model. The parameters of
the introduced model are summarized in Table II.

1) Channel Organization: We evaluate the performance of
an SU network consisting of N nodes that operates on a pool
of MD channels, where each channel can potentially be used
by a PU independent with probability qp. Each channel has a
fixed throughput of C Mb/s. The SUs can utilize the channels
when they are temporarily not used by the PU but only when
this causes no excessive interference to the PU of any channel
m ∈ MD.

2) Time Granularity: The system is analyzed using discrete
time slots. As a result, all transmissions within the SU network
are slotted, and the boundaries between consecutive slots are
uniquely identified. In addition, for the analysis, the slots of
the secondary network are assumed to be synchronized with
those of the PU network. This means that any PU or SU packet
starts at a slot boundary. A slot is long enough to contain one
request-to-send (RTS)/clear-to-send (CTS) exchange of the SU
network. In [1, Fig. 2], a more detailed illustration is given since
SU transmissions are not synchronized with the PU slot, and a
PU packet can start in between the RTS and CTS exchange.

TABLE II
SUMMARY OF PARAMETERS, GROUPED (FROM TOP TO BOTTOM) INTO

MAC PARAMETERS, PHYSICAL PARAMETERS, AND ANALYTICAL

MODEL PARAMETERS

3) Channel Access: Every node has an infinite stream of
data to transmit. Distributed access2 is modeled by generating
each channel access with probability p. Such channel access
results in a connection arrangement (RTS/CTS exchange) on
the CC. A successful arrangement is always made when only
one user requests a new connection in the network in a given
slot and the slot is free from PU activity. In addition, in case
of collisions with the PU or another SU, the SU nodes are
potentially able to capture the transmitted packet under the
condition that the total signal-to-interference-plus-noise ratio is
larger than a certain threshold ϕ.

4) Data Model: After obtaining the channel, the SU nodes
can transmit only one packet (amount of data), which is frag-
mented into multiple slots, with an acknowledgement (ACK)
per fragment. When the transmission has finished, the nodes
need to perform a new arrangement for the next transmission at-
tempt. For simplicity of analysis, the packet lengths of the sec-
ondary network are geometrically distributed with parameter q,
i.e., each SU data packet has a mean length of q−1 time slots.

2We note, just as in [10], that effects related to PU activity and multiple-
channel management are much more profound for the operation of any
multichannel OSA MAC than collision-resolution strategies. Therefore, the
collision-resolution procedure, i.e., RTS/CTS exchange, assumed in the model
is simplified.
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5) PU Detection: To avoid excessive interference with the
PU, every slot of length l starts with scanning period s. At the
beginning of scanning period s, all the SU nodes stop their
transmission, and at the end of such period, each secondary
node locally decides if the channel is free from PU activity or
not. Every decision is prone to errors. When an SU node does
not detect a PU, with probability 1 − pd, a collision between the
PU and SU happens. A capture model determines if the colli-
sion will result in a lost packet for the SU. A lost fragment has to
be retransmitted in the next available slot. Alternatively, an idle
slot may be considered busy with false alarm probability pf .
In such a case, the SU postpones its transmission and tries
to send the remainder of the packet in the next available slot.
In both cases, when this happens during the data transmission
phase, no new arrangement is needed. As a result, the presence
of the PU only extends the data phase. Probabilities pf and
pd are functions of s, channel bandwidth W , and detection
threshold θ. We also assume that all the OSA nodes observe
the same channel conditions, i.e., the same instantaneous signal
level from PU, in each slot.

6) Physical Layer: The signals received by each of the SU
nodes are affected by Rayleigh fading and thermal noise. We
assume that the channel state is constant for the whole slot
length. For the analysis, we assume that each SU experiences
the same instantaneous PU fading, which is described by a
Rayleigh fading process. The SU transmissions are all af-
fected by independent identically distributed Rayleigh fading
as well.

B. Physical Layer Model

We now explain the physical layer model, which consists
of PU detection, packet capture, and slot availability, in more
detail.

1) PU Detection Errors: Every node of the OSA network
at the beginning of every slot will sense to detect the presence
of a PU on a given channel. Typically, the detection process is
performed based on the observed energy level. This is the most
classical detector, which is very easy to implement. However,
we are aware of the fact that energy detection might not be
the sufficient solution for OSA. (Energy detection performs
poorly when the signal power is close to the noise region and
there is a noise uncertainty.) For this study, we, however, only
need a relation between the detection performance and the scan-
ning overhead. Being well and intuitively understood detection
method, for which the equations for detection errors have a
closed-form solution, is a well-motivated detection technique
for this paper.

Assuming that we are detecting an unknown signal in the
presence of white Gaussian noise, the probability of false alarm,
given that a PU is not present, is given as [33, eq. (12)]

pf =
Γ (�sW �, θ/2)

Γ (�sW �) (1)

where W is the channel bandwidth; θ is the detection threshold;
and Γ(.) and Γ(., .) are the complete and upper incomplete

gamma functions, respectively. The probability of detection,
given that a PU is present, is

pd =
1
γ̄

∞∫
0

Q�sW �

(√
2γ,

√
θ
)

exp
(
−γ

γ̄

)
dγ (2)

where Q.(., .) is the generalized Marcum Q-function,
γ̄ = PP /N0 is the mean signal-to-noise ratio (SNR) observed
by the SU energy detector, γ is the instantaneous SNR observed
by the SU, and N0 is the noise level. Equation (2) gives the
probability of signal detection in the presence of Gaussian
noise only (which is described in this case by the generalized
Marcum Q-function) averaged over the fading statistics. (For
the Rayleigh fading considered here, the PU received signal
power is exponentially distributed.) Equation (2) has a closed-
form solution given by

pd = e−
θ
2

⎧⎨
⎩

�sW �−2∑
h=0

θh

h!2h
+

(
1 + γ̄

γ̄

)�sW �−1

×

⎡
⎣e

θγ̄
2+2γ̄ −

�sW �−2∑
h=0

(θγ̄)h

h!(2 + 2γ̄)h

⎤
⎦

⎫⎬
⎭ (3)

which corrects the typographical error of [33, eq. (16)]. All the
parameters used for the derivation of detection errors are also
listed in Table II.

2) Packet Capture: Fading causes additional packet loss for
the OSA. Since these losses are not specific to the analysis of
multichannel MAC designs in the context of OSA, we neglect
them. However, fading can lead to a throughput increase for the
OSA network in the following scenario. Even if the OSA node
has mistakenly detected the channel as free from PU activity,
if the received PU signal has been in deep fade, the OSA node
might be able to successfully transmit its packet (this effect has
been observed first in [34]) due to packet capture. Therefore, we
have introduced the packet capture model to account for these
phenomena in our analysis.

We assume that n colliding OSA packets with the average
received power PS (including the PU interference of the av-
erage received power PP ) are coherently added at the OSA
node.3 In addition, we omit the impact of noise in the capture
since interference from competing packets will be the dominant
factor in the capture process [35, eq. (20.b)]. Having all the
assumptions, we can compute the capture probability for the
OSA network, as given in the following proposition:

Proposition 1: Given the coherent addition of signals, with
capture threshold ϕ, n ∈ [0, N − 1] interferers, PU interference
power PP , and SU packet power PS , the capture probability is

Sx,n(ϕ) = 1 − Px(n)ϕ
PS + Px(n)ϕ

(4)

3Coherent addition requires phase knowledge of the signals, which might
be difficult for the OSA case. However, from the analytical perspective, the
noncoherent generalization requires the pdf of the sum of unequally distributed
exponential variables, i.e., n variables with average parameter PS and one
variable with average parameter PP , which has no compact form. Furthermore,
the resulting pdf needs to be convoluted with the fading distribution of the test
packet and integrated, which introduces another challenge.
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where

Px(n) =
{

PP + nPS , x = 1 (PU + SU interference)
nPS , x = 2 (SU interference).

(5)

Proof: According to [35, eq. (20)], the probability that a
transmitted fragment is lost is defined as

FZn
(ϕ) =

∫ ϕ

0

dz

∫ ∞

0

fPs
(zw)fPn

(w)dw (6)

where fPn
(.) is the probability density function (pdf) of the

interfering signals in a slot, and fPs
(.) is the pdf of the received

test packet. Starting from this definition, since we have assumed
coherent addition of interfering signals, the sum of the interfer-
ence power is exponentially distributed with average parameter
Px(n) defined as in (5). Then, we have

FZn
(ϕ) =

ϕ∫
0

dz

∞∫
0

w

PSPx(n)
exp

(
−w

zPx + PS

PSPx(n)

)
dw

=

ϕ∫
0

PSPx(n)
(zPx(n) + PS)2

dz =
Px(n)ϕ

PS + Px(n)ϕ
. (7)

Since Sx,n(ϕ) = 1 − FZn
(ϕ), the proof is complete. �

3) Slot Availability: Having the analytical formulas for PU
detection errors and packet capture, we can compute the proba-
bility that a given slot will be available for SU communication,
incorporating all the effects.

Proposition 2: The possible slot availability for the SU node,
given n other SU nodes transmitting, is

ψ(n) = (1 − qp)(1 − pf )S2,n(ϕ) + qp(1 − pd)S1,n(ϕ). (8)

Proof: A slot can be available to the SU in two distinct
cases: 1) when there is no PU on the channel and 2) when
there is one. In both cases, interference effects might reduce
the probability that the slot will not be available but only when
the detector properly decides on the channel state. Combining
these effects altogether, we obtain (8). �

C. Markov Analysis

In Section III-A, we listed system assumptions that allow one
to model the multichannel OSA MAC performance as a Markov
model, where the state space gives the number of channels in
use for data communication. More specifically, assumptions 2
and 4 define the time granularity of a discrete-time Markov
model, and assumptions 3 and 4 relate to the transition probabil-
ities, i.e., when a successful arrangement results in a new data
transmission or when an ongoing data transmission is finished.
On top of that, assumptions 1 and 5 allow one to embed the
impact of PU activity on the MAC performance. In this section,
we will describe the Markov model and show how to embed
the physical model derived earlier into it. For the analysis, we

will focus on one representative OSA MAC from the two OSA
MAC groups defined in Section II-B, i.e., DCC for the CC OSA
MACs and HCC for the hopping OSA MACs.

1) State Space and Steady-State Channel Occupancy: In the
considered discrete Markov chain state, Xt = k represents the
2k devices (k pairs) involved in the transmission at time t.
The state space is then

S =
{

0, 1, . . . ,min
(⌊

N

2

⌋
,MD

)}
. (9)

Following this definition of the state space, we can de-
fine the steady-state vector of the Markov chain Π =
{π0, π1, . . . , πmin(�N/2�,MD)}. From this, the average utiliza-
tion per channel, which is considered as the proportion of time
when the channel is occupied by the SU, is

ρ = ψ(0)
∑

i∈S iπi

MD
(10)

where ψ(0) is the slot availability, when a single SU is ac-
cessing the channel for data communication. We note that SU
collisions only happen during the control message exchange.
In addition, we note that the computed utilization for the non-
OSA multichannel case represented by [10, eq. (4)] has to
be decreased by the slot availability since we assume that,
when the channel becomes busy during the data phase, the
SU just waits until the channel becomes available again on
that channel. Hence, although the SU is residing on channel
m in the steady-state computation, it is not effectively using it.
Without that adjustment, the Markov model would consider the
PU occupancy as an increase in channel utilization by the SU
network. Using (10), we can finally compute the throughput, by
which we mean the total throughput of the OSA network as a
whole, i.e., the average throughput of one secondary network
consisting of multiple SUs, as

R = MCCρ
l

s + l
(11)

MC =
{

MD − 1, for DCC
MD, otherwise.

(12)

The separate definition of the throughput for DCC comes from
the fact that, for this MAC class, one channel is dedicated
only to RTS/CTS (control) exchange. Next, in comparison to
[10, eq. (9)], the throughput formula has to be reduced by a
scanning factor l/(s + l), given that only part of the whole slot
is used for effective data communication.

2) Transition Probabilities: To compute the steady-state
vector, we need to define the transition probabilities, i.e., the
probabilities of starting a new data transmission after a suc-
cessful connection arrangement or finishing a data transmission
when the data packet was sent.

Let S
(k)
j denote the probability of j new arrangements,

given that k pairs are communicating, and T
(k)
j denote the

termination probability of j connections, given that k pairs
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are communicating. Then, the entries of transition probability
matrix P are

pkz =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, if z > k + 1
T

(0)
k S

(1)
k , if z = k + 1

T
(k−z)
k S

(0)
k

+T
(k−z+1)
k S

(1)
k , if 0 < z ≤ k

and k + z �= 2max{S}
T

(k−z)
k S

(0)
k

+T
(k−z+1)
k S

(1)
k

+T
(k−z)
k S

(1)
k , if k = z = max{S}

T
(k)
k S

(0)
k , if z = 0.

(13)

We emphasize that (13) corrects the error in transition prob-
abilities of [10, eq. (6)]. In [10], Mo et al. did not consider
the particular transmission probability for condition k = z =
max{S}, which means that data transfer is not possible even
after a successful connection arrangement, because all channels
are busy. This happens with probability T

(0)
k S

(1)
k . When this

case is not correctly considered, the resulting matrix P in [10]
is not stochastic, i.e., each row does not sum to 1, which is
a necessary condition for finite-state Markov chains. We will
elaborate on this issue more in Section III-D.

Because of the possible PU operation on each of the MD

channels, fading effects, and PU detection errors, the definitions
of S

(k)
j and T

(k)
j given in [10] need to be changed. The

respective definitions follow.
3) Termination Probability T

(j)
k : The probability T

(j)
k that

j connections finish the transfer in a given slot is

T
(j)
k =

(
k

j

)
{qψ(0)}j {1 − qψ(0)}k−j (14)

which means that the nodes involved in a transmission can
successfully terminate only when the slot is available for the
SUs. We note that we neglect the details of the retransmission
policy, which could indeed be included in the termination
expression. Our expression is for the simple case where we
have an ACK per fragment (one slot) and we just retransmit
the fragment in the next available slot if necessary.

4) Arrangement Probability S
(j)
k : Different OSA MAC

classes have different mechanisms in arranging a new connec-
tion, which is translated into different probabilities to start a
transmission in the Markov model. Here, we will individually
derive these important probabilities for each multichannel MAC
class.

For DCC and HCC, arrangement probability S
(j)
k is

S
(j)
k =

{
SA,x, if j = 1
1 − SA,x, if j = 0
0, otherwise

(15)

where SA,x is separately defined for DCC (x = 1) and HCC
(x = 2) in the succeeding sections.

a) DCC: In the case of dedicated CC MAC, the average
probability of successfully receiving the packet in the presence
of interferers is [36]

SA,x=1 =
N−2k∑
i=1

(
N − 2k

i

)
pi(1 − p)N−2k−iψ(i − 1). (16)

Since the successful transmission might happen to only one
user, given that i users are competing for the channel at the
same slot, summing over all possible amounts of interferers i,
we obtain the expected probability of successful arrangement.
The number of interferers is bounded by N − 2k since 2k users
are involved in the data transmission and will not compete for
the new arrangement.

Equation (16), however, does not prohibit having more than
one sender–receiver SU pair to access the data channel, i.e.,
more than one user can be successful in capturing the packet.
However, since we are particularly interested in the capture
effects between PU and SU and, in an OSA setup, the SUs are
usually nearby and the PU is far away, we have

SA,x=1 = (N − 2k)p(1 − p)N−2k−1ψ(0). (17)

We note that using (16) in a model will give an upper
bound for the OSA network throughput, whereas using (17) will
result in a throughput lower bound. For the numerical results,
we will proceed with the arrangement probability definition
of (17).

b) HCC: In this case, we modify (17), as in [10,
Sec. III-B], to take into account the probabilities that the re-
ceiver is available and that the channel is not used for data
communication. Therefore, we have

SA,x=2 = SA,x=1
N − 2k − 1

N − 1
MC − k

MC
. (18)

To make a fair comparison of HCC OSA MAC with DCC
OSA MAC, one needs to take into consideration the switching
time. As in [10], this is modeled by modifying the average SU
data packet length in the slots as q′−1 = q−1((l + s)/(l + s +
tp)), where tp is the channel switching time.

D. Verification of the Analytical Model

To verify our proposed analytical model, we have developed
an event-driven simulator in Matlab and Octave, which closely
mimics the conditions assumed in Section III-A. Our simulator
allowed the tracking of the channels that have been chosen by
the SUs and PUs during their respective connections (which
was not possible in the analytical model). Results of the simula-
tions were generated using the method of batch means for 95%
confidence intervals. Each simulation was divided into at least
five batches, where each batch contained at least 5000 network-
related events (see, e.g., [37] for a similar approach of analytical
model verification).

1) Comparison of the Proposed Model With [10]: As we
have noted in Section III-C2, the transition probability matrix
of [10, eq. (6)] for comparing non-OSA multichannel MACs
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was incorrect. Using transition matrix [10, eq. (6)] for k =
max{S}, we have

k∑
i=0

Pk,i = T
(k)
k S

(0)
k + T

(k−1)
k S

(0)
k + T

(k)
k S

(1)
k + · · ·

+ T
(0)
k S

(0)
k + T

(1)
k S

(1)
k

=
k∑

j=1

T
(j)
k + T

(0)
k S

(0)
k

= 1 − T
(0)
k

(
1 − S

(0)
k

)
< 1 if S

(0)
k < 1. (19)

In the model proposed in this paper, the last term of∑k
i=0 Pk,i is replaced by T

(0)
k S

(0)
k + T

(1)
k S

(1)
k + T

(0)
k S

(1)
k =

T
(0)
k + T

(1)
k S

(1)
k , which, after performing simple algebra as in

(19), results in
∑k

i=0 Pk,i = 1. Interestingly, only in the DCC

case is S
(0)
k < 1 since, in the HCC connection, arrangement

is impossible when all channels are busy (k = max{S}). To
observe how severe the error in the original model was, we plot
the throughput of DCC for different access probability values
p and different levels of PU activity using our simulator, and
compared it with our model and that of [10] in Fig. 1. We
can clearly see that, for the considered parameter range, the
mismatch between the simulations and analysis presented here
using [10, eq. (6)] is visible when the access probability results
in the highest throughput [approximately p = [0.05, 0.25] in
Fig. 1(a) and p = [0.025, 0.1] in Fig. 1(b)]. In contrast, our
proposed model gave a perfect match with the simulations. (All
points are within 95% confidence intervals.)

2) OSA MAC Scaling With PU Activity: Next, we check how
the multichannel OSA MACs scale with PU activity; the results
are presented in Table III. For each scenario, we assume that the
channel access is optimized, and we achieve this by choosing
the access probability p that maximizes the throughput. For
qp = [0.1, 0.4], which are the values of interest, we can see
that our model closely matches the simulation results since all
values are within 95% confidence intervals. We note, however,
that our model gives a less accurate match with the simulations
for very high values of PU activity qp ≥ 0.6 (as shown in
Table III for DCC with MD = 3 and N = 11). In addition,
we have observed that the model is sensitive to the selection
of transmission probability p, i.e., there is less match with
the simulations when the network operates in highly saturated
conditions.

From Table III, we expect a linear decrease in throughput
for the OSA network when the PU activity increases. We will
closely evaluate this in Section IV-B1. We also observe that
DCC performs slightly better than HCC for the chosen setup,
which is consistent with [10, Fig. 4].

3) Impact of Sensing on OSA MACS: Next, we verify the
correctness of the operation of the model as a function of
scanning performance in Table IV. While keeping most para-
meters fixed (see Table IV), we vary the detection threshold
ϕ ∈ {14.5, 13.9, 13.5} dB, which results in different pd =
{0.93, 0.94, 0.95}. As in the preceding section, we assume
that the channel access is optimized by choosing the channel
access probability p that results in maximal throughput. We

Fig. 1. Numerical verification of the DCC MAC class throughput with respect
to the probability of transmit p and different PU activity values qp for the
proposed model and with the use of the transition probabilities of Mo et al.
[10]. (a) MD = 3, N = 12, q = 0.6 kB, and l = 812 μs. (b) MD = 12,
N = 40, q = 0.9 kB, and l = 200 μs. Common parameters: C = 2 Mb/s, s =
20 μs, N0 = −90 dBm, PP = −85 dBm, PS = −80 dBm, W = 1 MHz,
θ = 17.8 dB, and ϕ = 9.5 dB.

perform the verification once for an average PU occupancy of
6.8% (qp = 0.068), which corresponds to our measured value
in [1, Tab. 1], and then for a PU occupancy that is three times
larger. Again, our model closely matches the simulation since
all results are within the 95% confidence intervals for all values
of the detection performance. As expected, the throughput
decreases with an increasing pf .

After verifying the important aspects of our model, we
proceed in the next section with a more detailed performance
analysis using the analytical model only.

E. Numerical Result

1) Impact of CC Availability: As we have noted in
Section II, DCC is the most used OSA MAC. It is therefore
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TABLE III
VERIFICATION OF THE ANALYTICAL MODEL FOR THE SU NETWORK

THROUGHPUT R Mb/s AS A FUNCTION OF PU ACTIVITY FOR

(TOP HALF) MD = 3, N = 12, C = 2 Mb/s, AND l = 812 μs, AND

(BOTTOM HALF) MD = 12, N = 40, C = 6 Mb/s, AND l = 200 μs.
COMMON PARAMETERS: s = 10 μs, N0 = −90 dBm, PP = −85 dBm,

PS = −80 dBm, W = 1 MHz, θ = 17.8 dB, AND ϕ = 20 dB
(SEE TEXT FOR FURTHER EXPLANATION)

TABLE IV
VERIFICATION OF THE ANALYTICAL MODEL FOR THE SU NETWORK

THROUGHPUT R Mb/s AS A FUNCTION OF PROBABILITY OF FALSE ALARM

FOR (TOP HALF) qp = 0.068 AND (BOTTOM HALF) qp = 0.20. COMMON

PARAMETERS: MD = 3, N = 12, C = 2 Mb/s, l = 200 μs, s = 10 μs,
tp = 100 μs, N0 = −90 dBm, PP = −85 dBm, PS = −80 dBm,

W = 1 MHz, AND ϕ = 20 dB (SEE TEXT FOR FURTHER EXPLANATION)

crucial to observe in isolation how this particular MAC class be-
haves. What differentiates DCC from other multichannel MACs
is that one channel is solely assigned to control information
exchange. In this section, we will show how unavailability of
the CC, due to the PU presence on that channel, affects the
operation of the DCC.

The result is shown in Fig. 2. We were particularly interested
in the relation between data packet length q−1 and CC availabil-
ity qp. The physical layer parameters are chosen such that the
scanning overhead is minimum (only 1.2% of the whole slot),
simultaneously resulting in high PU detection performance, i.e.,
pd > 0.91 and pf < 0.08. We will show later in Section III-E5

Fig. 2. Throughput of DCC with respect to CC availability when data
channels are not occupied by PUs using (dashed line) (16) and (solid line)
(17). Parameters: C = 2 Mb/s, p = e−1/N , l = 812 μs, s = 10 μs, N0 =
−90 dBm, PP = −75 dBm, PS = −70 dBm, W = 1 MHz, θ = 14.6 dB,
and ϕ = 9.5 dB. (a) MD = 3 and N = 12. (b) MD = 12 and N = 40.

how to optimize the scanning performance. Moreover, the
packet capture probability for SU is less than 20%. We have
also assumed that all data channels, except for CC, are un-
occupied by the PU, to clearly observe the impact of CC
unavailability. Other parameters of the setup used in this section
are shown in Fig. 2.

Interestingly, for large packet sizes, even if the CC is highly
unavailable, the network can still achieve moderate or high
throughput (see Fig. 2). This is because the SU nodes do not
need many new arrangements for long data transmissions, and
even if the CC is highly occupied by the PU, it does not sig-
nificantly affect the operation of the DCC. We clearly see that,
when the data packet is small, the impact of CC unavailability is
rather high. This means that the SUs can control their impact by
controlling the data packet size or connection duration. It is also
interesting to note that the impact of CC unavailability on DCC
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is not linear and is more stringent for high unavailability rates,
between 0.8 and 1, since the congestion is worse. In addition,
by comparing Fig. 2(a) and (b), we see that the impact is more
severe for a higher number of SU channels since, in that case,
the congestion on the CC is worse as well. Again, the SU can
adapt to the PU by adapting the number of its used channels.
Referring to our measurement results [1, Tab. 1], when the
average PU activity was only 6.8%, implementing the CC on
such a channel is possible when the SU network intelligently
adapts the packet size and the number of channels in use.

Finally, we have compared the DCC throughputs obtained
using (16) and Fig. 2 (dashed line) and (17) and Fig. 2 (solid
line). As noted in Section III-C4, the impact of multiple cap-
tures on the CC in our setup, when access probability p is
correctly chosen, is very small and would not largely contribute
to the collisions on the data channels.

2) OSA MAC Comparison of Throughput Scaling With the
Number of Channels: Next, we show how the presence of PUs
on all MD channels affects the throughput of each of the two
investigated protocols. The result is shown in Fig. 3. As in
the previous section, detection quality and capture effects have
been set to have a minimum impact on the final result, so that
we can clearly see the effects of data channel unavailability on
the OSA network throughput. Here, all channels are uniformly
and equally occupied by the PU, including the CC for DCC.
The number of SUs in the setup is always three times greater
than the number of channels. Obviously, the higher the PU
activity, the lower the throughput for each of the MAC classes.
In Fig. 3(a) and (b), we see that, for a large number of channels,
DCC is always better than HCC, independent of the SU data
packet size. The reason HCC scales slower is it always wastes
channel access time since it can only access a channel every
MD slots. For both DCC and HCC, the throughput increase
slows down with the increase in the number of channels. HCC
saturates because of the slot waste while hopping on other chan-
nels, whereas DCC saturates, because the CC gets congested.
Comparing Fig. 3 with [10, Fig. 3], we observe the same trends
as in the non-OSA case. Our numerical findings (not shown in
Fig. 3) show a linear increase in throughput between different
PU occupancies. Later, in Section IV-B1, we will investigate
the impact of PU activity on the throughput in more detail,
analyzing all four OSA MAC classes and taking into account
more networking aspects, e.g., queuing.

3) OSA MAC Comparison of Throughput Scaling With the
Number of SUs: In the next experiment, we have investigated
how an increase in the number of SUs in the OSA network
affects the secondary network throughput. We fixed the number
of channels and the probability of transmission and varied only
the number of users N . The results are shown in Fig. 4.

As expected, with the increase in SUs, the network through-
put decreases for all the protocols. However, the impact on
throughput is more stringent for DCC when the number of users
is close to the number of channels [see Fig. 4(a) (left)]. When
the number of SUs is approximately twice the number of chan-
nels, irrespective of the PU activity, the network throughput for
both protocols is more or less the same.

4) PU Detection Quality and Packet Capture: As we have
noted earlier, the purpose of introducing capture effects into the

Fig. 3. Throughputs of (solid line) DCC and (dotted line) HCC as a function
of the number of channels for different PU activities on each channel and
(a) 5- and (b) 10-kB SU data average packet sizes. The values of C, l, s, N0,
PP , PS , W , θ, ϕ, and p are the same as those in Fig. 2(a), and tp = 100 μs.
The number of users is always three times larger than the number of channels.

model is to investigate the impact of the following phenom-
enon on the system performance. Even when the channel has
been detected by the OSA network, as occupied by the PUs,
depending on the channel conditions, the OSA network can still
successfully transmit the packet. Similarly, capture can relax
the collisions between the SU nodes on the CC.

We have performed two numerical experiments, for which
the results are given in Fig. 5, with the parameter setup
presented therein. In the first experiment [see Fig. 5(a)], we
have computed how different capture probabilities affect the
throughputs of DCC and HCC. We have set the PU detector
performance, such that it resulted in a very low probability
of false alarm pf = 10−13.6 and low probability of detection
pd = 0.63. We have set pd such that the phenomenon previ-
ously described will clearly be visible. We varied the capture
threshold, resulting in a very high capture probability (leftmost
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Fig. 4. Throughputs of (solid line) DCC and (dotted line) HCC as a func-
tion of the number of SUs for different PU activities on each channel and
(a) MD = 3 and (b) MD = 12. Parameters: C = 2 Mb/s, p = e−1, l =
812 μs, s = 1 μs, N0 = −90 dBm, PP = −75 dBm, PS = −70 dBm,
W = 1 MHz, θ = 14.6 dB, ϕ = 9.5 dB, q = 1 kB, and tp = 100 μs.

part of the plot) to almost no capture (rightmost part of the plot).
The essential observation is that, when the capture probability
is very high, it positively affects all protocols. However, when
the capture probability drops to a normal level (1%–5%),
its effect is negligible. Particularly, the positive effect of the
capture in the presence of PU interference is more visible
when the PU activity is higher, i.e., the slope of the throughput
curve is steeper with higher qp, for both of the analyzed
protocols.

In the second experiment [see Fig. 5(b)], we have observed
how a potential capture of the PU might affect the SU network
throughput. During this time, we have varied the PU interfer-
ence power for the same values of s as in Fig. 5(a). Varying
the PU power results in varying detection quality, i.e., for the
considered case pd = [0.24, 0.99], pf = 10−13.6. The capture
is mostly visible when the detection quality is small, i.e., when

Fig. 5. Impact of capture effects on the OSA MAC throughput for two
different PU activities qp. (a) Throughputs of (solid line) DCC and (dotted
line) HCC as a function of capture threshold ϕ for fixed PP = −75 dB.
(b) Throughputs of (solid line) DCC and (dotted line) HCC as a function
of PU interference power for fixed capture threshold ϕ = 20 dB. Parameters
assumed in both plots: MD = 3, N = 20, C = 2 Mb/s, l = 812 μs, s = 1 μs,
N0 = −90 dBm, PS = −70 dBm, θ = 19 dB, W = 1 MHz, tp = 100 μs,
1/q = 10 kB, and p = e−1/N .

simultaneous transmissions of SU and PU are more probable.
With the increase in detection quality, the effect of capture
also becomes negligible. With the increase in PU activity, the
capture effect becomes less visible. Therefore, the conclusion
is that, when the detector is designed sufficiently well, capture
from the PU will not increase the SU network throughput as
high as that when new PU channels are added to the OSA
network [see the results in Section III-E2]. Thus, due to the
small effect of the capture on the obtained throughput in the
chosen scenarios, we will omit this effect in the simulation
model that will be presented later.

5) Impact of Scanning Length: Since the scanning length is
a crucial parameter of every OSA system, we quantify how
it impacts the performance of multichannel OSA MACs. For
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Fig. 6. Throughputs of (solid line) DCC and (dashed line) HCC as a func-
tion of scanning length s for different channel availability rates and (a) l =
200 μs and (b) l = 812 μs slot sizes. W = 1 MHz, PS = −80 dBm, PP =
−85 dBm, N0 = −90 dBm, ϕ = 9.5 dB, N = 12, MD = 3, C = 2 Mb/s,
p = e−1/N , 1/q = 5 kB data packet size, and tp = 100 μs.

energy detection, increasing the observation time improves
the detection performance, i.e., it improves pd, simultaneously
decreasing pf (see Section III-B1). For the given channel
bandwidth W and PU interference power PP , we have var-
ied the observation time s = [1, 50] μs. Simultaneously, we
have adapted the sensing threshold as θ = 107.31s μs−1 (linear
value), which resulted in the following detection performance
ranges for the considered range of s : pf = [0.23, 0.02] and
pd = [0.82, 0.93]. For these detector operating conditions, we
have plotted the throughputs of DCC and HCC in the case of
MD = 3, N = 12, and two different slot lengths l. The results
are shown in Fig. 6.

The most essential observation is that, with the increase in
observation time, the throughput first increases due to lower
false alarm probabilities but then decreases again. This is due

to the fact that scanning length overhead s starts to dominate
over the usable slot l, reducing the effective throughput of
the SU [see (11)]. This is particularly visible for small slot
sizes [compare Fig. 6(a) and (b)]. With the highest detection
performance for s = 50 μs in the considered setup, sensing
constitutes 9% of an l = 812 μs slot, whereas, for l = 200 μs,
it results in 25% overhead. Therefore, scanning period s should
be carefully chosen for any OSA multichannel MAC since
improving the detection performance for decreasing pf does not
always improve throughput. Every OSA MAC class is equally
affected by this phenomenon. We can therefore formulate the
optimization problem as

max R subject to pd ≥ α (20)

where α is a detection constraint that the OSA network needs to
fulfil while accessing PU channels. The parameter that we want
to optimize is R with respect to s. We know that pd is a nonlin-
ear steplike function, where the computation of this probability
is in summation form and pd → 1 as h in (3) increases. We also
know that R is a function of pf . Finding an optimal solution
in this form is difficult and involves the use of heuristics such
as finding, first, a convex envelope and then the optimal value
of pd that satisfies α [38], which is beyond the scope of this
paper. However, we can think of the other simple heuristic
for solving (20). First, we find hmax = �sW � − 2 that fulfills
pd = α and compute R using (11). We then increase hmax by
1 and compute the new throughput. If the new throughput is
larger than the old throughput, we increase hmax; otherwise, we
terminate, and the resulting R from the last step is the optimal
throughput Ropt. The optimization procedure is also depicted
in Algorithm 1. We have performed a similar procedure in
Fig. 6, where we compute R for every s in the considered
range. Then, the maximum value of the throughput obtained
in the figure transforms to the optimal sensing time. Please note
that, as we have mentioned before, a big overhead for the slot
occurs in the upper range of s in Fig. 6; therefore, s should also
be upper bounded to reasonable values, e.g., less than 50 μs,
corresponding to the data part of slot l.

Algorithm 1: Optimization Heuristics for (20)
Input: R1 := 1, R2 := 0,

C, N , MD, l, θ, ϕ, W , PS , PP , N0, p, q, qp, tp
Output: Ropt

Find hmax := �sW � − 2 that results in pd = α;
while R1 − R2 > 0 do⎢⎢⎢⎣ Compute R1 := R using (11) with hmax;

hmax := hmax + 1 ;
Compute R2 := R using (11) with hmax;

Ropt = R2;

IV. SIMULATION

In this section, we discuss the simulation results to compare
the four different OSA MAC designs. In the simulation model,
we introduce properties such as queuing and a more detailed
PU activity model, which were difficult to analytically assess.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 06,2010 at 11:46:17 UTC from IEEE Xplore.  Restrictions apply. 



3026 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 58, NO. 6, JULY 2009

First, we study the throughput for the four OSA MAC
designs introduced earlier. Simulation results are given as a
function of the sensing performance and PU activity, which is
modeled using average channel utilization and the PU packet
length. Next, we focus on simulating the delay performance
for each of the four MAC classes, again as a function of PU
activity and scanning performance. Finally, we measure the
expected collision probability with the PU, which we consider
to be an important performance metric in the context of OSA
networking. We start with introducing the simulation setup.

A. Simulator Description

We have developed a coarse-grained time-slotted simulator
in Matlab, which extends the work of Mo et al. [10] with OSA-
related features, such as PU traffic and PU detection. Matlab
was the design choice since we needed a rapid-prototyping
functionality and overall control over the simulator develop-
ment process. The simulation environment is coarse grained
since it omits all the transient effects related to connection
arrangement, i.e., the backoff mechanism. This simplification
gives enough information on the interactions between individ-
ual SUs and between SUs and PUs while resulting in a fast
development time. The smallest time scale observed in the
simulator is the RTS/CTS transaction scale, which means that
the smallest time slot considered is long enough to transmit an
RTS/CTS control handshake. This interaction is fully described
by the probability of a new successful connection arrangement
ps, which captures collision effects due to backoff mechanisms
in a simple way. Probability ps is related to the probability p of
accessing the channel in the analytical model of Section III.
Similar to the assumptions taken in [10], we assume that
the probability of having a successful contention in the OSA
network is ps = e−1, which mimics the optimal operation of the
slotted ALOHA protocol. The justification for the introduction
of such simulator is presented in more detail in [10, Sec. V].

We now summarize the simulator features, which are
grouped in two sets: 1) multichannel-MAC-related aspects and
2) OSA-related features. The multichannel-MAC-related fea-
tures are given here.

1) Queuing: In the analytical model, no assumption on the
buffering has been taken since only the throughput was
modeled. The simulator implements packet buffering, and
only backlogged packets can contend for the medium.
The queuing delay is monitored for the delay analysis.

2) Traffic generation: In the simulator, we have assumed
fixed-length packets (five slots or 1024 bytes) for the OSA
network, whereas the interarrival times are geometrically
distributed.

3) SPCC model: As in [10], the simulator implements con-
tention resolution between multiple SPCC pairs that use
the same data channel, when all data channels are utilized.

4) Receiver selection: In the simulation, we assume that
each receiver has only one transmitter. Although the case
where multiple transmitters contend for a single receiver
has been studied in [10], we believe that it is not important
to our study, which particularly focuses on the impact of
PU traffic on the OSA network.

The OSA-related features of the simulator are given here.
1) Channel occupancy: Each channel is assumed to be

occupied with PU packet-based traffic, and the average
PU occupancy level is the same for all the considered
channels. The distribution of the PU traffic is described
by a geometric on/off process. The simulator allows one
to vary the average length of the channel on and off
periods. The difference, on average, in the period length
for the same average PU channel utilization is denoted as
PU burstiness, where more burstiness represents shorter
average on times. We vary the PU packet size from 10 to
100 slots.

2) Detection errors: As in the analytical model of
Section III, every slot is preceded by a scanning period
of varying length, after which the OSA node individually
decides about the channel occupancy. Detection perfor-
mance is a function of the length of the scanning period,
the noise and PU signal levels, and the fading process.
We use the same energy detection model described by (1)
and (2). For simplicity, we assume that every OSA node
observes the same propagation conditions, such that the
PU occupancy decision is the same for all OSA nodes.
The parameters used were given as follows: channel
bandwidth W = 1 MHz, PU interference power PP =
−85 dBm, N0 = −90 dBm, and θ = 107.31s/μs−1

(linear value). For these settings, we simulated a scanning
performance ranging from pf = [0.2, 0.01] and pd =
[0.89, 0.93].

3) Interference to PU: Since the level of harm to the PU in-
troduced by the OSA network is of utmost importance in
the context of OSA networks, we monitor the probability
of PU interference (collision) in the simulator.

4) Fading: Since the capture effect was shown to be small
if pd is sufficiently high, we did not embed capture in the
simulation model.

B. Simulation Result

Having introduced the simulation setup, we now present the
simulation results. The focus is on throughput analysis, delay
analysis, and interference to the PU.

1) OSA Network Throughput Analysis: To assess the maxi-
mum possible throughput that an OSA network can achieve, we
simulate the saturation conditions. In Fig. 7, the OSA network
throughput is shown to linearly decrease with PU channel
utilization, for all four considered MAC designs. This linear
decrease with PU activity is expected since each slot occupied
by the PU cannot be used by the OSA network. Since not
all OSA MAC designs access the channel the same way, they
grab the available white spaces with varying efficiencies. This
explains the different slopes for the different MAC designs. In
Fig. 7(a), we plot the throughput for different scanning lengths,
resulting in different performances of the PU detection. As
mentioned earlier in Section III, a careful optimization of the
scanning performance can result in a significant throughput
increase. This is also visible in Fig. 7(a), and the throughput
penalty for worse scanning performance is similar for the
four MACs.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 06,2010 at 11:46:17 UTC from IEEE Xplore.  Restrictions apply. 



PAWEŁCZAK et al.: PERFORMANCE ANALYSIS OF MULTICHANNEL MAC ALGORITHM FOR OSA 3027

Fig. 7. Simulated impact of the PU channel occupancy on the throughput
of the OSA network exploiting different OSA MACs. (a) MC = 3 channels
and N = 20 OSA users with different PU detections (solid line: pf = 0.2 and
pd = 0.89; dashed line: pf = 0.01 and pd = 0.93) and a PU average packet
size of ten slots. (b) MD = 12 channels and N = 40 OSA users with different
PU packet sizes (dashed line: 10 slots; solid line: 100 slots) and good PU
sensing with pf = 0.01 and pd = 0.93. Common parameters: C = 2 Mb/s
and l = 812 μs.

We plot the impact of varying the PU packet size in Fig. 7(b),
for a scenario with MD = 12 channels and N = 40 OSA users.
Surprisingly, HCC and MRCC achieved a larger throughput
when the PU packet size is larger (solid line). This is because
those MAC protocols contend on the same channel that they
will use for the following data transmission if the contention
was successful. If the channel is not free, they just hop to
another channel, and if they find that the next channel is free,
they will be able to send their data packets with high proba-
bility if the PU on and off times are longer. DCC, however,
contends on another channel and needs to be lucky to find
both the control and data channels free from PU activity. A
successful contention for DCC does not mean that the chosen
data channel is free. (We do not monitor the data-channel PU
activity in the simple MAC designs considered.) As a result,

Fig. 8. Simulated impact of PU channel occupancy on the OSA network
delay for different OSA MACs. (a) MD = 3 channels and N = 20 OSA users
with different PU detections (solid line: pf = 0.2 and pd = 0.89; dashed
line: pf = 0.01 and pd = 0.93) and a PU average packet size of ten slots.
(b) MD = 12 channels and N = 40 OSA users with different PU packet
sizes (dashed line: 10 slots; solid line: 100 slots) and good PU sensing with
pf = 0.01 and pd = 0.93. Common parameters: C = 2 Mb/s, l = 812 μs.

DCC’s performance suffers much when the PU packet sizes
are longer. We also note that, in the simulations, we put the
stick limit [10] to 50 slots, which means that, if the data packet
was not sent after 50 slots, a new connection arrangement is
needed.

2) OSA Network Delay Analysis: To observe the impact of
PU occupancy on the OSA network delay, we monitor the OSA
network delay for a scenario where the load of the OSA network
is 15% of the total channel capacity in Fig. 8. First, we study
a scenario of MD = 3 channels, with N = 20 OSA users in
Fig. 8(a). In this case, a total load of 15% of the total channel ca-
pacity is equivalent to 45 kb/s per flow. When the PU occupancy
increases, all protocols suffer from an increased network delay.
The impact is, however, the largest for SPCC and DCC since
they employ a dedicated channel for control that is prone to
congestion. In Fig. 8(a), we also see the impact of the scanning
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performance on the delay. Similar to the throughput analysis,
we see that a suboptimal scanning significantly increases the
delay for all MAC designs.

In Fig. 8(b), we study the delay for a network with MD =
12 channels and N = 40 users. In this scenario, 15% of the
total channel resource is also used, which corresponds to
90 kb/s per flow. We note that the delay performance of MRCC
is similar to that in the first scenario, because the load is also
15%. SPCC and DCC, however, suffer from a larger delay
since their CC becomes more congested when the number of
data channels increases. HCC, on the other hand, suboptimally
performs since it visits every channel only every 12 slots, and
since the packet size is only five slots, every channel is not
occupied during the remaining 12 − 5 − 1 = 6 slots.

In Fig. 8(b), we also study the impact of the PU on and
off time distribution. Interestingly, the delay is larger when the
PU occupancy increases, because, when the PU occupies the
channel for a longer time, the OSA nodes have to wait longer
until they can access the channel. Another observation is that
the MRCC and HCC MACs are not so sensitive to the packet
size of the PU network, because they perform contention on
the same channel as the data transmission. When the channel
is found to be idle, they can both contend and immediately
send data packets if contention was successful. Because of
the burstiness, when idle, the PU channel remains idle for the
remaining five slots with a high probability. As a result, both
protocols hardly have to wait for the long PU packets to be
transmitted first since they simply hop to the next channel when
a channel is occupied. Since the 12 channels are assumed to
be independent, one of the next hops will end up in an idle
channel. Again, SPCC performs worst among all the considered
classes.

3) OSA Network Impact on PU: The last simulation study
focuses on the probability of harming the PU, which is a new
and very important performance metric in the OSA context. We
define harm to the PU as the probability that a slot occupied by
a PU transmission is also used by the SU, causing part of the
PU data packet to be lost. For that, we consider a network of
MD = 3 channels with N = 20 OSA users. The PU occupies
the channel 50% of the time, and the on times are 10 or
100 slots. We simulate a scenario where the total OSA network
load is 15% of the total channel capacity. All differences in
interference are hence due to the way the channel access is
organized. The results are given in Fig. 9(a). The curves are
obtained by varying the probability of false alarm pf from
0.01 to 0.2, and the considered energy detection model is used
to adjust pd and the scanning overhead. With increasing pf ,
detection performance pd decreases, causing more interference
to the PU, as expected. pd ranges from 0.93 to 0.89. As shown
in Fig. 9(a), the true impact on the PU is always low (the best pd

would result in 7% harm) since the OSA network does not use
all the available channel resources. In addition, interestingly,
we see that the interference to the PU significantly decreases
when the PU activity in a given slot depends on the activity
of that PU in the previous slot. If such dependence is the
case, most of the SU packets will not be sent, because the
RTS/CTS exchange before the data packet could not be sent
as well, preventing more potential harm to the PU during data

Fig. 9. Interference to the PU for the four OSA MAC protocols as a function
of pf computed from the analytical model. The PU on and off time considered
are (solid line) ten slots and (dashed line) 100 slots, for a PU occupancy of 50%.
(a) MD = 3 channels and N = 20 users with 15% channel load. (b) MD =
12 channels and N = 40 users with 15% channel load. Common parameters:
C = 2 Mb/s and l = 812 μs.

activity. This is more visible for MRCC and HCC since those
protocols perform network arrangement and data transmission
on the same channel. As a result, the probability harming the
PU during a data packet is much lower since this can only
happen if the PU was not detected during the control phase.
When the PU on and off times are large, the probability that
PU activity changes during the SU data transfer is small.
We also note that DCC does not benefit as much from this,
because DCC transmits data and control messages on different
channels.

We also plot the PU harm for a scenario with a large number
of channels and users in Fig. 9(b). The same load of 15% is
used, and as such, the probability of harming the PU does
not increase, although more channels are in use. Compared
to the previous scenario, we see that SPCC performs better,
but this is due to the fact that SPCC achieves a throughput
that is lower than 15% of the total capacity. (We recall that,
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during the control phase, MD − 1 of the channels cannot be
used.) As such, the channel is less frequently accessed, and
the probability of harming the PU is low. Next, we see that
MRCC interferes with the PU more than HCC in the simulation.
This is because of the assumption that no collision happens
in HCC. (The collision resolution is hidden by assuming a
fixed probability ps to successfully gain access to the channel.)
In HCC, all users contend on the same channel, whereas, in
MRCC, this contention is spread across channels. As a result,
during the control phase, MRCC can harm the PU with a higher
probability, i.e., up to MDps(1 − pd) (assuming a contention
on every channel), while HCC only interferes with probability
ps(1 − pd). In reality, the interference should, however, happen
with the same probability. Finally, in Fig. 9(b), we note that,
again, SPCC, MRCC, and HCC have a lower interference
when the on and off durations of the PU are longer. For DCC,
the interference does not vary as a function of the PU traffic
patterns.

V. CONCLUSION

In this paper, a very detailed performance study of OSA
MAC protocols has been presented. Using an analytical model
and detailed simulations, we were able to assess different OSA
MAC designs in a cohesive manner. This is the first study that
performs such a detailed assessment since the CC design in
OSA context is often neglected.

We draw important conclusions from our study. First, we
show that the negative impact of PU activity on the CC can
be mitigated by transmitting long SU packets by decreasing the
number of channels used. Next, although the scanning length
and capture effects have equal impacts on all considered OSA
MAC classes, a proper insight to these effects in the OSA
context has been obtained. As a result, it is shown that the
impact of capture on the OSA network throughput is small
when the PU detector is properly designed. The impact of the
scanning configuration was, however, large, and there is a single
optimal point of operation. All OSA MAC classes linearly
scale with the increase in PU activity, but MRCC achieves the
highest throughput since it can more efficiently use the available
white spaces. Interestingly, the throughput achieved by MRCC
is higher when the PU activity is organized in longer on and
off periods. Delay steeply increases with PU activity when
the network becomes congested for all OSA MACs. Again,
MRCC achieves the lowest delay. Furthermore, MRCC delay
is also not significantly affected by the PU packet lengths (on
and off periods). We conclude that, from the OSA network
perspective, MRCC is the best OSA MAC protocol since it
achieves the highest throughput and lowest delay for any PU
activity pattern while causing a low interference to the PU
(particularly when the PU has long on/off times). MRCC is the
most efficient in finding and using the random white spaces.
Moreover, its implementation complexity is comparable to the
other multichannel MAC classes. Major conclusions are also
summarized in Table V.

We have shown that OSA MACs that spread requests among
all possible channels, e.g., MRCC, perform best among all the
proposed OSA MAC classes. However, the hopping sequence

TABLE V
MAIN RESULTS. (VL: VERY LOW, L: LOW, M: MODERATE, H: HIGH)

of MRCC implemented in the simulator is not adaptable to the
level of activity of the PUs on each of the channels since we
have assumed that all channels have been utilized in the same
way by the PUs. In the case of nonuniform channel utilization,
as future work, our plan is to extend MRCC with adaptability
mechanisms.
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