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Abstract

We present a new ultra low-power MAC protocol for networks of event-
driven energy-harvesting devices. We specifically target applications with
extremely stringent energy requirements, using devices void of energy buf-
fers that harvest energy from ephemeral events, e.g., a switch, a vibra-
tion, or an impact. To cater for this challenging setting, we introduce a
new concept of preventing collisions based on RF-harvesting, whereby en-
ergy harvested from the radio medium is utilized to infer its occupancy and
to break the symmetry between multiple concurrently-transmitting devices.
The new concept is instrumental to improve performance in network scen-
arios demanding immediate transmissions and tiny wake-up times. We build
a hardware/software proof of concept implementation of the new mac pro-
tocol and concept. We specifically present a protocol model and formu-
late the mathematical framework to study the performance of a network of
event-based harvesting devices following the new MAC. Comparing the new
MAC against main contention-based MAC protocols, we show that it out-
performs pure Aloha and 1-CSMA by factors of 3.55 and 1.21 respectively
in terms of throughput, while it saturates at more than double the offered
load compared to 1-CSMA. As traffic increases, the energy savings achieved
by by the new MAC against CSMA protocols increase, consuming even 36%
less energy than np-CSMA at high offered load showcasing its capability to
scale.
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Chapter 1

Introduction

Systems of IoT-devices are becoming smarter in all verticals, standing up
to the challenge of ubiquitous connectivity in the future Smart Cities and
Industry 4.0. To this direction, the unbounded growth of IoT enables a wide
range of applications of ever-increasing pervasiveness, as billions of sensors
sample the real world; a typical smart factory requires 0.5 IoT-devices perm2

and a smart city accommodates between 10,000-200,000 devices per km2,
depending on the crowdedness of the area (e.g., business center) [7, 35].
This increase in spatial density of devices causes inevitably more stress on
the maintenance of their operation, affecting at first their power supply,
as a surging number of devices requires energy to continue sensing in or-
der to guarantee an acceptable quality of service. Thus, the methods of
powering up IoT-devices need to be reconsidered. Traditionally, devices are
powered by mains or batteries. However, both methods are bound to obsol-
escence for practical reasons and environmental concerns. Regarding mains,
the position of many devices does not allow such a way of energizing, e.g.,
under bridges, on continuously operating machinery in factories. Further,
the cable-harness often adds a high extra cost in terms of operation. For
example, main-powered sensors in the interior of airplanes add a consider-
able amount of weight, leading to increased fuel costs per flight. Battery
operated systems are not only bulky, but also expensive to maintain since
they need replacement and redeployment at a frequency that depends on the
type of sensor and the needs of application. Additionally, batteries are non-
ecological as they produce large carbon footprints, especially during their
disposal. Because of the above, researchers are turning to systems of wire-
less and batteryless devices, which can be powered by Energy Harvesting
(EH) instead of the aforementioned methods.
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EH has been used decades ago for dynamos and solar panels, but it is be-
coming increasingly relevant on the last 5 years due to the rise of IoT in all
sectors [30]. Several techniques of energy scavenging have been investigated,
involving intervention (e.g., spinning, shaking) or ambient sources of energy
(e.g., light, heat) [16, 29]. Further, hybrid methods of EH employing combin-
ations of independent and correlated energy sources have been researched.
Dedicated harvesting platforms have been constructed to acquire the energy
of such sources [6], and dedicated testbeds are designed to accurately record
and faithfully represent the traces (voltage and current) of sources of am-
bient energy across spatially distributed batteryless EH-devices in order for
the scientists to develop and evaluate batteryless applications and services
in such intermittent energy conditions [8]. Further, models are designed to
account for the joint distribution of the energy that is obtained [1], and
specific MAC protocols for EH wireless networks have been created [33].
For example, Amanor-Boadu et al. introduce a charging system for Li-ion
batteries that uses a pulse charger, switching between an ac-adapter and
a micro energy harvester of high output current [2]. Nguyen et al. utilize
RF-harvesters and solar cells to power up rechargeable batteries and provide
longer flight endurance to unmanned aerial vehicles [25]. This thesis focuses
on networks of batteryless, event-driven, EH devices. The devices are on
sleep-mode or powered-off until triggered by a harvesting event, which may
be the result of intervention or ambient forces. For example, Yi et al. pro-
pose a rotation-driven piezoelectric energy harvester which scavenges kin-
etic energy from the rotation of tires in order to monitor tire-pressure [38].
Kouvelas et al. introduce wireless and batteryless switches for the interiors
of airplanes, which turn the mechanical energy of pressing the button into
electrical to transmit information to flight attendants [15].

Event-based
harvester

Wireless
MCU

Figure 1.1. Use-cases of event driven EH sensor nodes: flight attendant
call buttons (left) and voting system (right)

Future use-cases of event-driven EH nodes are seen in Figure. 1.1, where
for example pressing attendant call buttons by multiple people almost con-
currently, is a challenging usage scenario if not the worst-case. Or where
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groups of people need to vote on-demand using EH-nodes. The high traffic
load generated instantly has to be handled without packet collisions. How-
ever, current event-driven EH systems like the above –although envisioned
to enable pervasive applications with high spatial density of devices– can-
not guarantee the high levels of throughput required by such use-cases, as
packet collisions increase humongously with the traffic load. This happens
because event-driven EH systems do not allow medium sensing and message
receiving due to shortage of harvested energy. Since the harvesting event
does not last more than a moment, only small amounts of energy can be
scavenged by such systems, e.g., clicking the button in [15] harvests at most
200µJ. Additionally, the amount of scavenged energy needs to be utilized im-
mediately to avoid dissipation. This leads to Aloha-like systems of devices,
consuming their energy budget strictly to transmit, without being aware of
the channel-occupancy, and thus bounding their normalized throughput up
to 0.18 because of packet collisions.

1.1 Research question

The above stated problem necessitates the need of a MAC layer protocol
which bridges the gap between effective medium utilization and zero-energy
needs for sensing in wireless, batteryless systems of event-driven EH-devices.
This problem formalized into a single research question results in the fol-
lowing:

How can effective medium utilization be achieved for event driven energy
harvesting wireless sensor nodes without an increase in energy budget?

1.2 Challenges

Due to the ephemeral nature of the energy source, there are several chal-
lenging issues which are both unique to the applications and remain vastly
unexplored:

(a) Short active period, i.e., the energy is dissipated out of the capacitor
in a few hundred ms (≈300 ms) even if unused.

(b) Harvested energy is insufficient except for transmitting bare minimum
information once or twice, not allowing any feedback mechanisms like
acknowledgments and/or RTS/CTS.

(c) The devices need to operate asynchronously. Creating a network or
coordinating actions between nodes is not possible.

3
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Chapter 2

Related work

Event-driven harvesting devices and applications: Yi et al., propose
piezoelectric energy harvester, which scavenges kinetic energy to monitor
tire-pressure [38]. Recently there is an interest in batteryless and wireless
switches for the interiors of airplanes, which harvest the mechanical energy
of pressing the button to transmit information to flight attendants [15].
Indeed Airbus is experimenting with WSNs for non-critical applications for
sometime already. However, event-driven EH devices – although envisioned
to enable pervasive applications with a high spatial density of devices –
cannot guarantee the high levels of throughput as packet collisions increase
with the traffic.

RF Harvesting: We first mention here some existing works that are
close enough and employ RF harvesting. Many works in the literature have
dedicated harvesting or opportunistically harvest in order to cover (partly)
their energy needs [19]. Many works that employ RF harvesting use the
same RF front-end for both energy scavenging and communication. Thus
the focus is on finding the optimal ratio of time between harvesting and
transmission so as to maximize throughput and achieve energy efficiency [17,
31, 24, 11, 3, 10].

Typically connected with RF harvesting systems are intermittent com-
puting systems [20], however, in our applications, there is only one atomic
operation of transmitting the event data. Furthermore, unlike intermittent
computing systems, the nodes do not have the energy to be operational if
there is no event.

Wake-up Radios: Our solution shares similarities with Wake-up Radio
devices (WuR). WuR based devices get access to the channel explicitly when
there is a wake-up command on the wake-up radio front-end. In literature,
we find many WuR receivers operating with minimum active components
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Table 2.1
Comparison of RF-DiPaQ to MAC protocols based on RF harvesting and

WuR receivers
(R: Real-case, S: Simulation, N: Numerical)
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Kwan [17] 6.4bps - 3 3 3 3 3 3 3 R, S
Naderi [24] 320bps - 3 3 3 3 3 3 R, S
Hoang [11] - 0.45 3 3 3 3 3 3 N

Bae [3] - 0.16 3 3 3 3 3 3 N
Ha [10] 40bps - 3 3 3 3 S
Le [18] 64-68bps - 3 3 3 3 3 3 S

Karvonen [13] 64-68bps - 3 3 3 3 3 3 S
Oller [27] 144bps - 3 3 3 3 3 3 S

having up to -56 dBm of sensitivity while consuming around 1µW on the
ISM frequency bands [21, 5, 34, 18, 27]. Mangal et al., fabricated a cus-
tom WuR receiver that consumes only 0.42 nW at 434 MHz with a sens-
itivity of -79.1 dBm [22]. Moody et al., optimized for sensitivity resulting
in a -106 dBm sensitive WuR operating at 428.3 MHz and consuming only
33 nW [23]. While the above WuRs need low amounts of power to operate,
Zgaren et al., designed an entirely passive WuR achieving a -43 dBm sens-
itivity at 920 MHz [39]. The concept of waking up wireless nodes from a
deep sleep state to transmit – while trading-off latency in transmission with
energy efficiency and thus increased lifetime – is not new [32]. Similarly,
the current MAC protocols based on WuR solve the energy-intensive issue
of idle-listening in wireless sensing systems, by having WuR receivers activ-
ating the primary radios of devices only when required [9, 34, 13, 18, 27].
However, almost all of the solutions use a low power active radio.

To the best of our knowledge, no MAC protocol solves the challenges
of event-driven EH systems. Which leaves a void in the realm of MAC
protocols for a class of extremely energy-constrained, energy-harvested IoT
applications.
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Chapter 3

System and principle

While Aloha-based MAC would be an obvious choice, Aloha does not scale
with the offered load on the channel. On the other hand, the nodes do not
have the luxury of actively switching on the radio to sense the channel for
utilizing any listen-before-talk mechanisms. Further, the harvested energy
is highly insufficient to keep the node operational for long duration, even in
sleep mode, with one event trigger. We present Radio Frequency-Distance
Packet Queuing (RF-DiPaQ), an ultra low-power MAC protocol for net-
works of event-driven energy-harvesting devices. The key novelty in its
design is the notion of RF information harvesting. Through special-purpose
harvesting support, we make use of the energy harvested from ongoing trans-
missions as information to (1) assess the occupancy of the channel, and (2)
coordinate multiple concurrent transmitters.

Figure 3.1. High level hardware overview of our event-driven energy har-
vesting node equipped with RF information harvesting unit
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3.1 Hardware overview

Figure. 3.1 presents the hardware overview of a RF-DiPaQ sensor, in which
two coordinating units are considered:

1. Event-driven EH unit : It is the primary harvester, which scavenges en-
ergy, stores it temporarily, and uses it only to transmit. The EH design
involves harvesters able to transform any type of energy produced by an
event into electrical energy, which is stored in supercapacitors briefly and
used to power a transmitter reporting the event or sensed data. We con-
sider the class of EH where the energy is just sufficient to transmit a few
packets only, without any energy left for other functionality, including
distributed coordination.

2. RF-unit: It is the secondary RF harvester, which involves an RF-harvesting
antenna, a matching circuit, and a reference capacitor circuit that effect-
ively represents a hardware implementation of RF information harvesting
(see CRF, RRF in Figure. 3.1). The harvesting antenna scavenges energy
whenever other devices in the vicinity transmit a packet using a Wake-up
Radio (WuR) like receiver circuit charging the reference capacitor, CRF,
that otherwise gets discharged by resistor RRF. When the reference capa-
citor CRF discharges below a certain threshold, an idle channel is assessed
(see Vthr in Figure. 3.1) triggering the transmission of the packet by the
host device.

Assessing the occupancy of a channel in order to transmit was first in-
troduced by Kleinrock and Tobagi, who established the Channel-Sensing
Multiple Access (CSMA) protocols, in which each device senses the me-
dium for ongoing transmissions before it transmits [14]. Nevertheless, CS is
energy consuming due to active radio which is undesirable for the battery-
less IoT-devices. The CSMA variants are of two types: persistent (p) and
non-persistent (np). In p-CSMA each device pending to transmit senses the
medium continuously until it becomes idle, and then transmits with prob-
ability p; if p = 1, then the device transmits unconditionally, i.e., 1-CSMA.
In the np case, a device backs off for a random duration when the medium
is sensed busy and transmits when the medium is sensed free. Inherent as-
sumption in these protocols is that devices are in the sensing range of each
other. Similar to the 1-CSMA, devices employing RF-DiPaQ refrain from
transmission until the medium is idle, and then transmit unconditionally.
However, contrary to 1-CSMA where the medium is continuously sensed
by a device pending to transmit, RF-DiPaQ performs indirect sensing by
observing the voltage-level of the reference capacitor that is charged by the
devices occupying the medium. Therefore, RF-DiPaQ networks enjoy the in-
creased throughput offered by CSMA protocols, without paying the price of
energy consumption due to continuous sensing. Furthermore, since the level
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up to which the reference capacitor is charged depends on multiple reasons
–the distance of each RF-DiPaQ device from the transmitting source, the
timing of packet arrivals, and the transmitting conditions– each device gets
charged up to a different level. This leads to different times of discharging
down to threshold-voltage, allowing only one device to transmit at a time,
thus avoiding collisions which would be inevitable in 1-CSMA. Table 3.1
sums up the comparison of our RF-DiPaQ MAC to classical Aloha, 1-CSMA,
and np-CSMA, highlighting that RF-DiPaQ is the preferable protocol to in-
crease throughput consuming ultra low energy under the constraints given
by EH networks and RF harvesting.

Table 3.1
Comparison of RF-DiPaQ to main channel contention protocols

RF-DiPaQ Aloha 1-CSMA np-CSMA

High Throughput 3 3 7 3 3 3 3

Low Consumption 3 3 3 3 3 3 7 3

Large Sensing Distance 3 - 3 3 3 3

Low Complexity 3 3 3 7 7

3.2 RF Information Harvesting

We introduce the term ”RF information harvesting” because, to the best
of our knowledge, this is the first time that the scavenged energy from a
source –non-dedicated RF transmissions in our case– is utilized to infer the
condition of the medium instead of performing radio operations.

In RF information harvesting, the received carrier wave is rectified by
a RF harvesting circuit and used to charge a reference capacitor (CRF),
which is continuously being discharged by a resistor (RRF). This results in
the voltage across CRF, denoted by VRF, to vary depending on the channel
activity. VRF is compared to a close-to-zero voltage-threshold (Vthr). When
a carrier wave is being received, VRF exceeds Vthr, indicating that the channel
is being utilized by a neighboring node. On the other hand, if no carrier
wave is being received, VRF drops below Vthr, indicating a clear channel.
The RF information harvesting can be done passively even while the MCU
is not powered. This enables detecting the channel activity at the expense
of negligible energy (∼nJ). The schematic diagram of the hardware needed
for the RF-DiPaQ protocol is depicted in Figure. 3.1. Note in Figure. 3.1
that RF-DiPaQ provides a dedicated system of sensing that utilizes RF
information harvesting strictly for channel sensing, without interfering with
the EH-unit of a device or requiring a portion of its harvested energy which
is used for transmission. However, the antenna for the RF information
harvesting can also be shared with the wireless MCU to save on area, but
due to the need for a RF-switch this would decrease the sensitivity of the
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system.

3.3 Radio Frequency-Distance Packet Queuing

Figure 3.2. RF activity and charge in Crf over time for three transmitting
nodes, following the RF-DiPaQ protocol

RF-DiPaQ device relies on the outcome of RF information harvesting for
transmitting packets. In Figure. 3.2, we illustrate the working of media ac-
cess mechanism of RF-DiPaQ in a network involving three RF-DiPaQ nodes.
The figure shows RF activity and the temporal variation of VRF for the three
nodes, denoted as N1, N2, and N3. MAC frame arrivals are indicated by
upward pointing arrows and the TX block indicates packet transmissions.
Let the nodes be placed linearly with a distance of 1 m between adjacent
nodes. The first packet to arrive from N1 is transmitted immediately as
the corresponding VRF is below the Vthr = 3 mV. While this transmission
is ongoing, MAC frames arrive at N2 and N3. Note that VRF depends on
the distance of the node from N1; smaller distance implies higher voltage
and vice-versa. Once N1’s transmission is complete, VRF at each node starts
to drop continuously. Due to its lower value, VRF of N3 drops below Vthr
first. Since a pending node may only transmit when VRF ≤ Vthr, N3 will
begin its transmission before N2. This causes the VRF across the other two
nodes to rise, further postponing N2’s transmission. Once N3 completes
its transmission, VRF of N2 drops below Vthr, causing N2’s transmission to
begin. Theoretically, two or more equidistant nodes could have same values
for VRF, in which case all of them will start to transmit simultaneously, res-
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ulting in collisions. However, in practice, due to multi-path fading and the
presence of (moving) obstacles, two equidistant nodes are rarely charged to
the same VRF. This ensures collision avoidance.
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Chapter 4

Implementation and
validation

To evaluate the performance of RF-DiPaQ, nine nodes with RF information
harvesting hardware were built (see Figure. 4.1) and programmed to follow
the RF-DiPaQ protocol. Their performance and the charges in their ref-
erence capacitors CRF were measured in sets of three and nine nodes. We
adapt a specific RF-unit circuit shown in Figure. 4.2, based on the design
proposed by Nintanavongsa et al. [26]. This design was chosen for its sim-
plicity and ability to be build with off-the-shelf components.

EH-unit

RF-unit

Figure 4.1. Picture of the Switch V3.0, a prototype of wireless sensor node
with a RF information harvesting RF-unit able to run the RF-DiPaQ MAC
protocol
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harvester

RF-unit EH-unit
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(primary)(secondary)

Figure 4.2. Hardware overview of our implementation of an event-driven
energy harvesting sensor node equipped with RF information harvesting
hardware based on off-the-shelf components

The antenna is connected to a pi-matching network which tunes the RF-
unit to the specific carrier wave frequency. Using a single-stage voltage
multiplier the RF signal is rectified, doubled, and used to charge capacitor
CRF. Resistor Rrf discharges CRF when no carrier wave is received. An
inverting comparator compares the voltage in CRF to the threshold voltage
Vthr. The level of Vthr can be tuned by adjusting a potentiometer. The com-
parator outputs a digital-high when the voltage in CRF is lower than Vthr
and a digital-low when higher. The digital output of the comparator is con-
nected to one of the interrupt pins of the wireless MCU. The CC1352R [12]
is chosen as wireless MCU, which is programmed to transmit immediately
when the comparator output is high or sleep until a rising flank, and then
transmit.

4.1 3-node validation

To validate the RF-DiPaQ protocol, the scenario shown in Figure. 3.2 was
tested with three Switch V3.0 nodes. In this test scenario, three packets
arrive within one packet time which would cause collisions in a 1-CSMA
MAC-system. Figure. 4.3 shows the voltage in the capacitor of node-2,

C
(2)
RF, (light blue), the voltage in the capacitor of node-3, C

(3)
RF, (dark blue)

and the digital output of the comparators of node-2 (yellow) and node-3
(pink) over time. Node-1 was programmed to arrive immediately and nodes
2 and 3 to arrive during node-1’s transmission.

Figure. 4.3 shows the initial transmission by node-1 (indicated by the ”1”)
resulting in the rising of the voltage-levels in both reference capacitors CRF.

As node-2 is closer to node-1 compared to node-3, C
(2)
RF is charged higher.

Thus, when node-1 finishes transmitting and the voltages in the reference

capacitors CRF start to drop, the voltage in C
(3)
RF will reach the threshold-

voltage (dashed line) before the voltage in C
(2)
RF. The moment the voltage in

14
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Figure 4.3. Measured voltages in two Crfs and their digital comparator
outputs (scaled down) over time, while three messages are transmitted by
three different nodes, showing distance-based prioritization

C
(3)
RF goes below the threshold-voltage the comparator of node-3 outputs a

digital-high, allowing node-3’s MCU to transmit. The transmission by node-
3, indicated with the ”3”, causes the voltages in all reference capacitors

CRF to rise again. This results in the voltage in C
(2)
RF to not down-pass

the threshold voltage, keeping node-2’s comparator output at digital-low.
During the transmission of node-3, since it is closer to itself than node-2,

C
(3)
RF is charged higher than C

(2)
RF. Thus, when node-3 finishes transmitting,

and assuming that node-1 has no packet pending, the voltage in C
(2)
RF down-

passes the threshold voltage first, causing node-2’s comparator to output a
digital-high, allowing node-2’s MCU to transmit. The transmission of node-2
again causes all the charges in the reference capacitors CRF to rise, this time

preventing the charge in C
(3)
RF to reach the threshold voltage, and thereby

not triggering its comparator. If node-3 had to transmit again, it would
wait until after the transmission of node-2. During node-2’s transmission,

indicated with the ”2”, C
(2)
RF is charged higher than C

(3)
RF, since node-2 is

closer to itself than node-3. As there are no more packets to be transmitted,
once node-2 finishes transmitting the voltages in all reference capacitors CRF

drop to zero causing all comparators to output digital-high, indicating an
idle channel. The previously described behavior as shown in Figure. 4.3 is
the same as shown in Figure. 3.2, confirming the way of operation of the
RF-DiPaQ protocol as described in Section 3.3.
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4.2 Network validation

At high values of offered load g, using 1-CSMA, there is an increasing prob-
ability of transmissions ending with multiple pending packets which will
result in collisions. This is however not the case when using RF-DiPaQ, as
described in Section 3.3, and results in RF-DiPaQ outperforming 1-CSMA.

At higher values of g the performance of RF-DiPaQ is limited by the av-
erage CRF discharge time of the lowest charged pending node, as this equals
the not-utilised time between two successive transmissions. Furthermore, it
is also limited by the probability of two pending nodes being charged to the
same voltage, which would result in a collision. This probability depends
on the number of pending nodes, environmental, and hardware factors, i.e.,
pathloss exponent, transmission power, RF-harvesting efficiency and load
impedance. Utilizing large numbers of nodes increases the probability of two
pending nodes being charged to the same voltage. Therefor, the throughput
of a RF-DiPaQ network is expected to approach zero for networks with a
large number of nodes at high values of g.

Figure 4.4. Picture of nine RF-DiPaQ nodes in a 1 m by 1 m area, connec-
ted with wires to a gateway emulating multiple harvester events per second

To validate the aforementioned expectations regarding the performance of
RF-DiPaQ, a network of nine RF-DiPaQ nodes was built and tested. Nine
Switch V3.0, as shown in Figure. 4.1, were placed within an one square-
meter area with the gateway close to the middle, as shown in Figure. 4.4.
All nodes are connected to the gateway using wires, enabling the gateway to
emulate multiple harvester events per second at all nine nodes at the same
time. This area was chosen because the RF-unit circuit of the Switch V3.0
is built by off-the-shelf components and is only sensitive down to -40 dBm.
Prospective applications of such device distributions are found in wireless
body area networks. The research interest on EH is growing in such networks
to power up wearable sensors placed on different positions of the body to

16



measure temperature, heartbeat, acceleration etc. in order to improve health
and lifestyle [17, 36]. RF-DiPaQ devices would be ideal candidates for EH
body area networks. In our experiment, all nine nodes are powered over
cables connected to the gateway, and programmed to simulate X arrivals
at a g/9 Poisson arrival rate using their on-board timers. The gateway
is programmed to count the number of successfully received packages and
reports the count divided by (X · 9) back to a PC as the success rate for
this particular offered load g. The success rate at a particular g can be
multiplied with g to get the network throughput.
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Figure 4.5. Measured success rate (top) and norm. throughput (bottom)
over network load compared to other protocols

As observed in the success rate in Figure. 5.5, the performance of the
RF-DiPaQ network is similar to 1-CSMA up to g = 100, after which it
outperforms 1-CSMA as clearly seen in the throughput in Figure. 5.5, con-
firming the expectations of RF-DiPaQ superiority in higher traffic. The
throughput of the nine RF-DiPaQ node network, as shown in Figure. 5.5,
remains constant after g = 100, with a small decrease close to g = 9. This
decrease happens because with nine nodes no arrival rate of more than nine
is possible, as this would result in arrivals while nodes are still transmitting.
As the arrival rate is described by the packet time not including the dis-
charge time between transmissions, this point is reached just before g = 9.
The throughput remains constant after g = 100 due to the network exist-
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ing out of a relatively small number of nodes. This reduces the number of
different voltages the reference capacitors CRF will be charged to, resulting
in a limited number of collision combinations. The throughput is limited
by the average discharge time between two successive transmissions. As
this unutilised time does not depend on offered load g, the throughput re-
mains constant. When the area and number of nodes increases, the range
of voltage-values the reference capacitors CRF are charged to also increases,
resulting in more collision combinations. This will result in the throughput
approaching zero at high levels of g for large networks.
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Chapter 5

Model

In order to evaluate the limiting performance of RF-DiPaQ in a network in-
volving multiple EH devices, a model of the MAC protocol is developed. The
state diagram of the model is shown in Figure. 5.1. We calculate the aver-
age time and probability of success for each state. Together with the steady
state probabilities, the success rate and throughput for a given offered load
g can be numerically found, by extending the 1-CSMA model by Cheung [4].

Idle PaCS

DiPaQ 2

1

pD1,PpI,D2pD2,D2
DiPaQ 1

pI,D1
pD2,D1

pI,P

Figure 5.1. Model state diagram

5.1 Model overview

Figure. 5.1 shows the model state diagram. The model has four states: Idle,
Passive Carrier-Sense Multiple-Access (PaCS), and two RF-DiPaQ states.
In the Idle state there are no packets in the system and the charges in the
CRFs of all N nodes are below Vthr. Since RF-DiPaQ depends on the charges
in the CRFs remaining from the previous transmission, the Packet Queuing
Effect is not active in the first state after an Idle period. Therefor the first
state after an Idle state is the non-RF-DiPaQ PaCS state. After PaCS, the
system can proceed to the RF-DiPaQ states. As the success probability
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of the RF-DiPaQ protocol depends on the number of pending packets the
previous state ended with, the RF-DiPaQ state is split in two: DiPaQ 1
and DiPaQ 2, where DiPaQ 1 transitions from the PaCS state and DiPaQ
2 from either DiPaQ 1 or 2.

Table 5.1 summarizes the formal state transition conditions with
∑

P be-
ing the total number of pending packets, C the set of charge levels in all
reference capacitors CRF, and Cp a subset of C holding the set of charges in
the reference capacitors CRF of all nodes with a pending packet. Idle trans-
itions into PaCS, the moment the first packet arrives. All non-idle states
transition back to the Idle state when ending with zero pending packets, the
moment the highest charged node discharges down to Vthr. The moment the
lowest charged pending node discharges down to Vthr and commits to trans-
mit, all non-idle states transition into the next non-idle state. Figure. 5.2
depicts how the arrivals, commitments, and discharge times line up with the
state transitions.

Table 5.1
State transition conditions

From To Condition

Idle PaCS
∑

P = 1 ∧ ∀c ∈ C : c < Vthr
PaCS Idle

∑
P = 0 ∧ ∀c ∈ C : c < Vthr

PaCS DiPaQ 1
∑

P > 0 ∧min(Cp) = Vthr
DiPaQ 1 Idle

∑
P = 0 ∧ ∀c ∈ C : c < Vthr

DiPaQ 1 DiPaQ 2
∑

P > 0 ∧min(Cp) = Vthr
DiPaQ 2 Idle

∑
P = 0 ∧ ∀c ∈ C : c < Vthr

DiPaQ 2 DiPaQ 2
∑

P > 0 ∧min(Cp) = Vthr

TXTXRF

VCRF

TX

Idle PaCS DiPaQ 1

TX

Packet
arrival

Packet
commit

DiPaQ 2

Time

TX Packet
transmission

Threshold
Charge in CRF 

IdleState

Figure 5.2. Simplified example of system states over time while packets
arrive, and their effect on VCRF
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Th =

∑3
i=0 π

i · T · P (success in Si)∑3
i=0 π

i · T i
(5.1a)

S = Th/g (5.1b)

To model the performance of the RF-DiPaQ protocol Equation. 5.1a and
Equation. 5.1b can be used to calculate the system throughput Th and suc-
cess rate S, based on steady state probabilities πi, packet transmission time
T , the state success probabilities, and the expected state times T i, with
i = 0, 1, 2, 3 representing the states: Idle (I), PaCS (P ), DiPaQ 1 (D1),
and DiPaQ 2 (D2) respectively.

5.2 State time and probability of successful trans-
missions

First we’ll show how to find the state success probabilities and the expected
state times based on a given load g, the number of all old and new packets
arriving per packet time T , according to a Poisson process.

5.2.1 Idle

The average time of the Idle state T I , is the average time of no arrivals, and
can be calculated as shown in Equation. 5.2 due to the arrivals emerging
from a Poisson process. In the Idle state no packets are transmitted so the
probability of a successful transmission equals zero, see Equation. 5.3.

T I =
1

g
(5.2)

P (success in Idle) = 0 (5.3)

5.2.2 PaCS

Figure. 5.3 zooms in to the four time segments which together form the ex-
pected PaCS state time TP , see Equation. 5.4. As the PaCS state always
follows an Idle period the charges in all CRFs start below the threshold, caus-
ing the first arrival to immediately commit to transmit starting the PaCS
state. As it takes time for a radio to start-up before it is able to transmit,
there is a vulnerable time period between a node committing and transmit-
ting. This time normalised to T , τ results in there being a probability of
other nodes arriving and committing before the first packet is transmitted.
Only once the first packet being transmitted do the charges in the CRFs
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rise above Vthr, preventing other nodes from committing to transmit. The
first time segment of the PaCS state, yP , represents the difference in time
between the first and last arrival within the vulnerable period of τ time after
the first arrival. After yP it takes τ plus T time for the last transmission
to finish. The PaCS state ends either in case 0 (i.e., zero packets pending),
resulting in the Idle state or in case 1 (i.e., at least 1 pending), resulting
in the DiPaQ 1 state. Case 0 and 1 have different expected discharge time
E[Trc].

TXTXRF

Idle PaCS
τP TPyP TrcP

State

VCrf

Figure 5.3. Close up from Figure. 5.2 showing time segments of the PaCS
state

TP = E[yP ] + τ + T + E[TPrc] (5.4)

As τ and T are constants determined by the chosen radio and packet
structure, only E[yP ] and E[TPrc] need to be found. Equation. 5.5 shows the
cumulative distribution function (CDF) of yP which equals the probability
of no arrivals in time τ − t. Note that this CDF only holds for the range
t ∈ (0, τ ] as yP is a hybrid random variable being discontinuous at t = 0.
Equation. 5.7 shows the probability of y = 0 which equals the probability
of no arrivals in time τ . The probability density function (PDF) over the
full range of t ∈ [0, τ ] is shown in Equation. 5.8 with δ(t) being the delta
function. The expected value of yP is calculated in Equation. 5.9.

FyP (t) = e−g(τ−t) , for t ∈ (0, τ ] (5.5)

fyP (t) =
de−g(τ−t)

dt

= ge−g(τ−t) , for t ∈ (0, τ ]

(5.6)

fyP (0) = e−gτ (5.7)

fyP (t) = e−gτδ(t) + ge−g(τ−t) , for t ∈ [0, τ ] (5.8)
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E[yP ] =

∫ τ

0
tfyP (t)dt

= τ − 1− e−gτ

g

(5.9)

E[TPrc] depends on the discharge times of the CRFs. For this model it
is assumed that the voltage to which the capacitors are charged V can
be expressed in terms of input power Pin as shown in Equation. 5.10 as
measured by Del Prete et al. [5], with a, b being hardware constants.

V = 10a·Pin+b (5.10)

Assuming the pathloss model, Pin can be expressed in terms of distance
to the transmitter d, resulting in Equation. 5.11. Which is simplified to
Equation. 5.12, where V is expressed in terms of k and l which can also be
found by measurement.

V = 10m1

for m1 = a · (Ptx − Pl0 + 10 · Ple · log10(d/d0)) + b
(5.11)

V = dk · l (5.12a)

k = −a · 10 · Ple (5.12b)

l = 10m2

for m2 = a · (Ptx − Pl0 + 10 · Ple · log10(d0)) + b
(5.12c)

Assuming the discharge of CRF follows a perfect RC discharge curve, it’s
charge over time can be described by Equation. 5.13, with the RC = Crf ·Rrf
as shown in Figure. 4.2. The discharge curve can be rewritten to find Trc,
the time it takes for the voltage in a node’s CRF to discharge down to the
threshold voltage Vthr, starting at voltage V , after a transmission ends. By
substituting V with Equation. 5.12, Trc can be expressed in terms of dis-
tance, resulting in Equation. 5.14a. Trc can be seen as a transformation
on D with function g(d) shown in Equation. 5.14b, where D is a random
variable representing the inner node distances. Assuming the distribution
of D known, the PDF and CDF of Trc can be calculated as shown in Equa-
tion. 5.15 and Equation. 5.16.

v(t) = vstarte
−t/RC (5.13)
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Trc =
RC

T
· ln(

Dk · l
Vthr

) (5.14a)

g(d) =
RC

T
· ln(

dk · l
Vthr

) (5.14b)

fTrc(t) =− fD(g−1(t))
δ

δt
g−1(t)

=− fD((et·T/RC · Vthr
l

)1/k)·

· ((et·T/RC · Vthr
h

)1/k) · T

k ·RC

(5.15)

FTrc(t) =1− FD(g−1(t))

=1− FD((et·T/RC · Vthr
l

)1/k)
(5.16)

With distribution of Trc known, the expected value of the discharge time
for both case 0 and 1 is calculated. In case 0 the next state will be Idle.
This means TPrc,0 equals the discharge time of the highest charged CRF of
all N nodes. The expected value of the maximum of multiple samples of
the same distribution is found using order statistics in Equation. 5.17 and
Equation. 5.18, with fTrc(x) being the PDF and FTrc(x) the CDF of Trc.

P (TPrc,0 = x) = NfTrc(x) · FTrc(x)N−1 (5.17)

E[TPrc,0] =

∫ ∞
0

xNfTrc(x) · FTrc(x)N−1dx (5.18)

In case 1 the next state will be DiPaQ 1. This results in TPrc,1 equaling the
discharge time of the lowest charged CRF of all n pending nodes. The min-
imum of n samples from Trc is found using order statistics in Equation. 5.19
and Equation. 5.20.

P (TPrc,1 = x|n) = n · fTrc(x) · (1− FTrc(x))n−1 (5.19)

E[TPrc,1|n] =

∫ ∞
0

x · n · fTrc(x) · (1− FTrc(x))n−1dx (5.20)

To find E[TPrc,1], the probability of the PaCS state ending with n pending
nodes, P (NPaCS = n) needs to be found. Because all arrivals during the
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first τ time of the state immediately transmit, this equals the probability
of n arrivals in TP − τ time. As E[TPrc,1] is yet not known, but is part of

TP − τ , an estimate of TP − τ , TPest, is used to estimate P (NTP−τ = n) with
P (NTP

est
= n). Because the PaCS state has a higher steady state probability

at lower values of load g, E[TPrc,0] is chosen as an estimate of E[Trc] to

form TPest as case 0 is also more dominant at lower values of load g, see
Equation. 5.21.

TP − τ ≈ TPest = E[yP ] + T + E[TPrc,0] (5.21)

Given the state is ending in a case 1 scenario and the network exists out
of N nodes, there must have been at least 1 and at most N arrivals within
TPest. So the probability of n arrivals in TPest must be divided by the sum
of probabilities of 1 to N arrivals. This can be calculated with function
A(n, t,m) as shown in Equation. 5.22, which calculates the probability of n
arrivals in t time given at least m arrivals. A(n, t,m) is calculated as shown
in Equation. 5.23, where P (x in t) stands for the Poisson PDF calculating
the probability of x arrivals in t time. With the probabilities of n arrivals
given case 1 known, E[TPrc,1] is calculated in Equation. 5.24.

P (NTP
est

= n) = A(n, TPest, 1) (5.22)

A(n, t,m) =
P (n in t)∑N
i=m P (i in t)

=
(gt))n

n! e−gt∑N
i=m

(gt))i

i! e−gt

(5.23)

E[TPrc,1] =
N∑
n=1

A(n, TPest, 1) · E[TPrc,1|pn] (5.24)

The probabilities of case 0 (PP0 ) and case 1 (PP1 ) occurring can be found in
Equation. 5.25 and Equation. 5.26, making use of function A(n, t,m) found
in Equation. 5.23, which calculates the probability of 0 arrivals in TPest time,
given at least 0 arrivals. Equation. 5.27 shows how these probabilities are
used to find the expected value of the TPrc in the PaCS state. E[yP ] and
E[TPrc] together with τ and T can now be filled into Equation. 5.4 to find
the expected state time of the PaCS state, TP .
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PP0 = A(0, TPest, 0) (5.25)

PP1 = 1− PP0 (5.26)

E[TPrc] = PP0 · E[TPrc,0] + PP1 · E[TPrc,1] (5.27)

The PaCS state always follows the Idle state, and starts on the first ar-
rival. All arrivals within time τ after the first arrival will collide with the
first packet. Any arrivals in the remaining time of the state will postpone
their transmission till the next state. This results in the probability of suc-
cess in the PaCS state equaling the probability of no arrivals within time
τ , which is calculated with function A(n, t,m) Equation. 5.23 as shown in
Equation. 5.28.

P (success in PaCS) = A(0, τ, 0) (5.28)

5.2.3 DiPaQ 1

Similar to the PaCS state as shown in Figure. 5.3, the expected DiPaQ 1
state time TD1 is split into 4 time segments as shown in Equation. 5.29. Time
segment yD1 is the time between the first and the last arrival of all nodes
committing to transmit this period. These are determined by discharge time
distribution Trc. Equation. 5.30 calculates the probability of y = t given n
pending nodes at time τ into state DiPaQ 1.

TD1 = E[yD1] + τ + T + E[TD1
rc ] (5.29)

P (yD1 = t|n) =

∫ ∞
0

(
n

2

)
fTrc(x) · fTrc(x+ t)

· ((FTrc(x+ t)− FTrc(x)) + (1− FTrc(x+ τ)))n−2dx

(for n ≥ 2 and t ∈ (0, τ ])

(5.30)

The number of pending nodes at time τ into the DiPaQ 1 state depends
on the number of arrivals in the last TP − τ time of the previous PaCS
state plus the arrivals in the first τ time of this DiPaQ 1 state. Together the
probability of n pending nodes at time τ into the DiPaQ 1 state is calculated
in Equation. 5.31, where P (x in t) stands for the Poison PDF calculating
the probability of x arrivals in t time. Given the current state is DiPaQ 1
there must have been at least one arrival in TP − τ . So the probability of
n pending nodes at time τ into the DiPaQ 1 state is split into the sum of a
arrivals in TP − τ and the remainder of the n− a arrivals in τ .
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P (NTP = n|DiPaQ 1) =

∑n
a=1 P (a in TP − τ) · P (n− a in τ)∑N

b=1

∑b
a=1 P (a in TP − τ) · P (b− a in τ)

(5.31)

Equation. 5.30 and Equation. 5.31 can be combined to find the probability
of yD1 = t, as shown in Equation. 5.32a. However this only holds for t ∈
(0, τ ] as it assumes at least two arrivals. The probability of yD1 = 0 equals
the probability of only one arrival as shown in Equation. 5.32b. Combining
these two equations results in the probability of yD1 = t that holds for
t ∈ [0, τ ] as shown in Equation. 5.32c.

P (yD1 = t, t > 0) =

N∑
n=2

P (NTP = n|DiPaQ 1)P (yD1 = t|n) (5.32a)

P (yD1 = 0) =P (NTP = 1|DiPaQ 1) (5.32b)

P (yD1 = t) =P (NTP = 1|DiPaQ 1)δ(t)+

+
N∑
n=2

P (NTP = n|DiPaQ 1)P (yD1 = t|n)
(5.32c)

With probability P (yD1 = t) known the expected value of yD1 is calcu-
lated in Equation. 5.33.

E[yD1] = 0 · P (yD1 = 0) +

∫ τ

0+
t · P (yD1 = t, t > 0)dt

=

N∑
n=2

P (NTP = n|DiPaQ 1)

∫ τ

0+
t · P (yD1 = t|n)dt

(5.33)

Similar to PaCS, the DiPaQ 1 state ends either in case 0, see Equa-
tion. 5.18, or case 1, see Equation. 5.22 and Equation. 5.24 but with TD1

est

instead of TPest. Equation. 5.34 shows the estimate of TD1 − τ , TD1
est , repres-

enting the time of the state DiPaQ 1 in which nodes arrive and will contest
in the next period, influencing the time of E[TD1

rc ]. As E[TD1
rc ] is not yet

known, the estimate of E[TD1
rc,1|n = 2] is used, see Equation. 5.20. This

estimate has been chosen because at higher levels of load g when state 2 is
dominant, case 1 is also dominant.

TD1
est = E[yD1] + T + E[TD1

rc,1|n = 2] (5.34)
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Similar to the PaCS sate, E[TD1
rc ] in the DiPaQ 1 state is calculated as

in Equation. 5.25, Equation. 5.26 and Equation. 5.27 but with probability
of case 0 (PD1

0 ) and case 1 (PD1
1 ), and E[TD1

rc,1] based on TD1
est instead of

TPest. With E[yD1], E[TD1
rc ], τ , and T , the actual expected state time of the

DiPaQ 1 state, TD1, is calculated in Equation. 5.29.

The probability of success in the state DiPaQ 1 is based on the effect
described in Section 3.3. The state is successful when the difference in dis-
charge times, modeled by Trc as shown in Equation. 5.15 and Equation. 5.16,
of the two lowest charged nodes with a pending packet is larger than time
τ . The probability of success given n nodes waiting to transmit at τ time
into the state is given in Equation. 5.35. Together with the probability of
n pending nodes at time τ into the DiPaQ 1 state, calculated with Equa-
tion. 5.31, the probability of success can be calculated as shown in Equa-
tion. 5.36.

P (success in DiPaQ 1 |n) =

∫ ∞
0

n · fTrc(x)

· (1− FTrc(x+ τ))n−1dx

(for n ≥ 1)

(5.35)

P (success in DiPaQ 1) =
N∑
n=1

P (NTP = n|DiPaQ 1)

· P (success in DiPaQ 1 |n)

(5.36)

5.2.4 DiPaQ 2

The DiPaQ 2 state is similar to DiPaQ 1, but it always follows one of the
DiPaQ states, resulting in a different probability of n pending nodes at τ
time into the state, as this depends on the duration of the previous state.
This influences the total state time and the state success probability. The
total DiPaQ 2 state time, TD2, is also split into four time segments, see
Equation. 5.37.

TD2 = E[yD2] + τ + T + E[TD2
rc ] (5.37)

E[yD2] is calculated similar to the E[yD1] as shown in Equation. 5.31,
Equation. 5.32c, and Equation. 5.33, but with TD1 instead of TP . As DiPaQ
2 can also follow an other DiPaQ 2 state instead of a DiPaQ 1 state (Fig-
ure. 5.1), it is assumed for this calculation that TD1 ≈ TD2.
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Similar to the previous states, DiPaQ 2 can end in two ways. To calculate
E[TD2

rc ], the estimate TD2
est of TD2−τ is needed. This is calculated as in Equa-

tion. 5.34 but with E[yD2] and E[TD2
rc,1|n = 2] instead. Having found this

estimate, E[TD2
rc ] is calculated as shown in Equation. 5.25, Equation. 5.26,

and Equation. 5.27, but with PD2
0 , PD2

1 , E[TD2
rc,0] and E[TD2

rc,1] based on TD2
est .

Adding E[yD2], E[TD2
rc ], τ , and T together as shown in Equation. 5.37 finds

the expected DiPaQ 2 state time TD2.

The DiPaQ 2 success probability is calculated just like DiPaQ 1 as shown
in Equation. 5.31, Equation. 5.35, and Equation. 5.36, but with TD2 instead
of TP . This calculation assumes that at high values of load g when the
steady state probability of the DiPaQ 2 state is high, the probably of having
followed a DiPaQ 2 state is much higher than a DiPaQ 1 state.

5.3 Steady state probabilities

To calculate the model throughput and success rate the steady state prob-
abilities πi are needed. Equation. 5.38 shows the system of linear equations
resulting from all state transition probabilities (Figure. 5.1). This is solved
into the steady state probabilities in terms of pD1,P , pD2,D1, and pD2,D2 as
shown in Equation. 5.39. Which can be calculated using function A(n, t,m)
found in Equation. 5.23 as shown in Equation. 5.40 .


1 = πI + πP + πD1 + πD2

πP = πI

πD1 = πIpD1,P

πD2 = πD1pD2,D1 + πD2pD2,D2

(5.38)

πI =
1− pD2,D2

pD1,P (pD2,D1 − pD2,D2 + 1)− 2pD2,D2 + 2
(5.39a)

πP =
1− pD2,D2

pD1,P (pD2,D1 − pD2,D2 + 1)− 2pD2,D2 + 2
(5.39b)

πD1 =
pD1,P (1− pD2,D2)

pD1,P (pD2,D1 − pD2,D2 + 1)− 2pD2,D2 + 2
(5.39c)

πD2 =
(pD1,P )(pD2,D1)

pD1,P (pD2,D1 − pD2,D2 + 1)− 2pD2,D2 + 2
(5.39d)
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pD1,P = 1− P (no arrivals in TP − τ)

= 1−A(0, TP − τ, 0)
(5.40a)

pD2,D1 = 1−A(0, TD1 − τ, 0) (5.40b)

pD2,D2 = 1−A(0, TD2 − τ, 0) (5.40c)

5.3.1 Model validation

To validate the model, the scenario described in Section 4.2 is modeled and
its output is compared to the measurement. Knowing the locations of the
nodes the distances between them are calculated by d =

√
∆x2 + ∆y2 where

d is the euclidean distance between nodes and ∆x, ∆y the difference in x
and y coordinate. Using Gaussian kernel density estimation the PDF and
CDF of distance D is estimated. To find constants k and l (Equation. 5.12)
all nodes were placed in a line, and programmed to transmit sequentially.
Node-1 was programmed to measure the voltage to which its CRF is charged
for each distance.
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Figure 5.4. Charge in CRF over time, when receiving from a transmitter at
15 cm distance

Figure. 5.4 shows a single CRF measurement at a distance of 15cm between
transmitter and receiver from which the maximum charge Vend was extrac-
ted. Equation. 5.12a was fitted to the voltage over distance data to find the
k and l parameter shown in Table 5.2. The threshold voltage in the switch
V3.0 was set to 3 mV and the RC value to 0.0050 s. With this information
Equation. 5.15 and Equation. 5.16 are used to find the distribution of Trc.
A packet size of 100 bytes including preamble results in a packet time of
T = 0.01792s, and the radio turn-on time normalised to the packet time res-
ults in τ = 0.0084. Using the parameters shown in Table 5.2 the expected
state times T i, state success probabilities P (success Si), and steady state
probabilities πi can be calculated for load g as previously shown. Then,
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using Equation. 5.1a and Equation. 5.1b we find the model throughput and
success rate at load g, the result of which is shown in Figure. 5.5. As seen
in the figures, the model success rate and throughput closely follow the
measured data. However, when approaching g = 101 the throughput in the
measurement results decreases, while in the model it does not, because a
node in the measurement-case cannot have a new packet arrival while it
is still transmitting its previous arrival, therefore dropping the packet and
reducing its success rate.

Table 5.2
Model parameters to model the scenario described in Section 4.2

Parameter Value Parameter Value

k -1.146 RC 0.0050 s
l 0.0334 T 0.01792 s

Vthr 0.003 V τ 0.0084
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Figure 5.5. Modeled success rate (top) and norm. throughput (bottom)
over network load compared to measurement and other protocols
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Chapter 6

Hybrid Circuit-Network
Simulator

Since the RF-DiPaQ MAC protocol depends heavily on analog circuitry,
an analog circuit simulator (Ngspice) was extended with custom network
simulation capabilities, which makes it a hybrid circuit-network simulator.
This allows us to validate the model and find the limiting conditions of
throughput, effect of different topology, and node placements. The advant-
ages are: (1) Since we use standard analog circuit simulator, we can simulate
charge/discharge of CRF close to reality. (2) It is not easy to practically re-
peat different experimental scenarios of a large scale network of event-driven
EH nodes, an analog simulator helps in repeatability of the experiments.

Our simulator extends the open-source analog simulator Ngspice, with
a custom, python-written, agent-based network simulator, enabling us to
simulate both the analog circuitry and network capability of the RF-DiPaQ
MAC protocol concurrently. The hybrid simulator is designed to be distrib-
uted across multiple Virtual Machines (VM), which can simulate multiple
scenarios in parallel. Using a SPICE script the analog circuit of the RF-unit
can be loaded into the simulator. When the analog circuit is not known, the
relation between input power and DC output voltage can be supplied in the
form of Equation. 5.12a.

6.1 Simulation overview

Figure. 6.1 shows a high level system overview of the simulator. The cluster
head is configured with a specific hardware setup, node layout and range of
arrival rates to be evaluated. The cluster head distributes the configured
setup to the cluster nodes and supplies each cluster node with an arrival
rate. Each cluster node configures an environment with N nodes based on
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Figure 6.1. High level simulation system overview

the configuration given by the cluster head. Each of the N nodes is in turn
configured with the Ngspice reference model or DC output voltage. During
the simulation, nodes interact with each other, indicating when each node
starts or stops transmitting. Based on the distance to the transmitter(s)
and the pathloss model each node calculates an input power and calculates
or simulates the voltage level to which its CRF is charged. Based on the
voltage across the CRF the network decisions regarding transmissions are
taken following the RF-DiPaQ protocol. Figure. 6.2 shows a snapshot of a
simulation, revealing the voltage in the CRFs of nine nodes over time along
with the color-matched RF activity of each node. Note the similarities to
Figure. 3.2.
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Figure 6.2. Snapshot of a simulation showing the voltages in the reference
capacitors CRF of nine nodes reacting to the RF activity over time
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6.2 Validation of the simulator

To validate the simulation, the scenario as described in Section 4.2 and
shown in Figure. 4.4 was simulated. From the schematic of the RF-unit
of the Switch V3.0 as shown in Figure. 4.2, a SPICE script was made, see
Listing 6.1. Using the pathloss model the RSSI is estimated and based on a
50 ohm antenna converted into a sine wave input voltage. Every time a node
starts or stops transmitting the input voltage is recalculated. Figure. 6.3
shows the simulation success rate and throughput of the simulator compared
to the model and measurement. As expected the simulated results match
the model and measurement results. Since in the simulation a node can have
a new arrival while transmitting, the network can reach a load of g = 101

without a decrease in throughput.
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Figure 6.3. Simulated success rate (top) and norm. throughput (bottom)
compared to model, measurement, and other protocols
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. t i t l e Switch V3. 0 RF−Unit

. i n c lude SMS7630 . l i b
R1 Va V1 50Ω
C1 V1 gnd 16pF
L1 V1 V2 11 .1nH
C2 V2 gnd 3 .67pF
C3 V2 V3 10pF
XD1 gnd V3 SMS7630
XD2 V3 Vcrf SMS7630
Crf Vcrf gnd 68nF
R2 Vcrf gnd 73 .2 kΩ
Vinput Va gnd AC SIN(0V 0V 868MEGHz 0 s 0Hz)
. save v c r f
. t ran [ deltaSample ] s [ simTime ] s
. end

Listing 6.1: SPICE Switch V3.0 RF-Unit circuit script
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Chapter 7

Evaluation

In this section we will evaluate the effect of device-to-device distance on a
network of Switch V3.0 nodes. We model and simulate how state-of-the-art
WuR front-end hardware would perform if used as RF-unit, show how the
optimal RC value can be found, and compare the energy consumption of
RF-DiPaQ to the CSMA protocols and classical Aloha.

7.1 Distance between neighboring devices

To test the effect of distance between neighboring devices on the performance
of the RF-DiPaQ protocol, nine Switch V3.0 RF-DiPaQ enabled nodes (Fig-
ure. 4.1) were placed in a 3 by 3 grid and tested for different grid-neighbor
distances, ranging from 25 cm to 150 cm. Figure. 7.1 shows the success rate
and the normalised throughput of different grid sizes of 9 nodes. As ex-
pected, when using large device-to-device distances (150 cm for the Switch
V3.0) the RF-units of the nodes cannot sense the transmissions of other
nodes and the performance of the RF-DiPaQ is reduced to the perform-
ance of Aloha. This shows how the throughput of RF-DiPaQ degrades
when the number of hidden terminals increases. As observed in Figure. 7.1,
the shortest grid-neighbor distance does not result in the best performance.
50 cm outperforms 25 cm, because in the 25 cm layout, the reference capa-
citors CRF of the nodes are charged to relatively higher voltages, resulting
in longer average discharge times Trc between two successive transmissions
which can not be utilised, reducing the throughput.
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Figure 7.1. Measured success rate (top) and normalised throughput (bot-
tom) of 3 by 3 grid of 9 nodes for different node distances

7.2 WuR-hardware

The performance of RF-DiPaQ depends on the RF-unit efficiency of har-
vesting the carrier wave and charging the capacitor. As the hardware used
in WuR front-ends share many similarities with the RF-unit, they can be
repurposed to serve as RF-unit in a RF-DiPaQ scenario. Due to the unavail-
ability of state-of-the-art WuR hardware, the model and simulation can be
used to evaluate how WuR hardware would perform while serving as RF-
unit. In specific, only the minimal sensitivity and the relation between DC
output voltage Vout and input power Pin are needed. This allows us to model
how the microwatt-WuR proposed by DelPrete et al. [5] would perform if
adapted to serve RF-DiPaQ functionalities. The relation between Vout and
Pin, is given in Equation. 7.1, and holds for Pin ∈ [−70 dBm,−35 dBm].
The minimal sensitivity of this hardware results in Vthr = 300µV at an
input power of -56 dBm.
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Vout = 10aPin+b, with a = 0.100993, b = 2.132736 (7.1)

Figure. 7.2 shows the performance of RF-DiPaQ regarding model and sim-
ulation using 100 nodes. The nodes are positioned into a 10 by 10 node grid
layout spread across a 25 m by 25 m area. Prospective use-cases involving
EH-device distributions like the above can be seen inside smart factories
where tens/hundreds of sensors are positioned in a few square meters and
need to transmit information regarding the structural health of machinery [7]
or in cases of on-demand transmissions like the ones depicted in Figure. 1.1
(voting, call-crew buttons) [15]. In terms of our grid layout the minimum
distance between any two nodes in the network equals 2.78 m, which results
in a maximum Pin of less than -35 dBm, staying within the Pin range.
As most clearly shown in the success rate in Figure. 7.2, the performance of
RF-DiPaQ for 100 nodes outperforms np-CSMA and follows the 1-CSMA
performance, until an offered load of g = 0.8. As seen in the throughput
in Figure. 7.2, after g = 0.8, RF-DiPaQ outperforms 1-CSMA with a max
normalized throughput of 0.64 at the saturation point g = 2.51, compared
to 0.53 at g = 1 for 1-CSMA. The network under RF-DiPaQ can handle
2.46 times more offered load than 1-CSMA and 4.74 times more than Aloha
in saturation. RF-DiPaQ achieves a throughput of 1.21 times more than
1-CSMA, while not spending energy sensing, contrary to the continuous
sensing in 1-CSMA. Further, RF-DiPaQ performs better than np-CSMA for
lower traffic loads, i.e., till saturation. Using the same number of RF-DiPaQ
nodes in smaller grids would lead to saturation at even higher values of g.
As the probability of collisions depends on the standard deviation of Trc a
smaller RC value could be used while maintaining the standard deviation,
but reducing the mean. This would reduce the unutilised time between two
successive transmissions while maintaining the probability of collisions, thus
increasing the saturation point.

This model and simulation is based on the hardware of a -56 dBm WuR [5],
as from this hardware the relation between Vout and Pin became known.
There are however more sensitive WuR designs available like the -79.1 dBm
sensitive WuR proposed by Mangal et al. [22]. However, their relation
between Vout and Pin is not known and therefore cannot be modeled or
simulated in networks of RF-DiPaQ nodes. Nevertheless, RF-DiPaQ nodes
with a -79.1 dBm RF-unit would result in a significant larger range. As for
the RF-DiPaQ MAC protocol no semantic-addressing is needed; just the
carrier wave detection, no sensitivity has to be used, in order to decode the
wake up call. Thus the hardware of the state-of-the-art WuRs [9, 28, 34, 22]
achieve even higher sensitivity when used as RF-units in RF-DiPaQ scen-
arios.
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Figure 7.2. Modeled success rate (top) and normalized throughput (bot-
tom) of 100 nodes in grid layout in a 25 m by 25 m area

7.3 Energy consumption

RF-DiPaQ also outperforms 1-CSMA regarding energy usage. In the through-
put in Figure. 7.2, when RF-DiPaQ saturates at an offered load of g = 2.51,
nodes following 1-CSMA spend on average 60% of the packet time T sensing
the medium, waiting to transmit. This results in 1.7 times higher energy
usage than in RF-DiPaQ. Figure. 7.3 shows the power trace of the Switch
V3.0 (Figure. 4.1) while waking up to transmit/channel sensing, showing
the power consumption for transmitting and carrier sensing to be 22 mW
and 27 mW respectively. For this hardware, the average energy usage per
arrival equals 689.5µJ in 1-CSMA and 410.26µJ in RF-DiPaQ, as seen
in Figure. 7.4. Apart from the above mentioned amount of saved energy
which is due to zero energy sensing, RF-DiPaQ also evades collisions by
prioritizing transmissions based on distance. These collisions would lead
1-CSMA to consume more energy when having to retransmit. Regarding
np-CSMA, energy consumption by sensing depends on how long and how
often the medium is sensed (i.e., back-off intervals). Assuming a CCA of
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Figure 7.3. Measured power consumption of the Switch V3.0, while waking
up from sleep into TX and CS mode

0.15 mS, for the Switch V3.0 this results in a minimum of 20.66µJ used per
assessment. The probability of a packet arriving at a busy medium equals
p = 1/(1+1/g). Using the expected value of the geometric distribution, the
expected number of failed assessments before transmitting can be calculated
to equal (1/(1− p))− 1. For the Switch V3.0 hardware at an offered load of
g = 2.51 this results in 2.51 tries before transmitting resulting in an average
of 486.72µJ used per packet, which is still more than the consumed energy
per packet of RF-DiPaQ, as seen in Figure. 7.4. As traffic load g increases
RF-DiPaQ outperforms the CSMA protocols by a higher factor in terms of
energy consumption. At for example g = 5, where the throughput of the
100 nodes simulated in Section 7.2 is still above 0.6, 1-CSMA and np-CSMA
consume 796.9µJ and 513.56µJ respectively while the consumption of RF-
DiPaQ stays the same, as shown in Figure. 7.4. When specifically compared
to np-CSMA, RF-DiPaQ consumes 36% less energy at offered load g = 5,
while 10% less at g = 1.5. Figure. 7.5 shows the energy consumption per suc-
cessful packet transmission at each of the different MAC protocol saturation
load.

7.3.1 Selection of RC value

To optimise RF-DiPaQ performance the optimal RC value needs to be found.
Besides the threshold level and the voltage to which the reference capacit-
ors CRF are charged, the RC value affects the discharge time. A relatively
larger RC value results in longer average discharge times. As the discharge
time between two successive transmissions cannot be utilised this limits the
network throughput. Apart from the average discharge time, the RC value
also influences its variance. Lower RC values result in a smaller discharge
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ent MAC protocols at their saturation load

time variance, increasing the probability of two pending nodes having the
same discharge time, causing a collision. However, a lower average dis-
charge time also lowers the probability of an arriving packet finding a busy
medium. At low values of offered load g this increases the success rate, mak-
ing RF-DiPaQ match 1-CSMA as shown in Figure. 7.6 for RC values up to
1ms. The optimal RC value is small enough to not result in overly large
average discharge times, and large enough to not result in many collisions.
Finding the optimal RC value can be done by modeling a range of different
values. Figure. 7.6 presents the success rate and throughput of the Switch
V3.0 in the scenario described in Section 4.2 for different RC values and
shows how the optimal RC value for the Switch V3.0 was found. As seen
in the throughput in Figure. 7.6, the RC value of 0.0050 s results in optimal
performance. When the RC value is increased (0.0100 s and 0.0200 s) the
maximum throughput is reduced. When the RC value is decreased (0.0010 s
and 0.0005 s) the probability of collisions increases, reducing the throughput
at higher levels of offered load g.
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Figure 7.6. Modeled success rate (top) and norm. throughput (bottom) of
9 nodes in a grid layout in a 1m by 1m area for different RC values
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Chapter 8

Future work

In this chapter we will talk about the work that could not be done within
the time scope of this thesis and is left as future work. We will first talk
about how the hardware can be improved upon and will finish with how RF
information harvesting can be used outside event-driven energy harvesting
schemes.

8.1 hardware

As this thesis has focused on the mechanism behind the RF-DiPaQ MAC
protocol, the hardware has not been optimised. As mentioned in Section 7.2
lots of research has been done one wake-up radios which front-end hardware
can be re-purposed to serve as RF-unit within the RF-DiPaQ MAC. Al-
though this hardware has been modeled and simulated within the RF-DiPaQ
context, actual hardware would allow for large scale tests, i.e. studying RF-
DiPaQ in use-case like scenarios.

A hardware optimisation that could be made, is to change the way of
discharge of the reference capacitor. Currently the capacitor discharges fol-
lowing an exponential RC discharge curve. One could look into discharging
the capacitor using a current mirror to discharge the capacitor at a linear
rate. In the current schematic the probability of collision is determent by
the ratio of the node capacitor voltages, where in the linear discharge schem-
atic, the absolute difference between the two voltages determines if nodes
will collide. This could increase the Trc variance and improve the overall
RF-DiPaQ performance.
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8.2 RF information harvesting

We have used RF-DiPaQ to introduce the concept of RF-information har-
vesting, however RF-information harvesting is not limited to event-based
energy harvesting schemes. For example the receiver initiated MAC pro-
tocol, RIVER-MAC, proposed by Wymore et al. [37] uses a CCA-based
rendezvous to reduce idle listening for the sender node, and a beacon train-
based collision resolution. RF-information harvesting can be used to both
perform the CCA-based rendezvous and replace the beacon based collision
resolution, reducing the energy consumption of both sender and receiver
nodes while also reducing the delay, especially when the offered load in-
creases.

As shown in Figure. 7.4, RF-DiPaQ outperforms 1-CSMA energy-wise by
being able to sense the radio medium without the need for an increased
energy budget. This is critical in event-based energy harvesting scenarios,
where energy is extremely limited. However, RF-DiPaQ can also be ap-
plied in other non event-based energy harvesting scenarios to reduce the
energy consumption per packet transmission without having to sacrificing
the ability of carrier sensing, i.e. reducing the throughput. For example
battery powered sensor nodes would see an increase in battery life while
maintaining their throughput.

46



Chapter 9

Conclusion

We considered a class of extreme wireless sensor network, wherein the nodes
are batteryless and completely powered by energy harvesting from events
such as press of a switch. These nodes are severely energy constrained and
cannot have the ability to create and maintain networks and/or coordinate
among neighboring nodes resulting in aloha like behavior.

The proposed RF-DiPaQ protocol uses the novel technique of RF inform-
ation harvesting to sense the medium, and prioritize channel access among
devices based on distance from the current transmitter. We detailed the
design of RF-DiPaQ nodes, wherein the amount of RF-energy that is har-
vested charges a reference capacitor, CRF. When CRF is discharged to a
threshold Vthr the device uses the event-driven harvested energy to trans-
mit. We validated our protocol on-field using Switch V3.0 nodes, modeled
RF-DiPaQ, and formulated the relationships over successful transmission
probabilities and state-time for each state of our model. We developed a
hybrid circuit-network simulator to evaluate in conditions as close to reality
as possible. We used the parameters from state-of-the-art wake-up radios
for simulation and show RF-DiPAQ performs well, but were hindered to
implement on our on-field tests due to the current social circumstances.

The evaluation of RF-DiPaQ against the main contention-based MAC pro-
tocols showed that it outperforms 1-CSMA with a max normalized through-
put of 0.64 at the saturation point g = 2.51, compared to 0.53 at g = 1 for
1-CSMA. The network under RF-DiPaQ can handle 2.46 times more offered
load than 1-CSMA and 4.74 times more than Aloha in saturation. Fur-
thermore, when compared to np-CSMA, which is the best among p-CSMA,
np-CSMA and 1-CSMA for high offered loads, RF-DiPaQ consumes 36%
less energy at offered load g = 5, while 10% less at g = 1.5. Hereby we show
how effective medium utilization can be achieved for event driven energy
harvesting wireless sensor nodes without increasing energy budget.
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