
 

Adaptive Baseband Processing Techniques 
for Cognitive Radio Systems 

 
 
 
 
 
 

 
 



 



 

Adaptive Baseband Processing Techniques 
for Cognitive Radio Systems 

 
 
 
 
 
 

 
 
 
 
 
 
 

PROEFSCHRIFT 
 
 
 
 
 
 
 

Ter verkrijging van de graad van doctor 
Aan de Technische Universiteit Delft, 

Op gezag van de Rector Magnificus Prof. Dr. Ir. J. T. Fokkema, 
Voorzitter van het College voor Promoties, 

In het openbaar te verdedigen op dinsdag 1 December 2009 om 12.30 uur 
door 

 
 

Ibrahim BUDIARJO 
 
 
 

Master of Science in Communications Engineering 
Technische Universitaet Muenchen, Duitsland 

 
geboren te Bandung, Jawa Barat, Indonesien. 

 
 

 
 
 
 
 



Dit proefschrift is goedgekeurd door de promotor : 
 
Prof. dr. ir. L. P. Ligthart 
 
Copromotor : 
 
Dr. H. Nikookar 
 
 
 
Samenstelling promotiecommissie: 
 
Rector Magnificus                                              voorzitter 
Prof. dr. ir. L. P. Ligthart                                    Technische Universiteit Delft, promotor 
Dr. H. Nikookar                                                  Technische Universiteit Delft, copromotor 
Prof. dr. R. Prasad                                               Aalborg Universitet 
Prof. dr. ir. E. R. Fledderus                                 Technische universiteit Eindhoven 
Prof. dr. ir. I. G. M. M. Niemegeers                   Technische Universiteit Delft 
Prof. dr. ir. S. M. Heemstra De Groot                 Technische Universiteit Delft 
Prof. dr. ir. W. C. van Etten                                 Universiteit Twente 
 
 
 
 
 
 
 
 
This research has been supported by the AAF project in the framework of the Freeband 
programme sponsored by the Dutch Ministry of Economic Affairs. 
Work presented in this thesis has been performed at the International Research Centre for 
Telecommunications and Radar of Delft University of Technology 
 
Copyright © 2009 by Ibrahim Budiarjo 
 
All rights reserved. No part of the material protected by this copyright notice may be 
reproduced or utilized in any form or by any means, electronic or mechanical, including 
photocopying, recording or by any information storage and retrieval system, without the prior 
permission of the author. 
 
Cover: The illustration of cognitivity with the brain that has the learning capability, collecting   
            and analyzing information i.e. link budget, spectrum occupancy, radio propagation and 

the target  QoS  to  decide  the  proper  radio  parameter  values  to be used by the 
Cognitive Radio  system. The background is an example of a view from a terminal, 
and taken from the pictures collection of Apple Macbook.  

 
ISBN 978-90-9024753-3 
 
Printed in The Netherlands 

 



 
 
 
 
 
 
 
 
 
 
 
 
 
 

To the memory of My Father, and to My Mother, Brother and My Fiancee 
 
 
 

 



 



 
 
 
 
 
 
 
                                                                                                                                                  
 

 
 

 
 
 
 
 

 

i

Thesis Summary 

 

Adaptive Baseband Processing Techniques 
for Cognitive Radio Systems 

 
Cognitive Radio is a new paradigm in the wireless communications. It puts the intelligence 
and awareness dimension to the radio communication system. A Cognitive Radio system will 
be aware of the changing condition in its environment. The awareness in this thesis is related 
to the spectrum and the channel stipulation. By intelligent learning and understanding from 
the environment, a Cognitive Radio device will adapt its transmission parameters to the 
changing environment. The objective of a Cognitive Radio system is to have a reliable 
communication and efficient spectrum utilization. 
 
Although most of the spectral ranges are already licensed, studies and measurements have 
shown that most of the time the spectrum is not fully occupied, and even some bands are 
rarely occupied. The congestions happen because of the existing poor spectrum access 
technique. This condition raises the opportunity to rent or to access the spectrum while the 
licensed user is in idle condition or by having the Cognitive Radio side by side with the 
licensed users band occupying the spectrum holes. In this way, the spectrum is utilized in a 
more efficient way. The challenging problem is to settle a “win-win” co-existence between 
the Cognitive Radio, which is the rental system, with the legacy licensed system. Spectrum 
pooling has been proposed in the literature as a technique of sharing the spectrum with the 
licensed system by using the Orthogonal Frequency Division Multiplexing (OFDM) as  
modulation technique. Some of the OFDM carriers located in the licensed user’s band will be 
deactivated in order not to interfere the legacy system access. Due to this flexibility, the 
OFDM is considered as a proper modulation technique to be applied to a Cognitive Radio 
system. Deactivation of more carriers adjacent to the licensed user’s band, as well as 
windowing and several signal processing techniques could reduce the interference 
contribution of the OFDM based Cognitive Radio system to the licensed users signal. These 
techniques are studied and presented in this dissertation. The spectrum pooling technique 
could only work upon the reception of the accurate spectrum occupancy information. The 
spectrum occupancy information is derived from a spectrum sensing module. Spectrum 
sensing necessitates such a sophisticated module and requires a proper attention. This thesis 
does not focus on the spectrum sensing module, but rather it is assumed that the spectrum 
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occupancy information is available and accurate. The work on spectrum sensing is conducted 
by out partner at the Twente University*. 
 
Following the objective of Cognitive Radio to have reliable communications, the observation 
or emphasis of the technique is not only on the licensed users side but also on the rental user.  
Besides assuring the reliable communications of the licensed system, the target Quality of 
Service (QoS) of the Cognitive Radio system should be attained. The practical parameters to 
be observed are the Bit Error Rate (BER) and the bit rate of the system. The application of 
OFDM with spectrum shaping for the purpose of reducing the interference contribution to the 
licensed system can be achieved with the cost of self QoS degradation. Results from literature 
have shown that application of adaptive bit loading could enhance the BER of an OFDM 
system. By adaptive bit loading, the bits are allocated to each of the OFDM carrier 
intelligently according to the channel condition by setting the target BER and bit rate of the 
overall system. In this work, we propose to combine the adaptive bit loading with the 
spectrum shaping to preserve the Cognitive Radio system’s QoS.  The impact of this 
combination on the OFDM Peak to Average Power Ratio (PAPR) growth is evaluated through 
simulations.  
 
There is a growing interest in replacing the Fourier transform in OFDM with wavelet basis 
functions.  The technique is termed as the Wavelet Packet Multicarrier Modulation 
(WPMCM). Investigations reported in literature have presented the evaluation of WPMCM 
and compared the results with OFDM. Following the successful application of a frequency 
selective wavelet in the Ultra Wide Band system, in this dissertation we evaluate the 
suitability of the frequency selective wavelet in WPMCM combined with the spectrum 
pooling concept to be applied to the Cognitive Radio system. As the efficient spectrum 
utilization is one of the major objectives of Cognitive Radio, it is reasonable to include 
Multiple Input Multiple Output (MIMO) to the Cogntive Radio system. This subject is studied 
in this thesis and the performance of MIMO in the OFDM and WPMCM based Cogntive 
Radio system is evaluated. 
 
Channel estimation is the crucial module in every OFDM system. We propose an effective 
channel estimation scheme based on optimum pilot patterns of conventional OFDM using 
virtual pilots and apply it to Cognitive Radio systems. The virtual pilots are derived from the 
combination of the linear interpolation/extrapolation between two real pilots with the so 
called decision directed method. Without loss of generality we use the Wiener filter as the 
channel estimation technique due to its efficient and straightforward method in utilizing the 
channel correlation property according to the distance between pilots and data. First we adopt 
the Single Input Single Output (SISO) OFDM based Cognitive Radio system, and then we 
expand the scheme to the MIMO application.  
 

                                                 
* This thesis is part of the Work Package 3 (WP3) Dutch Adaptive Adhoc Freeband (AAF) project. The WP3 
will produce 3 PhD theses, one on  Spectrum Sensing, one  on Baseband Processing (this thesis) and the third 
one is on the mapping of the Spectrum Sensing and Baseband Processing into a heterogeneous architecture. 
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Beside OFDM and WPMCM based Cognitive Radio system, recently Transform Domain 
Communication System (TDCS) and Wavelet Domain Communication System (WDCS) have 
been introduced as promising modulation techniques for Cognitive Radio application. TDCS 
and WDCS have bit rate limitations. As an effort to enhance the bit rate of TDCS and WDCS, 
we propose to add an extra embedded symbol to TDCS and WDCS. We analyze the impact of 
the embedded symbol on the conventional TDCS and WDCS data detection. The impact of 
the embedded symbol on the data detection in a multi-user environment, which is inherently 
supported by the conventional TDCS and WDCS, is observed. In addition, we also evaluate 
the performance of the TDCS with an embedded symbol in the MIMO system. 
  
As a sort of verification platform for Cognitive Radio we proposed a practical Demonstrator 
that involved a spectrum scanning module and baseband processing transceiver module. The 
spectrum sensing is employed by the Universal Software Defined Radio Peripheral (USRP) 
while the baseband processing transceiver module is applied to an FPGA Development board.  
The current made Cognitive Radio verification platform is simple and still has a limited 
feature. While further developments are required in this field, details of this effort are also 
provided in this thesis.  
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Chapter 1 

 

Introduction 

 
1.1 Research Background 
 
The growing demand on wireless communications systems to provide high data rates and the 
introduction of new communication applications, e.g. Long Term Evaluation (LTE), IEEE 
802.11N and the Ultra Wide Band standard have made the spectrum become congested. This 
condition has brought the need for a flexible and efficient use of the spectrum resource. The 
regional spectrum allocation policy counteracts the free mobility of radio communication 
equipment. The vast majority of the available spectral resources have already been licensed, 
so it appears that there is little or no room to add any new services, unless some of the 
existing licenses are discontinued. The old spectrum licensing policies need therefore to be 
revised. New spectral ranges that are suitable for future radio transmission remain interesting 
to be made available to the public even if spectrum parts are already licensed. 
 
Furthermore, recent studies and measurements have shown that vast portions of the licensed 
spectra are rarely used, and congestions often happen due to inflexible spectrum utilization 
and regulations instead of the non availability of the spectrum. 
 
In order to utilize the unused spectrum efficiently in dynamically changing environments, a 
new communication technique is required. It should adapt to the rapidly changing 
environment condition while coexist with the existing legacy systems by ensuring minimal or 
tolerable interference to the legacy user’s communication. This technology is named as 
Cognitive Radio. The idea of Cognitive Radio has been initially introduced  by Joseph Mitola  
in his Doctoral Thesis [1]. Mitola described how a Cognitive Radio could enhance the 
flexibility of wireless services through a radio knowledge representation language. This  
concept was further expanded in Mitola’s dissertation. 
 
Simon Haykin gave in his paper [2] the solid definition of Cognitive Radio as an intelligent 
wireless communication system that is aware of its surrounding environment (i.e., outside 
world), and uses the methodology of understanding-by-building to learn form the 
environment and adapt its internal states to statistical variations in the incoming radio 
frequency (RF) stimuli by making corresponding changes in certain operating parameters 
(e.g., transmit-power, carrier-frequency, and modulation strategy) in real-time, with primary 
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objectives of highly reliable communications and efficient utilization of the radio spectrum. 
This definition delivers six keywords related to Cognitive Radio, they are : awareness, 
intelligence, learning, adaptivity, reliability, and efficiency. Fette in [3] relates the awareness 
scope of a Cognitive Radio system to the transmitted waveform, radio frequency (RF) 
spectrum, communication network, geography, locally available services, user needs, 
situation and security policy. In adition to the previoiusly mentioned capabilities, the 
Cognitive Radio is equipped with reconfigurability. The reconfigurability provides the 
adaptation of the radio interface to accommodate variations in the development of new 
interface standards, incorporation of new applications, services, and updates in software 
technology, and exploitation of flexible heterogeneous services provided by radio networks 
[4]. The term cognition itself includes language and communication aspects [5]. The 
Cognitive Radio’s language includes the set of signs and symbols that permits different 
internal constituents of the radio to communicate with each other [2], [5]. In summary the 
main Cognitive Radio tasks include : 

• radio-scene analysis which encompasses estimation of interference impact from 
temperature of the radio environment and detection of spectrum holes.  

• channel identification which encloses the channel state information (CSI) estimation 
and channel capacity prediction for use at the transmitter site. 

• Transmit power control and dynamic spectrum management. 
By including the interaction with RF environment then three tasks can be distinguished and 
form a cognitive cycle as depicted in Figure 1.1 [6].  The radio scene analysis will receive 
stimuli from the radio environment and further identify the spectrum holes and CSI.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1: Cognitive Radio signal transmission cycle [6] 
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In the radio scene analysis block the spectrum and channel information will be evaluated ( 
line (1) in Figure 1.1) , the analysis will be distributed to the Transmitter and Receiver ( lines 
(2) and (3)) and accordingly the Transmitter and Receiver will decide their transmission and 
reception technique in interaction with the environment condition (line(4) and (5)). 
 
In this dissertation the scope of “cognition” is limited to have the co-existence between the 
Cognitive Radio based rental (unlicensed) users (RUs) and the licensed users (LUs) by means 
of reducing the mutual interference between them, while obtaining reliable communications 
for RUs. The spectrum owners who are the LUs allow portions of their spectrum to be utilized 
for certain periods of time by RUs which apply the Cognitive Radio system in their 
transmissions. The underlying mechanism is based on utilizing the actual spectrum occupancy 
condition knowing that the allocated spectrum is not occupied most of the time. In fact, some 
portions of the spectrum are rarely used [7]. The LUs are ordinary mobile terminals and their 
associated base stations. They do not possess much intelligence. The RUs, on the other hand, 
should possess the intelligence to sense the spectrum and use whatever resources are available 
when they need them. At the same time, the RUs should adjust its spectrum usage when an 
LU begins transmission. The RU access should be done in such a way that the neighboring 
LUs will not be aware of the RU existence.  
 

1.2 Research Motivation 
 
As one of the Cognitive Radio objectives is to obtain efficient utilization of the radio 
spectrum, and the focus of our Adaptive Ad-hoc Freeband (AAF) project is on identification 
of free resources in the frequency domain, we limit our observation to the spectrum. The 
scope of the spectrum utilization is focused on the co-existence between the Cognitive Radio 
based RUs and the legacy LUs. Successful co-existence between RU access and the 
neighboring LUs can be accomplished by assuring that the neighboring LUs will not be 
interrupted or intervened when a RU wants to get an access to the spectrum hole adjacent to 
the LU’s band. This stringent requirement can be technically interpreted as an overlay 
demand within an opportunistic RU access mode. The part of the RU spectral energy which is 
located at the neighboring occupied LU band should therefore be as low as possible. It must 
not interrupt the LU transmission. The mutual interference between the RU and LU should 
also be reduced. The mutual interference reduction is a way of preserving reliable 
communications for both users. This shaping can be interpreted as sidelobe suppression 
technique in frequency domain. 
 
In the RU perspective reliable communications is not connected to an interference avoidance 
aspect, but also to the quality of service in terms of target bit rate and maximum allowable bit 
error rate (BER). Due to priority onLU access, the RU resources will be limited and may still 
affect the LU achievable bitrate, meaning that this resource limitation could also have impact 
on the LU BER performance.  
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For these reasons, we investigated some novel baseband signal processing techniques for 
Cognitive Radio system to suppress the LU sidelobes, to increase the LU bit rate that 
subsequently enhance the spectral utilization efficiency, to counteract fading of the channel to 
improve the system BER and to handle the OFDM challenges (e.g peak to average power 
ratio (PAPR) and synchronization) in the application of a Cognitive Radio system.   
  
Further, the goal of our AAF project i.e., research and demonstration of a Cognitive Radio 
system, which continuously adapts its communications scheme to the available resources, will 
be incorporated in this thesis by describing our development of the Cognitive Radio baseband 
processing and the AAF demonstrator platform. 

1.3 Scope and Novelties of this Dissertation 
 
In correspondence to the motivation of the research, the following novelties and primary 
results are delivered in this thesis : 

 Non Contiguous Orthogonal Frequency Division Multiplexing (NC-OFDM) is 
considered as a feasible modulation technique to be applied in Cognitive Radio 
systems. A problem arises if the non contiguity delivers inadequate target quality of 
service (QoS) e.g. bit rate. Frequency hopping is then considered as an alternative. The 
system will hop to a frequency range that could provide the Cognitive Radio with the 
desired QoS. With respect to this issue this dissertation contributes to an OFDM based 
Cognitive Radio frame design with full active carriers according to the Bluetooth time 
division duplex (TDD) for frequent frequency hopping in the 900 MHz channel model 
(Chapter 2, Section 2.4). 

 A combination of spectrum pooling, windowing, adaptive bit loading and sidelobes 
cancellation carriers is proposed. Spectrum pooling, windowing and sidelobes 
cancellation carriers are incorporated for the purpose of sidelobes reduction (mutual 
interference reduction between RUs and LUs). Adaptive bit loading is applied to 
preserve the Cognitive Radio based RUs target bit rate and BER (Chapter 3, Section 
3.2). 

 Signal spectrum shaping by a frequency selective wavelet in multicarrier wavelet 
packet modulation and a single carrier wavelet domain communication system 
(WDCS) is introduced (Chapter 3, Section 3.3 and Chapter 5, Section 5.3).  

 An optimum pilot allocation strategy for OFDM based Cognitive Radio channel 
estimation has been worked out. For that purpose the virtual pilot concept is set up in 
order to simplify the filtering process in the channel estimation (Chapter 4). Their 
application in MIMO system is also evaluated. 

 Use of an embedded symbol for higher rate single carrier transform domain 
communication system (TDCS) and WDCS based Cognitive Radio is motivated. 
Results have shown that by increasing the constellation size of the embedded symbol, 
the TDCS signal to noise ratio (SNR) per bit will increase and further will enhance the 
legacy data source detection from the cyclic code shift keying data mapping (Chapter 
5, Section 5.2). 
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1.4 Outline of the Thesis 
 
The organization of this thesis is as follows : 
 
Chapter 2 provides the insight into the modulation techniques feasible for the Cognitive Radio 

system. The spectrum can be accessed in overlay mode or underlay mode. In 
overlay mode the signal power is above the noise level while in underlay mode the 
condition is opposite. OFDM is the proper multicarrier modulation mode for 
overlay spectrum access Cognitive Radio system, while TDCS is the single carrier 
approach. The underlay spectrum access Cognitive Radio system can be applied in 
systems using the Ultra Wideband Technique. Due to its higher rate and better 
performance, the OFDM flexibility and the various degrees of freedom in 
modifying its parameters to achieve the successful coexistence between the RU, 
which is a Cognitive Radio system and the LU, several OFDM based Cognitive 
Radio modulation techniques are analyzed and discussed in this chapter. As several 
techniques in suppressing mutual interference between RU and LU are introduced 
in this chapter, we come up with the idea to combine some of the available mutual 
interference suppression techniques to get lower sidelobes (as low as possible), and 
present them in chapter 3. 

 
Chapter 3 introduces the novel combination of spectrum pooling, windowing, adaptive bit 

loading and sidelobes cancellation carriers to be applied in an OFDM based 
Cognitive Radio system for the purpose of attaining significant mutual interference 
reduction between RU and LU while the target quality of service is maintained. An 
alternative approach by replacing the Fourier-based transformation in OFDM with 
wavelet packet modulation has been investigated. The optimization problem and its 
use in the Cognitive Radio application are described. As in this chapter OFDM is 
considered as the promising modulation technique for the Cognitive Radio system, 
the critical component in OFDM, which is the channel estimation, should be 
observed in the cognitive radio context. This issue is studied in the following 
chapter.  

 
Chapter 4 proposes a novel pilot allocation technique for OFDM-based Cognitive Radio 

channel estimation as an effort to counteract the channel fading to obtain a reliable 
quality of communications. Pilot patterns that can cope with the LU existence are 
suggested in this chapter. The virtual pilot concept is utilized to aid the channel 
estimation process. Further, the application is examined in a MIMO system. The 
MIMO OFDM based Cognitive Radio performance evaluation through simulations 
reveals its higher BER gain compared to the application of adaptive bit loading into 
the SISO OFDM based Cognitive Radio system. Training and pilot designs to 
resolve other common challenges like synchronization and high peak to average 
power ratio in the context of Cognitive Radio are drawn. The multicarrier 
modulation for Cognitive Radio and its critical component have been discussed in 
this and the two previous chapters. The single carrier modulation approach can also 
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be used for Cognitive Radio. Therefore, in the following chapter the single carrier 
technique is discussed and an optimization technique to this approach is explained.  

 
Chapter 5 describes the efforts in optimizing and enhancing the utilization of the single carrier 

modulation termed as TDCS for the Cognitive Radio system. The novel 
contribution of the chapter is the application of an embedded symbol to the single 
carrier TDCS based Cognitive Radio system. The embedded symbol adds extra 
transmitted source bits that can be used as an extra data or side information. 
Further, its impact to the sister technique WDCS and their extended application in 
a MIMO system are evaluated. The baseband processing for Cognitive Radio has 
been discussed and described in chapters 2 till 5. As the implementation aspect of 
algorithms is also important, in chapter 6 the implementation efforts of the 
developed baseband processing in a demonstrator platform will be described. 

 
Chapter 6 deals with the implementation of the Cognitive Radio baseband processing into a 

demonstrator platform which includes control programming of the field 
programmable gate array (FPGA) on the selected evaluation board P25M* and 
universal software radio platform (USRP† ) . 

 
Chapter 7 summarizes all main results of the thesis, draws overall conclusions and gives some 

recommendations for future work.  

                                                 
* P25M is a development board produced by Innovative Integration equipped with FPGA and DSP module, 4 
channels 25 MSamples/sec A/D and 4 channels 50 MSamples/sec D/A.  
 (http://www.innovative-dsp.com/products.php?product=P25M ) 
† USRP is a software radio device with low capacity FPGA and 4 input and 4 output channels; it is controlled by 
a computer through the USB connection.( http://www.ettus.com) 
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Chapter 2 

 

OFDM Based Cognitive Radio 

 
2.1 Introduction 
 
In this thesis we assume that the spectrum can be accessed in overlay mode or underlay mode. 
In overlay mode the signal power is above the noise level while in underlay mode the signal 
power will be below the noise level. In the context of Cognitive Radio the overlay mode 
spectrum access is applied side by side (adjacent) to the legacy system, utilizing a spectrum 
hole. In underlay mode the signal will overlap with the legacy system, therefore the technique 
should be robust to interference by removing the impact of the legacy system signal from the 
own signal in order to detect its own signal correctly. Ultra Wide Band is a suitable technique 
for underlay spectrum access [8]. Ultra Wide Band is a good technique for short range high 
rate and long range low rate communications. In our AAF project we consider long range and 
high rate communications; therefore the overlay access mode is the preferable option. 
 
In the overlay mode Orthogonal Frequency Division Multiplexing (OFDM) is considered as 
the proper multicarrier modulation technique, and the Transform Domain Communications 
System (TDCS) as the single carrier modulation suitable for Cognitive Radio systems. The 
reason is that both OFDM and TDCS have the capability in notching a part of their spectrum 
energy located at the LU band in order to guarantee the co-existence with the legacy LU.  
TDCS has been initially introduced in [9]. TDCS relies on the cross correlation property of its 
basis function in detecting its transmitted data. OFDM provides a higher rate and a better 
performance compared to the TDCS, while TDCS gives simplicity in shaping its spectrum 
energy.  
 
In this chapter we focus our attention on OFDM, while TDCS will be presented in detail in 
chapter 5, where we discuss its performance and compare it with the OFDM.  
   
Orthogonal frequency division multiplexing (OFDM) is a multicarrier modulation technique 
that splits its total transmit bandwidth into a number of orthogonal subcarriers such that each 
subcarrier can transmit independent data from each other. The subcarriers orthogonality is 
attained by setting the frequency spacing between two carriers equal to the inverse of its 
symbol duration. As the number of subcarriers increases for a certain fixed bandwidth the 
symbol duration increases. In this way, a high rate data stream is divided into a number of 
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lower data streams. Due to the long symbol duration, the inter symbol interference (ISI) 
impact from the multipath delay channel is reduced. Further, the insertion of a guard interval 
(GI) at the beginning of each OFDM symbol will remove the ISI impact completely, as long 
as the GI duration is longer than the maximum multipath delay [10]. 
 
A simple common OFDM scheme is depicted in Figure 2.1, while the OFDM subsystem with 
the spectrum sensing module is in Figure 2.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 : OFDM system model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2 : OFDM subsystem description with spectrum sensing module 
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In the scope of cognitive radio for assuring the co-existence between the RU and LU , the 
feasibility of OFDM in achieving this cognitive radio goal can be observed from its power 
spectral density (PSD) equation : 
 

2

2

2

1

(1 )
1 2 ( )

1 (1 )
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( ) ( )

( )
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X f g t dtXp eN

X f pP P

α
π

α

=

+
− −=

= − +

< =
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                                  (2.1) 

 
where X(f) is the OFDM spectrum, NFFT  is the number of FFT points which refers to the 
possible number of total subcarriers, Xn and  pn are  the  modulated  data and the allocated 
power on carrier n respectively, g(t) is the window function, α is the window roll off factor, 
and Tu is the useful OFDM symbol duration. fn  is the frequency of carrier n, and PT is the total 
transmitted power, fLU  is a frequency within the LU band, and PThreshold  is the level of 
interference power that is still tolerable by the LU.       
 
In order to allow a RU to co-exist with LU, its PSD at the location of any frequency of the LU 
should be zero or negligible. The direct interpretation of this statement would be de-activating 
of subcarriers at those frequency locations of the LUs. This technique is known as Spectrum 
Pooling [11]. The details about this technique will be explained in the following section. The 
coexistence effort will depend on the spectrum information accuracy provided by the 
spectrum sensing module. Another advantage of OFDM is the use of an FFT module that can 
also be utilized in sensing the spectrum.  
 
Spectrum sensing is another critical research issue and requires a proper attention. In this 
dissertation we will not explore the techniques applied in spectrum scanner module. This 
topic is investigated in detail separately by another PhD candidate in our AAF project. We 
assume that the spectrum information is available and accurately estimated. A special 
approach is required to gather spectrum information from all available cognitive radio devices 
in order to have a really accurate spectrum occupancy information. This is especially the case 
when the LU’s geographical position is close to one RU so that the LU is easily detected by 
the corresponding RU. In case the LU is far from the other RUs, those RUs would probably 
not detect the LU presence. The simple approach could then be applying the logical ‘OR’ 
operation to the spectrum information vector of all RU transceivers. In our AAF project the 
spectrum info is planned to be distributed to all RU (Cognitive Radio) transceivers through a 
dedicated control channel. Research has been conducted on use of the Ultra Wide Band 
technology as a possible technique for applying such a common control channel [12]. 
 
Although the subcarriers of the OFDM based Cognitive Radio located in the LU band are de-
activated, due to the OFDM window properties, part of its spectrum, which is termed as  
sidelobes, will be smeared into the LU band. This is the reason why the term PThreshold   is 
included in (2.1), as a reference for the cognitive radio system designer in shaping the 
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spectrum of the RU signal in such a way that the part of its spectrum in the LU band is 
considered to be negligible. 
  
The PSD equation described in eq. (2.1) shows that the OFDM side-lobe power is determined 
by  the allocated power on each subcarrier, the constellation size of Xn, the composition of the 
Xn values, the window roll off factor α, and the window form g(t). The larger the Xn 
constellation size, the higher the possibility of large side-lobe power occurrence. A large side-
lobe refers to a higher interference to the licensed system.  
 
Another aspect that determines the side-lobe amplitude is the distance between the arbitrary 
frequency point f in the LU band and the carrier position fn. The side-lobe of the carriers 
adjacent to the LU band has a major role in interfering the LU. De-activating some of these 
carriers will lower the side-lobe magnitude. In the application of adaptive bit loading, the 
constellation size of carriers especially the ones close to the LU band should be taken into 
account in such a way that the |X(fLU)|2  be constrained to a threshold PThreshold .   
  
In the following sections some available techniques in reducing the OFDM sidelobes for 
cognitive radio application will get attention. The sidelobe reduction outcome of all 
techniques can be explained by relating them to eq. (2.1). 
 
A novel research output with respect to OFDM based cognitive radio subject will be given in  
Section 2.4 of this chapter, where hopping is applied to the cognitive radio system in case the 
number of available carriers for cognitive radio transmission is not sufficient to attain the 
target BER and bit rate. For the purpose of the hopping, the OFDM frame will be designed 
according to the Bluetooth time division duplex (TDD) frame since Bluetooth also uses this 
hopping mechanism for its transmission. 

2.2 Spectrum Pooling with OFDM 
 
Spectrum pooling has been proposed in [12] and [13] as a strategy where public access is 
enabled to these bands without giving significant interference to the actual license owners. 
Spectrum pooling enables public access to spectral ranges of licensed frequency bands which 
are seldom used by overlaying a secondary rental user (RU) to an existing licensed user (LU). 
The LUs are radio systems authenticated to operate under licensed spectral bands. The RUs 
are intelligent CR systems that actively scan the landscape of frequency usage and 
opportunistically utilize the available and unused resources. The RU relinquishes control over 
the resources (here spectrum) as and when the LU starts using them. To identify and utilize 
the unused bands, the frequency bands of various radio systems (including licensed and rental 
users) are combined to obtain a common spectral pool. Cohabitation of LU and RU systems is 
actualized by shaping the transmission waveform of the RU in a way that it utilizes the 
unoccupied time-frequency gaps of the LU.  
 
The pioneering work on the subject was conducted by Jondral et al [12] who devised a 
spectrum pooling scheme using multi-carrier modulation (MCM). According to this scheme 
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the individual OFDM sub-carriers occupied by the LU and adjacent to LU are de-activated.  
Figure 2.3 illustrates a typical scenario of spectrum pooling. 
 
 

f 
 
Figure 2.3 : Illustration of spectrum pooling block diagram 
 
 
Further, in [12] and [13] the extension of each OFDM block with long cyclic prefix and suffix 
samples and the application of some windowing to reduce the side-lobes of the subcarrier 
channels is proposed. Obviously, this solution occurs at the expense of bandwidth loss 
because an excessive time has to be allocated to cyclic extensions which otherwise could be 
used for data transmission. The interference reduction method is extended by combining the 
windowing technique with de-activating of subcarriers located adjacent to the LU’s band 
which provides a kind of shield to the LUs. One commonly used window is the raised cosine 
window [12], 
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                              (2.2) 

where g(t) is the window function, α is the roll-off factor, and Tu is the useful OFDM symbol 
interval (without guard interval). The sketches of the raised cosine window with different 
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values of roll off factor (α) are depicted in Figure 2.4, while the spectra of an OFDM carrier 
with the respective windows are given in Figure 2.5. Increasing the α will reduce the 
sidelobes with the expense of longer symbol duration. 
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Figure 2.4: Raised cosine window with different roll-off factor (α) 
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Figure 2.5: OFDM carrier spectrum with raised cosine window with different roll-off factor 
(α) 
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Other available forms are Bartlett [14],  
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Better than Raised Cosine (BTRC) [15],  
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and Flipped Inverse Hyperbolic Secant (farchsech) [16] window,  
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                 (2.5)                       

 
where ( )T u232 α+=γ /)ln( . The shape of the window in the region of (1 ) (1 )

2 2
u utT Tα α− +

≤ ≤  

determines how rapidly the OFDM spectrum falls to zero. The PSD will hit zero on the 
frequencies in the interval of 1/ Tu. From these windows we learn that the farchsech window 
provides the lowest sidelobes ( Figure 2.6). The Figures show the window forms including 
their respective spectrum on an OFDM carrier.  
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Figure 2.6: The sketches of different windows with their respective spectrum  
 
According to [17] the duration of the OFDM signal should be 2Tu in order to complete a total 
of 2NFFT samples to preserve the orthogonality, and zeros are added in the region outside the 
window g(t). If the duration of the OFDM signal is only Tu (1+ α ) then the window will 
affect the transmitted signal, and as a consequence an error floor will be formed. Figure 2.7(a) 
shows an example of a Bartlett window with an OFDM signal duration Tu(1+α)  which affects 
the transmitted signal. To avoid the error floor, the applied window must not influence the 
signal during its effective period [18]. To fulfill this requirement, the window forms are 
expanded, so that the new Tu becomes 2Tu , and α  is restricted in the range of 

1
0

2

GI

u

T
T

α

⎛ ⎞
−⎜ ⎟

⎝ ⎠≤ ≤ , where TGI  is the guard interval duration. The orthogonality is preserved 

since the PSD hits zeros in the 1/ (2Tu) interval at the expense of a longer duration of the 
OFDM signal (2Tu (α+1)). The solution is that the window is truncated to fit the 2Tu  OFDM 
duration, as depicted in Figure 2.7(b) [6]. The orthogonality is preserved by applying the 
rectangular  receiver filter with Tu duration, that is implemented by the DFT [18]. In this way, 
there is more freedom to shape the window in the (1 )u utT Tα− ≤ ≤  region as long as its PSD at the 
symbol boundaries remains low, e.g Gaussian window or half sine window [19]. 
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By referring to eq. (2.1) the de-activating carriers adjacent to the licensed band will provide 
flexible guard bands that will make the PSD sidelobes of the RU’s OFDM signal at the 
licensed band lower.  In OFDM bits errors are typically concentrated in a set of severely faded 
subcarriers. This is due to the channel propagation condition. For this reason, it is possible 
that the quality of service may not be maintained. Meanwhile, the carriers resource is limited 
due to de-activation of the RU carriers. Furthermore, the long OFDM symbol duration due to 
the windowing reduces the OFDM transmission bit rate. Having adaptive OFDM in CR is 
thus a solution. The heavily faded and noisy subcarriers are excluded from transmission to 
improve the overall bit error rate (BER) of the system, and the loss of throughput is 
counteracted by applying higher order modulation modes to the subcarriers which have better 
signal to noise ratios (SNR) or BER.  

 

 

 

 

 
 

(a) 
 

 
 
 
 
 
 
 
 
 

(b) 
Figure 2.7:  (a) Window design influencing the transmitted signal (b) Window design not 
influencing the transmitted signal [6] 
 
Recently in [20] overlapped OFDM symbol transmission with long symbol duration (known 
as offset OFDM) has been introduced to counteract the throughput loss. The scheme is 
described in Figure 2.8. The delay between one OFDM symbol and another is designed in 
such a way that no inter symbol interference occurs, which means that the next OFDM 
symbol should start after the end of the useful data part of the previous OFDM symbol. If 
zeros are inserted at the prefix and suffix points (outside the TGI and TU  area in Figure 2.7(b)), 
the useful data of the next OFDM symbol should start after the last useful data of the previous 
OFDM symbol.  With this technique the accumulated symbol duration will be shorter 
compared to non offset OFDM, hence, the bit rate loss can be reduced. 
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Figure 2.8: Overlapped OFDM symbol with zero ISI; technique applied at the transmitter site 
(left) and at the receiver site (right) 

2.3 OFDM Sidelobes Reduction Techniques 
In this section a sidelobes reduction technique by manipulating the composition of Xn   in (2.1) 
is described. The results in [21]-[33] show that a significant sidelobe reduction gain can be 
obtained. 
 
2.3.1 Sidelobe Suppression by Cancellation Carriers Insertion 
 
In [21]-[23] instead of having de-activated carriers adjacent to the LU band, these carriers are 
used to cancel out the sidelobes on the LU band. The concept is to find the proper amplitude 
of the cancellation carriers in such a way that the resulting sidelobes be as low as possible. 
The optimization can be formulated as : 
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                                                                                                                                               (2.6) 
 
where ccN is the total number of sidelobes cancellation carriers, and Xccc  is the symbol on the 
cancellation carrier position in the range  cc1,…,ccN. The power constraint for all subcarriers 
including the cancellation carriers remains, meaning that no extra energy is added. The 
possible high power required by the cancellation carriers can be compensated from the unused 
power due to the carriers de-activation. 
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We introduce an alternative optimization approach by simplifying it to a set of ccN linear 
equations to solve ccN cancellation carrier amplitude values. Figure 2.9 provides a simple 
example of how the cancellation carriers with this new approach work. The spectrum is 
derived from 9 subcarriers (including the cancellation carriers) and uses a rectangular window 
which produces a spectrum derived from a sum of sinc functions. One cancellation carrier is 
located at the left edge of the RU band adjacent to the LU band and another one is at the right 
edge. They are indicated by the dark vertical arrows. If we take a look at the OFDM spectrum 
with carriers de-activation (one carrier at the left and one carrier at the right edge) denoted by 
the solid curve, we can see that the maximum sidelobe occurs at a frequency point half of the 
carrier spacing from the de-activated carrier which, in Figure 2.9 is indicated by the 
coordinate position (X:-4.5,Y:-0.1564). The cancellation carriers can be weighted in such a 
way that the sum of their spectra will make the OFDM spectrum zero at that particular 
coordinate position (e.g. by having a cancellation carrier spectrum coordinate (Xc1=Xc2=-4.5, 
Yc1=0.1477, Yc2=0.0087) ).  
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Figure 2.9: The OFDM spectrum amplitude with the effect of de-activated carriers or 
cancellation carriers 

 
The same technique is also applied to the sidelobes reduction on the right side. The resulting 
spectrum derived from using the cancellation carriers technique is depicted by the dashed 
lines. The sidelobes are lower than the sidelobe of the OFDM with the de-activated carriers. 
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The cancellation carriers can be combined with windowing [24]-[25]. Different windows 
provide different sidelobe levels. Combining a window that gives very low sidelobes (e.g. the 
farchsech window) with the cancellation carriers technique will lead to a very significant 
sidelobe (interference) reduction in the LU band. The results in [24] have shown that the 
combination of 2 cancellation carriers on each side adjacent to the LU band and raised cosine 
window with roll off factor (α) 0.2 gives more than 30 dB sidelobes reduction compared to 
the conventional OFDM. 
 
2.3.2 Sidelobe Suppression by Subcarrier Weighting      
 
Subcarrier weighting is introduced in [26]-[27]. The weighting can be seen as varying the 
allocation power pn on each carrier m which, according to (2.1), will affect the spectrum 
amplitude. By selecting the appropriate weight for each of the carriers the desired low 
sidelobes can be obtained. The sidelobe reduction by means of carriers weighting is attained 
at the expense of the bit error rate (BER) versus signal to noise ratio (SNR) degradation [28], 
since the weighting will give unequal amounts of transmission power on each of the OFDM 
carriers. The weighting method was originally used in [28] to counteract the high peak to 
average power ratio (PAPR) problem in OFDM. 
 
2.3.3 Sidelobe Suppression by using Multiple Choice Sequence    
 
In principle multiple choice technique is applied by mapping an OFDM symbol into several 
sequences and choose the one which gives the smallest sidelobe to be transmitted. In [29]  
several multiple choice sequence techniques are introduced. Among the techniques are the 
symbol constellation approach, the interleaving approach and the phase approach. The symbol 
constellation approach is applied by mapping the symbol Xn  in eq. (2.1) which is derived 
from one of the symbols set of QAM or PSK mapping into a different value X’n (l)  which is 
still derived from  one of  the  symbols set of QAM or PSK mapping. The index l ranges from 
l=1,2,…,L, where L is the number of possible alternative values. This means that the bits can 
be mapped into  L possible symbols. By putting the NFFT  symbols of  X’n (l) into (2.1), and 
observing from all L possible PSDs, the one with the lowest sidelobe is then chosen for  
transmission. An example of simple mapping from Xn  into X’n (l) is given in [29]. The CS 
points of QAM or PSK are numbered as 0,1,….,CS-1, hence the symbol Xn is assigned to the 
number In ( { }1CS10I n −∈ ,...,, ) according to its point position, where CS is the constellation 
size. The X’n (l) will be the symbol value on the new number In(l) which is derived from the 
addition of the assigned number In with the random number Dn(l) which has L different 
possible values  [29], 
 

)()( ll DII nnn +=  .                                                                                                               (2.7)                    
 
By transmitting the information about the set index information l, the receiver can decode the 
received signal and reconstruct the original Xn symbol.   
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By means of the interleaving approach, the NFFT Xn symbols are interleaved by L different 
interleaver rules,  
 
X’(l) = П(l)X,                                                                                                                        (2.8) 
 
where П(l) is the permutation matrix that will do the interleaving, X is the symbol vector, and 
X’ is the symbol vector after interleaving. The matrix П(l) has L different possible matrix 
values  and will be available at the transmitter and receiver. Among L different possible 
OFDM spectra using a set of symbols X’(l), the one with the lowest sidelobes is chosen for 
transmission. The receiver will use the de-interleaver permutation matrix П-1(l) to recover the 
transmitted data upon receiving the side information index l. 
 
In the phase approach each phase of symbol Xn is shifted by a random phase θn(l) with L 
different possible values. The phase shifted symbol X’n(l) becomes [29], 
 

eXX ljθ
nn

nl )()(' =                                                                                                                  (2.9) 
 

where θn(l) is in the range of between 0-2π. In the vector notation, the phase shifted signal 
X’(l) is derived from a point to point  multiplication between the original signal X  and the 
complex number vector derived from ejθ(l). As in the constellation and interleaver approach 
also, in the phase approach, with L possible sets for vector θ(l), the one that produces the 
lowest sidelobes is chosen and applied to the symbol vector X. The index information l is 
transmitted so that the receiver can reconstruct the symbol vector X. Apart from the random 
shift, a random amplitude shift can also be applied, but in such cases the BER performance 
will be affected. Another approach is to only apply the multiple choice sequence technique to 
the carriers adjacent to the LU band, since these carriers mostly affect the sidelobes 
magnitude [29].   

 
2.3.4 Sidelobe Suppression by Adaptive Symbol Transition     
 
Sidelobes Suppression by using a time domain approach has been introduced in [30].  A time 
domain symbol transition is inserted between two OFDM symbol, and a symbol transition 
value is obtained in such a way that the signal spectrum or the Fourier transform of the two 
consecutive time domain OFDM symbol (including the symbol transition) will have low 
sidelobes. The objective is to minimize the spectrum resulting from two consecutive time 
domain OFDM symbols without symbol transition added by the spectrum contributed from 
the symbol transition onto the LU band [30].  If the OFDM based cognitive radio signal 
contribution on the LU is described as : 
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where I is the signal part of the cognitive radio signal in LU band, FLU is the Fourier 
transformation matrix for the signal in LU band, ym is the mth time domain OFDM symbol 
including the guard interval, am is the additive symbol transition, and ym+1 is the next OFDM 
symbol, then the optimization problem will be to find that vector am in making I  as small as 
possible. The symbol transition scheme is depicted in Figure 2.10. 
 
The symbol transition will not introduce any inter symbol interference (ISI) but the 
transmission duration becomes longer, which means that the bit rate is reduced. The search 
for the time domain symbol transition values is characterized as a linear least squares problem 
with a quadratic inequality constraint [30]. 
 
 
 
 
 
 
Figure 2.10: Adaptive symbol transition scheme 
 
 

2.3.5 Sidelobe Suppression by Frequency Domain Additive Signal  

 

In [31] sidelobe suppression for OFDM based cognitive radio can be achieved by mapping the 
data symbol using QPSK modulation mode and add the frequency domain symbol vector X 
with random values vector d in such a way that the resulting PSD in the LU region become as 
small as possible. The optimization problem is described by 
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where dn is the additive signal on subcarrier n. In order not to destroy the cognitive radio BER 
performance and keep the total allocated power constant, the value of  dn  is restricted to a 
circle with magnitude | dn |≤ 0.7  [24]. In this way, according to the QPSK gray mapping, the 
value of  X’n = Xn + dn will not give a decision error at the receiver, except in a severely noisy 
and/or faded channel. Simulation results in [31] have shown about 15 dB sidelobes reduction 
could be achieved with the cost of  2.8 dB SNR degradation in case the upper limit value of | 
dn  | is 0.7.    

 y(m) y(m+1) .................y(m+2) ................. a(m) a(m+1) a(m+2)
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2.3.6 Sidelobe Suppression by Constellation Expansion   
A most recent technique in OFDM sidelobe suppression has been proposed in [32], where the 
M-PSK modulation mapping is expanded to 2xM-PSK mapping in order to have lower 
OFDM sidelobe. The original symbol after M-PSK mapping which is located at point a of M 
available PSK symbol points is transformed into two possible new points a1 and a2 where the 
location of a1 and a2 must not in the same region. The purpose is to have random selection of 
points so there will be sidelobe pattern difference compared to the previous sidelobe using the  
a point. By combining all possible new OFDM symbol set on the 2x M-PSK points through 
all OFDM carriers, the one set which gives the smallest sidelobes will be chosen for 
transmission. No additional information is required by the receiver for data detection, since 
the receiver has the knowledge of all possible a1 and a2 positions. Therefore, the receiver can 
detect the data by calculating the minimum Euclidean distance between the received symbol 
and the reference points on 2xM-PSK mapping, and accordingly translates the result to the M 
PSK mapping. Figure 2.11 shows an example on how the points from QPSK are expanded to 
8-PSK mapping. In this way there are two possibilities of mapping a data symbol, and 
accordingly the constellation expansion will add extra randomness to Xn in eq. (2.1) with 
various possible sidelobes magnitude. The one which gives the smallest sidelobes will be 
chosen to be transmitted. Simulation results in [32] have shown that the sidelobes suppression 
technique by the constellation expansion from QPSK to 8-PSK gives only a slight BER 
degradation. With this Constellation Expansion technique about 9 dB sidelobes suppression 
can be attained [32]. 
 
The work has been extended in [33] by combining the constellation expansion technique with 
the cancellation carriers inserted on the carriers adjacent to the LU band. Extra sidelobes 
reduction has been achieved without having high magnitudes for cancellation carriers, due to 
prior sidelobes reduction by the constellation expansion technique. According to [33] the 
combination between constellation expansion and one sidelobes cancellation carrier on each 
side adjacent to LU band gives around 16 dB sidelobes reduction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.11: Constellation Expansion from QPSK to 8-PSK mapping 
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2.4 Frequency Hopping 
 
Despite the application of spectrum pooling by carriers de-activation in the LU band and 
sidelobes reduction by different techniques (windowing, additional carriers de-activation, 
cancellation carriers, multiple choice on the transmitted data sequence, additive signal in time 
or frequency domain, constellation expansion and combinations between them), a problem 
arises if too many carriers need to be de-activated, as there will be not enough resources to 
transmit data to fulfil the target bitrate. In [34] frequency hopping is proposed to deal with too 
many carriers de-activation in a selected band. While frequency hopping is a proper solution, 
another techniques (i.e. Ultra Wide Band), could be an alternative due to its signal power 
property below noise level hence it can be overlapped with the LU signal itself.  In this thesis, 
because of the demand for a Cognitive Radio service which provides high rate transmission at 
long distance, we put our attention to the frequency hopping scheme. 
  
 

2. 4. 1 Evaluation Using GSM 900 MHz Channel Model 
We have evaluated the proposed frequency hopping technique with TDD Bluetooth frame 
design in simulations. The details about the OFDM frame design for frequency hopping 
scenario and the hopping mechanism are available in Appendix A. The evaluations were 
presented in [35]. The propagation models in this dissertation are taken from the ETSI GSM 
model at 900 MHz [36]. The power delay profile for the rural area model is given in Table 
2.1, and for the urban area model is given in Table 2.2. There are 2 alternative taps setting in 
each model. The coherence bandwidth for the rural area model of the first alternative taps 
setting is 1.6 MHz while the second alternative is 1.2 MHz. In the case of the urban area 
model, the coherence bandwidth of the first alternative is 155 kHz while the second 
alternative is 159 kHz.    
        

Table 2.1: Propagation model for Rural Area GSM in 900 MHz [36] 

 
Tap  

Number 
Relative Time (μs) Average relative 

power (dB) 
 (1) (2) (1) (2) 

1 0.0 0.0 0.0 0.0 
2 0.1 0.2 -4.0 -2.0 
3 0.2 0.4 -8.0 -10.0 
4 0,3 0.6 -12.0 -20.0 
5 0.4 - -16.0 - 
6 0.5 - -20.0 - 
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The first alternative of the two area model suggests that the sampling time of the OFDM 
signal should be 0.1 µs  while for the second alternative 0.2 µs sampling time is sufficient in 
order to have a sample spaced channel model and good channel estimation result. The worst 
condition of the propagation model is found in the urban area propagation model where the 
maximum delay (τmax) is 5 µs and we have a non constant tap spacing.  
 
Since the frame duration must not exceed 366 µs, Table 2.3 shows the choices of OFDM 
parameters that fulfils the 366 µs frame duration constraint. The guard interval (GI) must 
exceed the worst case scenario in the urban area channel model with a maximum delay of 5 
µs.  

 
Table 2.2: Propagation model for Urban Area GSM in 900 MHz [36] 

 
Tap  

Number 
Relative Time 

(μs) 
Average relative 

power (dB) 
 (1) (2) (1) (2) 

1 0.0 0.0 -4.0 -4.0 
2 0.1 0.2 -3.0 -3.0 
3 0.3 0.4 0.0 0.0 
4 0.5 0.6 -2.6 -2.0 
5 0.8 0.8 -3.0 -3.0 
6 1.1 1.2 -5.0 -5.0 
7 1.3 1.4 -7.0 -7.0 
8 1.7 1.8 -5.0 -5.0 
9 2.3 2.4 -6.5 -6.0 

10 3.1 3.0 -8.6 -9.0 
11 3.2 3.2 -11.0 -11.0 
12 5.0 5.0 -10.0 -10.0 

 
 
As depicted in Figure 2.1, the OFDM system requires a channel estimator module to remove 
the effect of fading on the received signal. In order to aid the channel estimation process pilots 
or trainings need to be inserted to the OFDM frame. The details about frame design including 
the pilots or the training pattern, analysis and performance evaluations will be described in 
detail in chapter 4.  

 
Table 2.3: OFDM frame design according to TDD Bluetooth frame. 

 
NFFT TS 

(μs) 
Δf 
(kHz)

# 
OFDM 
symbols

TG/ 
TS 

1024 204.8 4.9 1 1/32
512 102.4 9.7 3 1/16
256 51.2 19.5 6 1/8 
128 25.6 39 11 1/4 
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2.5 Conclusions 
 
In this chapter we discussed how OFDM can be considered as the proper technique for  the 
Cognitive Radio system in realizing the co-existence between the LU and RU. OFDM has the 
capability to notch part of its spectrum which is occupied by the LU. This is carried out by de-
activating some of its carriers which fall in the LU band.  
 
By sidelobes reduction techniques some part of the OFDM based Cognitive Radio signal 
which are still smearing out into the LU band due to the OFDM power spectrum density 
property, can be suppressed. 
 
If too many OFDM carriers must be de-activated due to the LU access, the Cognitive Radio 
system target data rate and quality of service (QoS) can not be attained. In this situation the 
frequency hopping technique can be applied.  Although Ultra Wide Band could be considered 
as an alternative technology, frequency hopping is preferable in satisfying the Cognitive 
Radio service demand in accommodating long range high data rate transmissions. As the 
spectrum scanning module finds a proper band that can accommodate the target data rate and 
QoS, the frontend part of the cognitive radio device will set its carrier frequency to that proper 
band. An example of the Bluetooth TDD frequency hopping mechanism has been presented. 
An OFDM frame according to the Bluetooth TDD slot has been proposed.  
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Chapter 3 

 

Baseband Processing for OFDM-Based 
Cognitive Radio 

 
3.1 Introduction 
 
Cognitive Radio according to reference [2] is an intelligent communication system with the 
capability of changing its transmission parameters according to the environment condition 
with the objectives to attain highly reliable communications and efficient utilization of the 
radio spectrum. 
 
The application of Cognitive Radio in this research work is focused on the spectrum 
utilization efficiency by operating the Cognitive Radio system as rental user (RU) to co-exist 
with the licensed user (LU). OFDM has been described in chapter 2 as the proper candidate to 
realize this co-existing aim by de-activating some of its carriers at the LU positions and 
applying sidelobes suppression techniques. 
 
In this chapter beside the co-existence between LU and RU, the effort to obtain reliable 
communications for the RU system itself is established. Section 3.2 will key out the 
combination of spectrum pooling, windowing, adaptive bit loading and sidelobes cancellation 
carriers. The purpose of the combination is to obtain the desired target data rate while the 
required BER remains. Part of the RU spectrum in the LU band will be seen as interference 
by the LU. This interference should be suppressed to a level which can be considered 
negligible or tolerable by the LU.  
 
Section 3.3 describes an alternative technique by replacing the Fourier transform in OFDM 
with wavelet basis function that forms a wavelet packet multi carrier modulation (WPMCM) 
technique. In this chapter a frequency selective wavelet to replace the Fourier transform in 
OFDM to form WPMCM is applied§. The WPMCM is combined with the spectrum pooling 

                                                 
§ Initially at the IRCTR Madan K. Lakshmanan and H. Nikookar used a frequency selective wavelet basis 
function for single carrier ultra wideband (UWB) modulation and applied pulse position modulation (PPM) as  
data mapping technique. The work on WPMCM explained in this thesis was conducted in collaboration with 
Madan K. Lakshmanan. 
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concept to have co-existence between the LU and RU. The particular reason why the 
frequency selective wavelet is interesting to be applied in WPMCM is due to parameters in 
designing the wavelet basis function such as frequency selectivity, regularity order, transition 
bandwidth, and filter length that can be set in such a way that the target QoS will be achieved. 
Conclusions on this chapter are summarized in Section 3.4. 
 

3.2 Combined Spectrum Pooling, Windowing, Adaptive Bit Loading and 
Sidelobes Cancellation Carriers 

 
Conventionally, the modulation scheme in OFDM is constant over all data subcarriers for a 
given mode. A critical situation that may occur in OFDM within this mode is when bit errors 
are concentrated in a set of severely faded subcarriers, while in the rest of the OFDM 
spectrum often no bit errors are observed. Such event raises the idea of having adaptive 
OFDM, where subcarriers that will exhibit high bit error probability are excluded from 
transmission. It will improve the overall BER with a potential slight loss in system 
throughput. The potential loss in throughput due to the exclusion of faded subcarriers is 
counteracted by employing higher order modulation modes on subcarriers which have a very 
small BER. The data should be concentrated more on the sub channels with higher frequency 
response gain, hence a higher SNR, and noisy sub channels should carry little or no data. 
 
In transmitting such a preferred OFDM symbol, the transmitter needs to estimate the expected 
channel condition at that time. The channel prediction may use the knowledge of the past 
channel quality estimation. Such adaptive system can only operate efficiently in slow varying 
channel conditions. If the communications between two stations is bidirectional and the 
channel can be considered reciprocal (important for using Time Division Duplex (TDD) and 
Frequency Division Duplex (FDD)), Tx/Rx station can estimate the channel quality based on 
the received OFDM symbols and adapt the parameters of the local transmitter to this 
estimation. This approach is named open loop adaptation, since there is no feedback between 
the receiver of a given OFDM symbol and the choice of the modulation parameters. For the 
case of a non-reciprocal channel, the stations cannot determine the parameters for the next 
OFDM symbol’s transmission from the received symbols; the receiver has then to estimate 
the channel quality and this perceived channel quality information has to be used in the 
transmitter for the inverse link. This approach is called closed loop adaptation. The two cases 
are described in Figure 3.1. The solid lines represent the data transmission, while the dashed 
lines represent the inherent side information about the signal mode i.e. modulation, coding 
parameters. The BER in each subcarrier is determined by the fluctuations of the current 
frequency-domain channel transfer function Hn with the aid of channel transfer function 
estimation provided by information extracted from the transfer of the pilot symbols. More 
accurate measures of the channel transfer function can be gained by means of decision-
directed or time-domain training sequence based techniques. Another crucial thing to be 
considered is the delay between the channel quality estimation and the actual transmission of 
the OFDM symbol in relation to the maximum channel Doppler frequency. It will influence 
the adaptive system’s performance. This delay in the closed-loop adaptive system is generally 
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longer than for an open-loop adaptive system, hence the Doppler frequency of the channel is 
more critical in the closed-loop adaptive system. 
 

 
(b) 

Figure 3.1: Signaling scenarios in adaptive modems [37] for (a) Open Loop Adaptation and 
(b) Closed Loop Adaptation 
 
Based on the channel fading information derived from the channel estimation process in 
OFDM, the constellation size of each sub-carrier is determined. In order to demodulate the 
transmitted data properly, the information of modulation mode in each carrier is required by 
the receiver. This information can be derived by estimating it blindly [38],[39], or from the 
transmitted signalling symbols [38].   
 

(a)
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The next subsection will describe how the signaling and blind estimation for the purpose of 
modulation detection are applied including their pros and cons, followed by another 
subsection discussing several available adaptive bit loading algorithms.  
 
3.2.1 Modulation Detection by Signaling and Blind Detection 
 
If the channel quality estimation and parameter adaptation have been performed at the 
transmitter of a particular link, then according to the open loop adaptation, the resulting set of 
parameters has to be communicated to the receiver in order to successfully demodulate and 
decode the OFDM symbol. 
 
In the closed loop case, the receiver determines the requested parameter set to be used by the 
remote transmitter, the same amount of information has to become available in the remote 
transmitter for the inverse link. If the signaling information is corrupted then the receiver can 
not correctly decode the OFDM symbol corresponding to the incorrect signaling information. 
Adaptive OFDM systems have to react to the frequency-selective nature of the channel, by 
adapting the parameters across the subcarriers. The resulting signaling overhead can become 
significantly higher, and can be prohibitive. In order to overcome these limitations, efficient 
and reliable signaling techniques have to be employed for practical implementation in 
adaptive OFDM systems. 
 
If some flexibility in choosing the transmission parameters is sacrificed within an adaptation 
scheme, the amount of signaling can be reduced. Alternatively, blind parameter detection 
schemes can be devised, which require little or no signaling information. With respect to the 
effects of transmission parameter adaptation in OFDM systems the following issues should be 
considered: data buffering and latency due to varying data throughput, effects of co-channel 
interference, and bandwidth efficiency. 
 
For example in order to keep the system complexity low, the modulation mode is varied on 
sub-band to sub-band basis. The total set of OFDM subcarriers are split into blocks of 
adjacent subcarriers which means divided into several sub-bands. The same modulation 
scheme is employed for all subcarriers in a sub-band. This will simplify the task of signaling. 
The simplest way of signaling the modulation mode employed in a sub-band is to replace one 
data symbol by an MPSK symbol, where M is the number of possible modulation modes, 
hence the reception of each of the constellation points directly signals a particular modulation 
mode in the current sub-band. For four modulation modes and assuming perfect phase 
recovery, the probability of a signaling error ps(γ), when employing one signaling symbol, is 
the symbol error probability of QPSK. The expression for the modulation mode signaling 
error probability according to [37] is  
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where Q(.) is the probability Gaussian Function ( )
2
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probability can be reduced by employing multiple signaling symbols and maximum ratio 
combining of the received signaling symbols Rs,n in order to generate the decision variable R’s 
prior to the decision [37], i.e. 
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ˆ'                                                                                                               (3.2)  

 
where Ns is the number of signaling symbols per sub-band, the quantities of Rs,n are the 
received symbols in the signaling subcarriers and Ĥs,n represents the estimated values of the 
frequency-domain channel transfer function (CTF) at the signaling subcarriers. With the 
assumption of perfect channel estimation and constant values of the channel transfer function 
across the groups of signaling subcarriers, the signaling error probability for Ns signaling 
symbols can be expressed as [37]: 
 

( ) ( )( )2

, 1 1' s ss
Qp N Nγ γ= − −                                                                                       (3.3)              

 
The signaling symbols for a given sub-band can be interleaved across the entire OFDM 
symbol bandwidth, to benefit from frequency diversity in fading wideband channels.  
 
Another way of signaling is by transmitting the signaling symbols from QAM mapping as 
shown in Figure 3.2. where the allowable constellation size is restricted to the set of {0, 2,4,16 
and 64}. The inner rectangle which is the decision area for the so called 0 modulation mode 

(no symbol is transmitted) can be made smaller up to a distance of about 3
4
d from the other 

reference symbols; d is the distance between the outer points and the no symbol point (zero). 
This is due to the fact that a decision error (e.g no symbol transmitted but either BPSK or 
another modulation mode is decided) is just caused by noise (no contribution from channel 
fading). By this technique the signalling error probability can be reduced since the minimum 
Euclidean distance between the signalling points is high; this distance equals according to 
Figure 3.2 to 7 2  (distance between no data is transmitted (0) and other modulation modes). 
 
Blind detection algorithms estimate the employed modulation mode directly from the received 
data symbols, therefore avoiding any loss of data capacity due to signaling subcarriers. There 
are two algorithms for this blind detection. One is  based on SNR estimation and the other one 
is based on incorporating error correction coding. By SNR estimation, the receiver has no a 
priori knowledge of the modulation mode employed in a particular received sub-band but 
estimates this parameter by finding the closest distance between the received data symbols 
after the fading removal ( Rn/Ĥn ) in that sub-band to all possible value of mnR ,

ˆ  in the chosen 
modulation modes M for each subcarrier index n in the current sub-band. The index m defines 
the index of possible points on the constellation map, and ranges from 1,…, M . The error 
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energy em between the ideal constellation phasor positions and the received phasors is 
calculated for each modulation mode via [40] 
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∑ ,                                                                                                 (3.4) 

 
 

 
Figure 3.2: An example of signaling symbol points for adaptive bit loading with allowable 
M= {0, 2, 4, 16, and 64} 
 
The modulation mode Mm, which minimizes em, is then chosen for the demodulation of the 
sub-band. It is mentioned in [40] that there are two ways to conduct blind modulation 
detection. They are pattern recognition and decision theoretic approaches. The pattern 
recognition approach needs a relatively large number of samples available to make a decision. 
This requires a large memory during computations. Therefore signaling is considered to be a 
better alternative than the pattern recognition approach. There are three methods known for 
use in the decision theoretic approach.  
 
The first one is based on the average Euclidean distance, which is calculated as [40] : 
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Rs is the received sample on index sample s, R̂  is the hypothesis of the received sample, m is 
the index of the modulation, and S is the number of samples used for averaging. The scheme 
which minimizes the average Euclidean distance e is chosen for demodulation.  
 
The second method is based on the Kullback-Leibler (K-L) distance algorithm. The K-L 
distance is defined as the distance between any two probability distribution functions, f and g. 
In the method, f is the probability distribution of errors from the received symbols, and g is 
the distribution for the approximate model. The distance between the two distributions is a 
measure of dissimilarity between them. It should be noted that the directed distance from f to 
g is not the same as that from g to f. The K-L distance can be expressed as [40] : 
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where pi is the ith true probability outcome, π1 to πL correspond to elements of the 
approximating probability distribution. L is the number of possible modulation modes. Both, 
Σpi and Σπi are equal to 1. f and g correspond to pi and πi, respectively. The notation I(f, g) 
according to information theory is the mutual information between random variables f and g 
and in this context is referred as the information lost when g is used to approximate f.  
 
Since in adaptive modulation, different modulation schemes are used between specific SNR 
bounds for the purpose of optimum performance, the probability density function (PDF) 
approximation can be used to determine the SNR and then the modulation scheme can be 
estimated at the transmitter. Assuming that for a set of K SNRs, the probability distributions 
of errors, i.e the PDFs g1, ..., gK for K SNRs, are known, therefore K can be seen as the 
number of samples (data for which their modulation modes have to be determined) to be 
observed. The distribution of the errors of received noisy symbols (i.e. model f) can now be 
calculated and allow us to estimate the K-L distances to all approximating PDFs g1 to gK. By 
minimizing the K-L distance, the resulted SNR and transmitted modulation scheme can be 
obtained.  
 
The third method uses the mean-squared-error (MSE) between the elements f and g, 
calculated from [40] : 
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By using this method, only a simple measure of the distance and not a weighted directed 
distance is obtained. This is why K-L distance is well suited for  SNR estimation. Two sets of 
distributions may have the same MSE, but may result from different SNRs. 
 
 
3.2.2 Adaptive Bit Loading 
 
Adaptive bit loading is an intelligent bit allocation technique. The allocation is applied based 
on the channel condition. More bits are allocated to the good channel and less bits to the bad 
channel. Each bit loading algorithm has its own optimization criterion. The common required 
information by the bit loading algorithms are the channel state information (H), the noise 
variance (σn

2) and interference variance (σI
2) that refers to the signal to interference plus noise 

ratio (SINR) on each carrier. This information can be acquired by sending periodic training 
pilot symbols in an OFDM frame. When a channel estimation module produces the channel 
estimates, the estimated noise ( ,

ˆ
n lN ) and interference ( ,n̂ lI  ) on carrier n of OFDM symbol l 

can be derived by subtracting the received signal (Yn,l) on carrier n of OFDM symbol l  from 
the multiplication of the channel transfer function estimate (Ĥn,l) and the pilot (XP

n,l ) at that 
same position, i.e.  
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where  Hn,l is the actual channel state, Δn,l is the channel estimate mismatch error, Nn,l and In,l 
are the original noise and interference term on carrier n of OFDM symbol l.  In this way the 
multiplication of the channel mismatch error Δn,l and pilot XP

n,l is treated as another source of 
noise/interference. The noise and interference variances can be calculated from the collection 
of the estimated noise and interference terms on carrier n of all training symbols in an OFDM 
frame. If the channel states are perfectly estimated at the receiver, the value of Δn,l will be 
zero.  
 
The bit loading can be applied carrier-wise or group-wise. In the carrier-wise bit loading the 
bits are allocated to a particular carrier according to the estimated channel state, noise and 
interference variance for that carrier. In the group-wise bit loading the carriers are grouped 
where each group consists of L carriers. The grouping can be based on the index numbering of 
the carriers or derived from the sorting of the channel state gains (from the lowest up to the 
highest one). The carriers with low channel state gain will be grouped with other carriers with 
low channel state gains, while a carrier with high channel state gain will be grouped with 
other carriers having similar channel gains. The bits to each group will be allocated according 
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to the average estimated channel state, noise and interference variance for that group. In the 
following sub sections some existing bit loading algorithms will be overviewed and evaluated. 
 
3.2.2.1 Chow Algorithm 
 
This algorithm focuses on the rate distribution knowing the capacity of the subcarriers. The 
goal is not to send as many bits as possible, but to send a fixed data rate most reliably by 
maximizing the performance margin. The optimization problem can be described as follows 
[41]: 
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ettninm PpRRtosubject ,max argarg ,             (3.9) 

 
where γmargin is the system performance margin (in dB)  that defines the maximum allowable 
noise quantity on the system, Rn is the number of allocated bits in subcarrier n, Rtarget is the 
targeted total number of bits per OFDM symbol, pn is the power allocation on subcarrier n, 
and Pbudget is the total allocated power per OFDM symbol. Chow algorithm tries to maximize 
the allowable amount of noise while it still can achieve the targeted bit error rate (BER). For 
each subcarrier the bits are allocated based on the following equation [41]: 
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SNRn  is the SNR in subcarrier n (in dB). Γ is the SNR gap (in dB) which is a constant which 
estimates the difference between the channel capacity and the actual capacity usage by the 
transmission scheme is defined as:  ( ) 34SER 21Q /)/( −=Γ where SER is the expected symbol 
error rate, and Q(x) is the Gaussian probability function. γmargin  is  updated iteratively until the 
total number of bits per OFDM symbol satisfies the target rate. Rn is quantized to RQn  
according to the allowable constellation size of the modulation (i.e., 2 bits for 4-QAM, 4 bits 
for 16-QAM, 6 bits for 64-QAM, and 8 bits for 256-QAM). The complete algorithm is given 
in [41].  

 
3.2.2.2 Fischer Huber Algorithm 
 
This algorithm tries to guarantee that all subcarriers have the same SNR, considering that the 
overall error rate is dominated by the subcarrier with highest error rate. The rate and power 
are distributed in such a way that the error probability on each subcarrier is minimized. In a 
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QAM modulated system the optimization problem is minimizing the probability of symbol 
error on subcarrier n (i.e., pn), which is defined as [42]: 
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where pn is the probability of error on subcarrier n, Kn is the number of nearest neighbors, dn 
is the minimum distance between constellation points, and σ2

n is the variance of the noise on 
subcarrier n. The minimum BER is achieved when all subcarriers have the same error 
probability. The number of bits per subcarrier per symbol Rn can have any real value. The 
optimum bit distribution which maximizes the SNR under the condition that it is constant for 
all subcarriers equals [43] : 
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where RT is the target rate, K is the number of active carriers, σ2

n is the noise variance on 
subcarrier n, and Hn is the channel gain on subcarrier n.  
 
If Rn becomes negative for any n, the n-th subcarrier is excluded and the algorithm is applied 
again over a reduced  K subcarriers set. This is done iteratively until all remaining subcarriers 
have a positive rate. 
 
Rn is also quantified into RQn as described in the Chow algorithm. After all the subcarriers 
have their allocated bits according to eq. (3.12), but if the target rate is still not obtained, then 
addition or subtraction of bits is conducted based on the difference between Rn and RQn until 
the total rate reaches the targeted bit rate. 
 
The set of quantified rates must be chosen such that it minimizes the mean square error 
between the optimum rate distribution Rn and the quantized distribution RQn, with the 
constraint that Σn RQn = Rtarget. Because of the quantization procedure, the SNR is no longer 
constant at the different subcarriers, as obtained for the continuous distribution of Rn. A 
constant SNR can be guaranteed by adapting the power for the remaining subcarriers [43]: 
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where D is the subset of active subcarriers, C is a power constant such that Σn pn = PT is 
satisfied (PT equals the total transmitted power). If the noise is white, i.e., σ2

n = σ2 for any n,  
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the algorithm depends on the channel gains |Hn| only. If the transmitter knows the channel 
coefficients, the algorithm can be performed without requiring knowledge of the noise level at 
the receiver. 
 
3.2.2.3 Simple Blockwise Loading Algorithm (SBLA) 
 
The given number of Nc subcarriers is divided into nB blocks of b adjacent subcarriers. For 
block i, the algorithm determines a modulation level mi, such that at a given bandwidth 
efficiency E ( in units [bit/subcarrier]), code rate R and given number of blocks nB the 
following equation is satisfied [44]: 
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0

1 Bn -1
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m m
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= ∑ . One key property of the SBLA is assigning the same modulation level 

to adjacent subcarriers within one block. Due to the observation that in general the channel 
gains and consequently the SNRs of neighboring subcarriers are (highly) correlated, no 
noticeable performance degradations are expected by introducing a block of subcarriers, 
which are smaller than the coherence bandwidth of the channel. 
 
A second key property of SBLA is the low computational complexity, which is mainly based 
on the usage of a predetermined SNR grid. The SNR grid contains a list of differences of the 
SNR thresholds, required to switch between the modulation levels mi of the supported QAM 
modulation alphabets for a specific block. 
 
The choice of modulation level mi for a specific block of subcarriers is based on the (mean) 
SNR for this block i.e., SNRi. The predetermined SNR grid (containing fixed interval sizes for 
each modulation level mi) is used, as given for example in Figure 3.3. The absolute position 
on the SNR axis, i.e. the absolute SNR threshold for each desired bandwidth efficiency E is 
determined by shifting the grid according to the average modulation level m and the mean 
SNR (SNRmean) for the given channel. (i.e. the mean SNR over all subcarriers). After first 
allocation of bits per subcarrier which has been performed by usage of an SNR grid without 
any iteration, it might be necessary to add or subtract bits in order to meet the desired 
bandwidth efficiency E (i.e. data rate). The detailed steps of this method are as follows [44]: 
 

• Initialization of the total number of subcarriers (Nc), the number of subcarriers (b) per 
cluster, the average number of bits per subcarrier (m) over all subcarriers, and the 
inverval sizes for the predetermined SNR grid according to the targeted bit error rate 
BERtarget. The total number of bits to be distributed by the algorithm in one OFDM 
symbol then follows as Rtarget = mNc. 
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• Determine the SNR for each block of subcarriers (SNRi) and the mean SNR (SNRmean) 
over all subcarriers. 

•  Shift the SNR grid according to the average number of bits per subcarrier m and 
SNRmean. 

• Assign a modulation scheme (number of bits mi) to each subcarrier block i according 
to the position of SNRi in the SNR grid. 

• Calculate the total number of allocated bits as Rtotal = Σi mi.b 
• As long as Rtotal ≠ Rtarget, add or subtract bits as in the Fischer algorithm and increase 

or decrease Rtotal accordingly. 
• Perform a scaling of the transmit power (equal for all subcarriers), depending on the 

number of unused subcarriers. 
 

Determination of the SNR grid is done by applying the OFDM transmission technique, the 
frequency selective radio channel is transformed into K frequency non selective channels. 
Thus, K parallel AWGN channels with different SNRs result. Therefore K can be seen as the 
number of SNR level or the number of modulation modes applied on this adaptive bit loading 
technique. With the aim to obtain the same BERtarget on all subcarriers, the BER curves for the 
AWGN channel can be used to derive the SNR grid. An example of the SNR grid is shown in 
Figure 3.4. 

 
Figure 3.3 : Allocation of modulation schemes. The grid is shifted according to the average 
number of bits per subcarrier (m=3 as example) and the mean SNR [44] 

 

 
Figure 3.4 : An example of SNR gap for applying the simple block wise loading algorithm 
[45] 
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3.2.2.4 Subband Bit Loading based on Fischer-Huber Algorithm 
 
Equation (3.14) can be modified in order to have the bit allocation per subband. As given in 
[46] the equation becomes: 
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where Hi denotes the channel gain of the i-th subband, which is the average value of the 
channel gains of the subcarriers affiliated to that subband. ψ contains the set of indices of the 
active subbands (subcarriers with non-negative values for Ri ), N’B is the number of active 
groups in the set.  The grouping of subcarriers can be based on their indices (successive 
subband  grouping) or based on the order of the channel gain (sorted subband grouping). 
 
 
3.2.3 Spectrum Pooling and Sidelobes Cancellation Carriers Insertions 
 
In previous chapter the windowing design was described. The window according Figure 2.7 
(b) is applied in order to reduce the bit rate loss. The scheme can be seen as having 
overlapped OFDM. Figure 3.5(a) depicts the overlapping time domain OFDM signal (with 
duration 2Tu(α+1)) with overlap length 2αTu.  
 
Another overlapped OFDM scheme is depicted in Figure 3.5 (b). The overlap length is 
arranged in such a way that the useful signal in the area of TGI and Tu of one OFDM symbol 
will not be overlapped with the useful signal of the following OFDM symbol. For this reason, 
the value of the signals outside the TGI and Tu areas of the OFDM symbol (see Figure 3.5(b)) 
are filled with zeros. 
 
Another approach to reduce the long symbol duration is by applying the sidelobes 
cancellation carriers technique proposed in [21]-[23] which can avoid the long symbol 
duration due to windowing. The sidelobes cancellation carriers are carriers that will cancel the 
peak sidelobes at some optimization points in the LU band. The principle of sidelobes carriers 
de-activation is described in Figure 3.6. By looking at the optimization area, we can choose 
the number of side-lobe peaks that we want to nullify. Accordingly, the number of peaks to be 
nullified will determine the number of sidelobes cancellation carriers required. 
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(a) 

 

 

 

 

 

(b) 

Figure 3.5 :  Window design (a) without influence to the transmitted signal in the period of  

)( α−≤≤ 1
2

t0 Tu with shorter overlap period and (b) with longer overlap period  

 
In [21] and [22] the optimum number of cancellation carriers is found by observing the 
resulting sidelobes from the OFDM power spectrum density with cancellation carriers through 
simulations. The results revealed that more than 2 cancellation carriers on each border side 
with respect to the LU band will not add significantly to the sidelobes reduction. The 
sidelobes cancellation carriers will be used in the replacement scheme of de-activated carriers. 
Choosing l peak points to be nullified requires a set of l linear equations that involves l 
variables. The example in Figure 3.6 shows the problem of determining the amplitude of the 4 
cancellation carriers (Xccc1, Xccc2, Xccc3, Xccc4 ). The amplitude value of these 4 cancellation 
carriers will be obtained by solving 4 linear equations  according to the general optimization 
equation in eq. (3.16) for each frequency of the sidelobe peak i (i.e., fo(i)),     
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where No is the number of optimization points ( in our case is 4),  fcc  is the frequency location 
of the cancellation carrier cc, Gcc(f) is the window spectrum ( G(f) is derived from the Fourier 
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transform of the window function g(t)) of the the cancellation carriers cc on frequency f (if 
rectangular window is used, Gcc(f) will be a sinc function), and Xdd(fo(i)) is the OFDM 
spectrum without cancellation carriers (i.e. OFDM spectrum by replacing the cancellation 
carriers with de-activated carriers) on the side-lobe peak i .  
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Figure 3.6: Cancellation carriers technique by determining the side-lobe peak points to be 
eliminated in the optimization area 
 
    
Due to carriers de-activation in the LU band there will be some unused power that can be 
allocated to the cancellation carriers in case high cancellation carriers amplitudes occur. The 
remaining power can be allocated to the data signal in order to have a better data detection at 
the receiver. The optimization problem in eq. (3.16) takes all cancellation carriers into 
account. In case the distance between the cancellation carriers at one edge and the side-lobe 
peak points at the other edge is large, then the influence of the cancellation carriers side-lobes 
at that side-lobe peak point can be neglected (e.g. Xc1(fo(3)- fc1)≈ Xc2(fo(3)- fc2) ≈ Xc3(fo(2)- fc3) 
≈ Xc4(fo(2)- fc4) ≈0 ). Therefore, the optimization can be separated by solving the equations 
with variables involving the subset of cancellation carriers at one edge, and then solving the 
equations with variables involving the second subset of cancellation carriers at the other edge. 
The side-lobes reduction by the cancellation carriers can be seen in Figure 3.7. The spectrum 
is derived from a rectangular windowed OFDM spectrum with 16 FFT points, 9 active 
carriers located in the middle that makes 4 carriers on the left and 3 carriers on the right are 
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de-activated. Each active carrier is allocated with a BPSK symbol.  Two cancellation carriers 
are located at the left edge, and two are at the right edge. The peaks at the optimization points 
are eliminated, thus lower side-lobes are achieved.  
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Figure 3.7:  The rectangular windowed OFDM spectra with sidelobe suppression by using 
two cancellation carriers on each edge  
 
 
Fig. 3.8 depicts the comparison between the side-lobes of a combined rectangular windowed 
OFDM with de-activated carriers, cancellation carriers, and cancellation carriers combined 
with de-activated carriers and other kind of windows. The OFDM parameters in Figure 3.8 
are the same as the ones in Figure 3.7. The duration of the other windows (non-rectangular) is 
2Tu(α+1), hence the spectrum is orthogonal in the frequency period of 1/ (2Tu) and  the useful 
signal is not deteriorated by the window. The sidelobe of the combined Tu duration 
rectangular window with the sidelobes cancellation carriers in the optimization area is 
considerably lower than for the other form of windows. By observing the outcomes of having 
lower side-lobes and shorter symbol duration, the combination of OFDM with de-activation 
of carriers in the LU band and sidelobes cancellation carriers located adjacent to LU band is a 
promising modulation technique to be applied in Cognitive Radio. 
 
Without the sidelobes cancellation carriers, the application of combined adaptive bit loading 
and spectrum pooling is restricted by the allowable side-lobes power (PThreshold ) in the LU 
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band. Inserting the sidelobes cancellation carriers will ease the application of adaptive bit 
loading since each sidelobes cancellation carrier will make sure that the OFDM based CR 
sidelobes will be reduced. Hence the adaptive bit loading algorithm can be optimally utilized. 
Therefore, the sidelobes increase in the LU band due to the allocated bits will be counteracted 
by the insertion of cancellation carriers. 
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Figure 3.8:  Spectrum side-lobe comparisons between rectangular windowed OFDM with de-
activated carriers, cancellation carriers, and, cancellation carriers combined with different 
kind of windows (α =0.25) and de-activated carriers 
 
 
 
3.2.4 Combined Adaptive Bit Loading with Spectrum Pooling and Sidelobes 

Cancellation Carriers Simulation Results and Analysis 
 
In the initial work we applied combined adaptive bit loading with Spectrum Pooling. The 
spectrum pooling was applied carefully in such a way that the mutual interference between 
the LU and the Cognitive Radio system is very low (negligible).  The simulation parameters 
are given in Table 3.1. We hereby assume perfect synchronization between transmitter and 
receiver, and the receiver can detect the modulation mode on each carrier correctly. 
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Figure 3.9 shows the performance comparison between several adaptive bit loading schemes 
and the Better Than Raised Cosine (BTRC) window with α =21/128, under the condition of 
perfect channel estimates. It is shown that the Fischer algorithm is superior to other bit 
loading algorithms. At a BER=10-2, around 5 dB gain is then achieved [47], [48]. Since the 
window shape will not affect the BER performance of the OFDM system (see Figure 3.5(a)), 
it can be assumed that the the gain remains for other window forms such as Raised Cosine and 
Bartlett. 
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Figure 3.9 : BER vs SNR (dB) comparisons of  Adaptive Bit Loading algorithms using Better 
Than Raised Cosine Window form  according the design in Figure 2.3(b) with  α =21/128 
(TGI /Tu) and allowable modulation modes : BPSK, 4-QAM,16-QAM, 64-QAM, and 256-
QAM 
 
 
In the case of an imperfect channel estimate after Wiener filtering, the adaptive bit loading 
performance will degrade. The results show that the SNR degradation of the Fischer 
algorithm with Wiener filtering is about 7 dB at a BER of 10-2 compared to the case with 
perfect channel knowledge as depicted in Figure 3.10 [47]. With respect to the CR sidelobes, 
its impact to the CR BER will be manifested if the guard band between LU and CR is not 
really implemented; hence, the I term in eq. (3.10) will exist and should be treated as extra 
noise that (according to the available bit loading algorithm) will be counteracted by reducing 
the bit allocations on the carriers contaminated by those interferences for the purpose of 
maintaining the targeted BER. 
 
 



 
 
 
 
 
 
 
 
                                                                                                                                               
 

 
 
 
 
 
 

43

Table 3.1: Simulation Parameters 
 

OFDM Parameters Channel Parameters 
Carr. freq. 5.5 GHz Max.  channel delay 5 μs 
# of  carriers 256 # of Taps 11 
Carr. spacing 31.25 kHz Taps distance 0.5 μs 
Guard time  5.25 μs #. of Paths 12 
Bit Rate 3 Mbps Veh.  speed 100 Km/hr 
Chn. coding OFF Fading Model Rayleigh  

 
 
An imperfect channel estimate denotes an imperfect frequency shift recovery by the channel 
estimation module due to the Doppler effect, resulting into an intercarrier interference (ICI) 
effect. The higher the sidelobes the larger the ICI which will degrade the BER performance. 
By decreasing the sidelobes the impact of  ICI will be reduced. The phenomenon can be 
analyzed from the received signal on subcarrier k (Yk) of an OFDM symbol after fading 
removal by utilizing the estimated channel transfer functions (CTFs): 
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                                                                                                                                             (3.17) 
 
where g(t) is the window function, NFFT is the number of FFT points (number of subcarrier), 
Hn, Ĥn, and  fn  are the CTF, estimated CTF and frequency of subcarrier n respectively , fs is 
the carrier frequency shift due to the channel fading (can be seen as Doppler effect), sf̂  is the 

estimated carrier frequency shift, sss fff ˆ−=Δ , and An= Hn/ Ĥn.  The first term in eq. (3.17) 
is the desired signal  while the second term is the ICI contribution. By observing eq. (3.17) we 
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can see that the window function g(t) plays a role in determining the ICI quantity. Therefore 
by proper selection of a window g(t) with low sidelobes, the ICI effect can be minimized. 
 
The BER results of the OFDM-based CR system employing combined adaptive bit loading, 
spectrum pooling and cancellation carriers will have the same tendency as shown in Figure 
3.9, where carrier-wise bit loading using the Fischer-Huber algorithm outperforms the other 
algorithms since the useful signal will not be affected by the window or by the sidelobes 
cancellation carriers. The carriers close to the border with the LU band would be the most  
interfered  carriers by the LU access due to the LU signal side-lobes, but this condition will be 
anticipated by adaptive bit loading algorithm and by taking into account the interference term 
as described in eq. (3.10). The bits allocated to these carriers (close to the border with the LU 
band) will be small, and a small constellation size is more robust against interference and 
noise.  
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Figure 3.10:  BER vs SNR (dB) for Adaptive OFDM after a Rect Wiener Filter Channel 
Estimation; allowable modulation modes: BPSK, 4-QAM,16-QAM, 64-QAM, and 256-QAM 
 
An important issue in applying combined adaptive bit loading with spectrum pooling and 
cancellation carriers into an OFDM-based CR is the interference quantity (sidelobes) that the 
CR system will cause to the neighboring LU band. We have discussed that the adaptive bit 
loading will take care of the constellation size of carriers located at the border with the LU by 
considering the LU sidelobes quantity on those carriers. The worst condition is when the 
interference by the LU to the OFDM based CR carriers at the border stays undetected; further 
also, if the sidelobes contributions of all OFDM-based CR carriers on one reference peak in 
the LU band have the same phase, and each of them has maximum symbol values that will 
add together constructively and so making a high sidelobe peak. 
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In order to further explain the impact of adaptive CR, we start from a normalized spectrum 
amplitude example of an OFDM-based CR with 256 carriers. 36 carriers in the middle 
(carriers 111 -146) are occupied by the licensed user. Totally 40 carriers are de-activated, that 
means carriers 1-108 and 149-256 are active carriers. If 2 sidelobes cancellation carriers are 
inserted on each side of the border with the LU band then they will be located on carriers 
109,110, 147 and 148. If only 1 sidelobe cancellation carrier is inserted then only carriers 109 
and 148 are used. As shown in Figure 3.8 the maximum sidelobe peak will normally occur 
within a normalized frequency distance of 0.5 to the closest sidelobes cancellation carrier on 
the LU band. (e.g on position 110.5 for the 2 sidelobes cancellation carriers insertion and on 
position 109.5 for the 1 sidelobe cancellation carrier insertion).  The worst case will be if all 
the carriers will apply 256 QAM. The 256 QAM modulation gives a high error vector 
magnitude (EVM) compared to the lower constellation sizes and as a consequence gives the 
highest impacts on the BER performance [49]. This is an important reason why this 
constellation size is not used in any practical standard. However, in this chapter we only try to 
observe the impact of such worst case situation on our OFDM based CR signal. Putting 
fTu=110.5  and also fTu=109.5 into eq. (2.1) and having g(t) as rectangular window, then the 
maximum peak will occur if the odd numbered carriers produce a negative symbol QAM 
point with the highest amplitude  ( in 256 QAM this is the symbol on the -15 –j15 point) 
while the even numbered carriers produce a positive symbol QAM point with the highest 
amplitude (in 256 QAM this is the symbol on the 15 + j15 point). The sidelobes in the region 
of fTu=109.5 untill fTu=147.5 for the OFDM with de-activated carriers, 1 sidelobe 
cancellation carrier and 2 sidelobes cancellation carriers cases are depicted in Figure 3.11. 
The roll-off factor α=0.2.  
 
As a consequence of applying the adaptive bit loading, there is the possibility that the 
sidelobes cancellation carriers require high power as can be seen in Figure 3.11. This power 
requirement can be compensated as the unused power due to carriers de-activation in the LU 
band can be allocated to those sidelobes cancellation carriers. Further, by combining the 
sidelobes cancellation carriers with time domain windowing as suggested in [22] and [23] (e.g 
Raised Cosine, BTRC, or farcsech ), the amplitude of the sidelobes cancellation carriers can 
be further reduced. Figure 3.11 depicts the impact of the raised cosine window in avoiding 
high amplitude of sidelobes cancellation carriers compared to sidelobes cancellation carriers 
combined with rectangular window. The results in [24] have shown that the combination of 2 
cancellation carriers on each side adjacent to the LU band and a raised cosine window with a 
roll-off factor α=0.2 gives more than 30 dB sidelobes reduction compared to the conventional 
OFDM. In comparison with our observation in the worst case scenario, the combination 
between 2 sidelobes cancellation carriers on each side adjacent to the LU band and the raised 
cosine window with the same roll-off factor value gives a sidelobes reduction more than 30 
dB, even more than 40 dB compared to the rectangular window with carriers de-activation as 
depicted in Figure 3.11(b). 
  
With respect to the peak to average power ratio (PAPR) problem in OFDM, the sidelobes 
cancellation carriers contribution to the PAPR growth is described as given in eq. (3.18),  
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where x(k) is the time domain OFDM signal for the k th sample, Xccc  is the symbol value on 
the sidelobes cancellation carriers position cc, Ex is the averaging operator, cc1 is the first 
sidelobes cancellation carrier, Ncc is the total number of sidelobes cancellation carriers being 
inserted, while the rest of the symbols have been explained before (in eq. (2.1)). By observing 
eq. (3.18) we guess that the sidelobes cancellation carriers will not give a significant 
additional PAPR growth. [ The peak power in the time domain signal is the result of 
accumulated coherent phase of the multiplication between the frequency domain OFDM 

symbol (Xn) and the factor e N FFT

kn2j π
  2

0

1 FFTN
j nk

k n
nFFT

x X e
N

π

=

⎛ ⎞
=⎜ ⎟

⎝ ⎠
∑ ]. We predict that less than 2 % 

peak power contribution comes from the sidelobes cancellation carriers ( assuming NFFT=256, 
Ncc=4). It is possible that this 2% contribution raises a higher PAPR. The evaluation in [23], 
based on simulations, shows that the sidelobes cancellation carriers give only a slight PAPR 
increase. 
 
To check this juncture we have simulated random symbols from a 256 QAM constellation 
mapping (in order to demonstrate the effect of adaptive bit loading) applied in combination 
with sidelobes cancellation carriers and windowing. The OFDM parameters remain the same 
with the parameters used in producing Figure 3.11. The complementary cumulative 
distribution function (CCDF) graphs of the  PAPR for adaptive OFDM with de-activation 
carrier and rectangular window, with addition 2 cancellation carriers on each edge, or 2 
cancellation carriers combined with raised cosine windows are given in Figure 3.12. The 
Figure indicates an insignificant impact by the sidelobes cancellation carriers and its 
combination with low sidelobes time domain windowing, in this case the Raised Cosine 
window was used to the PAPR growth.  
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(b) 

Figure 3.11 :  Spectrum sidelobe comparison between the rectangular windowed OFDM with 
de-activated carriers; 1 sidelobe cancellation carrier, 2 sidelobes cancellation carriers at the 
border with the LU band and 2 sidelobes cancellation carriers with a raised cosine windowed 
OFDM in combination with adaptive bit loading in the worst case scenario with α=0.2 , (a) 
the complete optimization area and (b) left part of the optimization area 
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Figure 3.12 : PAPR CCDF comparison of a) Adaptive OFDM with a carriers de-activation 
and Rectangular window; b) combination of Adaptive OFDM with a carriers de-activation 
and 2 cancellation carriers adjacent to the LU band and using a Rectangular window, and                   
c) combination of Adaptive OFDM with a carriers de-activation and 2 cancellation carriers 
adjacent to the LU band and using a Raised Cosine window 
 
 
It has been discussed in section 2.2 that in order to have a window that will not influence 
(deteriorate) the bit rate, the useful signal duration should be 2Tu; a longer signal will reduce 
therefore the transmission bit rate. The windowing strategy according to Figure 3.5 (b) tries to 
reduce the total OFDM frame duration as low as possible, therefore this window would be a 
promising alternative to attain the targeted bit rate.  
 
PAPR is a common problem in every OFDM system, therefore, the current available 
conventional OFDM-PAPR reduction techniques can be applied in the Cognitive Radio 
context. According to the analysis, the OFDM based CR bit rate and sidelobes reduction 
capability will be the trade-off optimization problem in the CR system.  
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3.3 Wavelet Packet Modulation by Frequency Selective Wavelet for 
Cognitive Radio** 

 
The Fourier transform in OFDM uses Cosine and Sinusoidal waveforms as its transformation 
function. These Cosine and Sine can be replaced by wavelet basis function. Hence a new 
modulation technique termed as wavelet packet multi carrier modulation (WP-MCM) is 
formed. In this way, there is a degree of freedom in shaping the spectrum of the wavelet based 
OFDM. In the context of Cognitive Radio, the spectrum shaping is crucial. The Cognitive 
Radio spectrum should be shaped in such a way that it will not disturb the legacy system 
signal. The co-existence between the Cognitive Radio and the legacy system should be 
preserved. The flexibility in shaping the wavelet-based OFDM spectrum makes wavelet based 
OFDM interesting to be explored further. 
 
The two fundamental tasks of the WP-MCM cognitive system are – 1. Radio spectrum 
analysis to gather intelligence on spectrum holes and occupied bands,  and 2. WP-MCM 
based adaptive data transmission on idle bands. At the transmitting end, an incoming high-rate 
serial data stream is split into M lower-rate parallel streams. The data in each parallel branch 
is then upsampled by M and used to modulate M subcarriers. Meanwhile, the spectrum 
estimator gauges the channel and performs a radio scene analysis to estimate LU frequency 
bands and detect spectrum holes. Based on the spectrum estimates, the cognitive modules 
dynamically de-activate those sub-channels of the WP-MCM system that lie in and around the 
spectrum of the LU. The idea is to dynamically sculpt the CR transmission signal so that it 
has no or very little time-frequency components competing with the LU. In this way the CR 
can seamlessly blend with the LU operation. The sub-carriers are then modulated and scaled 
to the desired energy level to obtain the WP-MCM transmission signal. The transmitted signal 
in the discrete domain, y[k], is composed of successive modulated symbols, each of which is 
constructed as the sum of M sub-carriers, φm[k], individually modulated. It can be expressed 
in the discrete domain as: 
 

1

,
0

[ ] ( [ ])
M

ms m
s m

y k a k sMϕ
−

=

= −∑ ∑                                                                                     (3.19) 

 
where as,m is a constellation encoded sth data symbol modulating the mth waveform. To 
reduce the error probability, the sub-carriers are made orthogonal. The orthogonality of the 
subcarriers is defined as [50]: 
  

[ ], [ ] [ ]m nk k m nϕ ϕ δ< >= −                                                                                               (3.20)  

                                                 
** This work is the result of collaboration with M.K. Lakshmanan. The theoretical content of this section is 
selected from the papers [6], [62], [65] and the paper from M. K. Lakshmanan and H. Nikookar, “Optimum 
Wavelet Packet Construction for Multicarrier Based Cognitive Radio system”, published in Proc. Int. Symp. on 
Wireless Personal and Multimedia Communications (WPMC), Finland, Sept. 2008.  
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where, < ⋅ >  represents an inner product operation and [ ]δ ⋅ is  the dirac-delta function. In 

OFDM, the discrete functions φm[k] are complex basis functions g[k]
2j mk
Me
π

 limited in the time 
domain by the window function g[k]. In the WP-MCM scheme, the subcarrier waveforms are 
obtained by successively decomposing a couple of elementary paraunitary filters [50]-[52]. 
The nature of the subcarriers therefore depends on the properties of the underlying filters 
used; therefore filters with suitable properties have to be developed. More on this will be 
presented in the following subsection. The steps to generate the WP-MCM transmission 
signal are elucidated in Figure 3.13. 
 
To detect the transmitted data, the received signal [ ]r k is de-convolved with a receiver sub-

carrier waveforms, 
~

[ ]m kϕ . The sub-channels 
~

[ ]m kϕ are the duals of φm[k] and their 
orthogonality can be expressed as  

~
[ ], [ ] [ ]m nk k m nϕ ϕ δ< >= −                                                                        (3.21) 

 

The estimate of each subchannel 
^

,s ma is derived from  
^ ~

, ( [ ]* [ ])ms m Ma r k k sMϕ= − ↓                                                                                   (3.22) 
 
Here the down arrow represents decimation by M while * is the convolution operation. These 
estimates are then de-mapped and parallel to serial converted to identify the transmitted data.   
 

Generation of Wavelet Packet 
Sub-carriers and their duals

Deactivate affected WP-MCM Sub-Carriers

Construct WP-MCM Transmission Waveform 
with NO time-frequency components competing 

with Licensed User

Design of Paraunitary Filter 
Banks

Radio Spectrum Analysis
And Spectrum Pooling

Information on Idle and 
Active Licensed User Bands

Cognitive ModuleWP-MCM Module

 
 
Figure 3:13:  Fundamental Blocks of WP-MCM based Cognitive Radio system 
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3.3.1    Generation of Wavelet Packet Sub-Carrier Bases 
 
The subcarrier signal waveforms in traditional MCM implementations, such as OFDM, are 
sine / cosine basis functions. In WP-MCM the sub-carrier waveforms are derived from poly-
channel tree structures built by cascading multiple two-channel filter banks like the one 
shown in Figure 3.14.  
 

H 2:1↓ 1:2↑ H’

G 2:1↓ 1:2↑ G’

+

Analysis Filter Banks Synthesis Filter Banks

 
 
Figure 3.14: Two channel filter bank analysis with analysis filters H and G (low and high 
pass, respectively) and synthesis filters H’and G’ (low and high pass, respectively) 
 

A two-channel filter bank consists of a set of 4 perfect reconstruction filters (2 high pass and 2 
low pass) which allow the decomposition and reconstruction of a signal without amplitude or 
phase or aliasing distortion [53]. The two-channel filter bank has the property of splitting the 
signal into two lower resolution versions – namely the coarse (low pass) and the detail (high 
pass). When the decomposition into coarse and detail components is continued iteratively, it 
leads to the generation of wavelet packet bases. When the perfect reconstruction filters used 
satisfy an additional property known as the para-unitary condition (explained later in section 
3.3.3), they lead to wavelet packet bases with impulse responses that are mutually orthogonal 
to one-another and to their duals [53]-[55]. 
 
The wavelet packet sub-carriers (to be used at the transmitter end) are generated through a 
multi-channel filterbank consisting of cascaded two-channel filters applying the synthesis 
filters (H’ and G’). This represents an inverse discrete wavelet packet transformation 
(IDWPT) and consists of binary interpolation (up-sampling) by 2, filtering and recombination 
at each level. The number of iterations J determines the number of subcarriers M generated 
and the relationship is given as 2JM ≤ .The time domain representation of the wavelet packet 
bases [ ]i kψ  is obtained through a simple convolution rule.  
 

 

2 1[ ] ( )* ( / 2)*....* ( / 2 )* ( / 2 );

where,0 2 1

'( ),for lowpass branches
and, ( )

'( ),for highpass branches

J J
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k w k w k w k w k
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                                                          (3.23) 
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Here h’ and g’ stand for the impulse responses of the low and high pass synthesis filters, 
respectively.  

3.3.2    Generation of Wavelet Packet Dual Bases  
 
The wavelet packet duals (to be used at the receiver end) are obtained from multi-channel 
filter bank analysis too, though the processes are reversed. The duals are obtained from the 
analysis filters (H and G) through the analysis procedure which consists of filtering, 
decimation (down sampling) by 2 and decomposition at each stage. This process is called 
discrete wavelet packet transformation (DWPT). First the signal is passed through a half-band 
high and low pass filter. The half-band low pass filter removes all frequencies that are above 
half of the highest frequency, while the half-band high pass filter removes all frequencies that 
are below half of the highest frequency of the signal. Such a half-band filtering halves the 
resolution, but leaves the scale unchanged. The signal is then sub-sampled by two since half 
of the number of samples is redundant, according to the Nyquist’s rule. This decomposition 
halves the time resolution since only half the number of samples then comes to characterize 
the entire signal. Conversely, it doubles the frequency resolution, since the frequency band of 
the signal spans only half the previous frequency band effectively reducing the uncertainty by 
half. This procedure is iteratively repeated till the desired degree of resolution. The duals 

~
[ ]i kψ   are derived from: 

~
2 1[ ] ( )* (2 )*....* (2 )* (2 );

where,0 2 1

( ),for lowpass branches
and, ( )

( ),for highpass branches

J J
i

J

k f k f k f k f k

i

h k
f k

g k

ψ − −=

≤ ≤ −

⎧⎪= ⎨
⎪⎩

                                                                       (3.24) 

 
 
In (3.24) h and g denote the impulse responses of the low and high pass analysis filters, 
respectively. Figure 3.15 illustrates the derivation of 8 wavelet packet bases and their duals 
from a cascaded level-3 tree structure.  Accordingly by following the rules of obtaining the 
wavelet packet subcarrier bases in (3.23) and the duals according to (3.24), the Mallat 
reconstruction and decomposition filterbanks [56] are depicted in Figure 3.16. 
 
Due to the convolution process between the parallel data stream with the filter bank, the 
resulting output of the time domain signal per WP-MCM symbol will be longer than the 
number of the subcarriers. Therefore during the transmission, the WP-MCM symbols will  
overlap. The overlapping distance should be designed in such a way that the total number of 
samples in one WP-MCM frame will be equal to the multiplication between the number of 
subcarriers and the number of WP-MCM symbol per frame.  
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Figure 3.15 Generation of wavelets. (a) A level-3 tree gives 8 wavelet packet bases for the 
transmitter and their (b) duals for the receiver. The up arrows represent interpolation by 2, the 
down arrows represent decimation by 2. H’ and G’, denote the frequency responses of the low 
and high pass reconstruction filters, while H and G denote the frequency responses of the low 
and high pass decomposition filters, respectively 
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Figure 3.16: An Mallat representation of 8-subcarriers Reconstruction and Decomposition 
filter banks 

 

3.3.3    Design of Best Wavelet Packet Bases For WP-MCM  
 
The attributes of a multicarrier modulation system greatly depends on the set of waveforms 
used. The property of the waveforms in turn depends on underlying filter banks used. Many 
considerations go into the design of a wavelet system including properties such as 
orthogonality, compact support, symmetry, and smoothness. Here we shall discuss a few 
important ones. 
 

3.3.3.1 Para-unitary Condition 
 
A rational transfer function A(z) is said to be para-unitary when it obeys the relation 

1)()(
~

=zAzA . Here )(
~

zA is the para-conjugate of A(z) and is given as 
~

† 1( ) ( )A z A z−= where the 
superscript † denotes the conjugation of the coefficients.  
 
The paraunitary condition is essential for many reasons. Firstly, it is a prerequisite for 
generating orthonormal wavelets [53]. Second, it automatically ensures perfect reconstruction 
of the decomposed signal [53], i.e. the original signal can be reconstructed without amplitude 
or phase or aliasing distortion, if the filter banks used satisfy the paraunitary condition. Only 
para-unitary filters are considered in the thesis and for such solution pairs the high pass and 
low pass filters share the relationship [53]-[55]:  
 
 [ 1 ] ( 1) [ ]ng L n h n− − = −                                                                                                         (3.25) 
 
where L is the length of the filters. Further, para-unitary filters automatically satisfy the 
perfect reconstruction criterion [55] with the decomposition and reconstruction filters being 
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the complex conjugate time reversed versions of one another i.e.  
 

†'[ ] [ ]h n h n= −     and †'[ ] [ ]g n g n= −                                                                                        (3.26) 
 
Filters satisfying this condition are commonly used in signal processing, and are known as the 
Quadrature Mirror Filters (QMF). A nice aspect of these relations is that it is enough to design 
a single filter, either the low or high pass filter alone. 

3.3.3.2 Compact support 
 
This property ensures that the wavelet is of finite duration and the filter banks used to derive 
the wavelets have a finite number of non-zero coefficients [57].   
Paraunitary and compact support properties are necessary and sufficient conditions for the 
wavelets to be realized. However, they may not always guarantee the generation of smooth, 
regular and well shaped wavelets. Quite often the wavelets can be irregular or even fractal 
shaped [58]. Therefore to ensure smoothness or regularity of the wavelets the additional 
property of regularity is important.  
 

3.3.3.3  Regularity 
 
This property is a measure of smoothness of the wavelet. The regularity condition requires 
that the wavelet be locally smooth and concentrated in both time and frequency domain. It is 
normally quantified by the number of times a wavelet is continuously differentiable. The 
simplest regularity condition is the “flatness” constraint which is stated on the low pass filter. 
A LPF is said to satisfy Kth order flatness if its transfer function H(z) contains K zeroes 
located at the Nyquist frequency ( 1z = − orω π= ). Parameter K is called the regularity order 
and for a filter of length L it satisfies the relation 0 / 2K L≤ ≤ .  

 
Wavelets are defined by the wavelet function ψ(t) (i.e. the mother wavelet) and scaling 
function φ(t) (also called father wavelet) in the time domain. Another way to determine the 
regularity of the wavelets is in terms of the number of vanishing moments of the wavelet and 
scaling functions [57] and it uses the dual vanishing moments to determine the convergence 
rate of the multiresolution projections. The lth moments of the wavelet and scaling functions, 

( )wm l and ( )sm l , respectively, are defined in continuous time domain by: 
 
 ( ) ( )l

wm l t t dtψ= ∫  and   ( ) ( )l
sm l t t dtϕ= ∫                                                                        (3.27) 
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3.3.4  Wavelet Families 
    
In this work we shall largely deal with the Daubechies family and its variants.  
 
3.3.4.1  Daubechies 
 
The Daubechies wavelets are a family of orthonormal wavelets with compact support and 
highest degree of smoothness. It was derived by Ingrid Daubechies [54] who used all degrees 
of freedom K to generate a wavelet family of maximum regularity for a given filter length L, 
or to generate the minimum L for a given regularity [57]. This she did by imposing the 
maximum number of zero moments to the wavelet function in the vanishing moments’ 
condition (equation (3.27)). 

3.3.4.2 Coiflet  
 
Coiflets wavelets are a variation of the Daubechies wavelets. They are so named because it 
was derived by I. Daubechies at the recommendation of R. Coifman who suggested the 
construction of orthonormal wavelet basis with vanishing moment conditions for both wavelet 
and scaling functions (unlike Daubechies wavelets where only the wavelet functions have 
zero moments). The wavelet function has 2L moments equal to 0 and the scaling function has 
2L-1 moments equal to 0.  

3.3.4.3 Symlet  
 
The symlet family of wavelets is another variant of the Daubechies family which are nearly-
symmetrical (as opposed to being symmetrical). These modifications were also proposed by I. 
Daubechies and the properties of the two wavelet families are similar. 

3.3.4.4 Frequency Selective Wavelet  
 

Choosing the right wavelet is a delicate and some times even an overwhelming task. In theory 
any time and frequency limited function can be utilized. However in practice, the wavelet 
bases cannot be arbitrarily chosen and instead have to satisfy a number of specific 
requirements. In general the choices to make concern with the system of representation 
(continuous or discrete), properties of the wavelets desired (orthogonality/ bi-orthogonality, 
regularity/smoothness, frequency selectivity), the application in hand and the context of use 
[58]. A framework that accounts for these requirements must first be defined and the wavelet 
should be selected in a principle approach through optimization of the wavelet design 
parameters. 
 
With regard to the applicability to WP-MCM systems, the desirable properties may be listed 
as follows: 

• The wavelet bases must be time-limited. 
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• The bases must be well confined in frequency.  
• The wavelet packet bases and their duals must be orthogonal (or at least linearly 

independent) to each other to enable perfect reconstruction. 
• The bases must be orthogonal (or at least linearly independent) to each other in order 

to have a unique demodulation capability. 
• The bases must enable the system to handle channel effects and other distortions. 
• The system must be easily realizable and must permit application of fast algorithms. 

 
And in the filter bank domain the objective of the design procedure translates to a 
construction of filters with the characteristics that they:  

• have finite impulse response (FIR)  
• are maximally frequency selective  
• allow orthonormal expansion and perfect reconstruction of discrete-time signals  
• satisfy the para-unitary condition 
• satisfy a desired flatness/regularity condition 

 
Amongst these properties the para-unitary and regularity properties are mandatory to the 
design of the filter banks. In addition to these properties the criterion that needs specific focus 
is the property of frequency selectivity. 
 
In an ideal scenario the filter banks used to generate the wavelets have zero transition bands 
B, i.e. zero difference at the transition between pass and stop band frequencies (refer Figure 
3.17). Under such an ideal scenario the wavelet packet bases derived from a level-i 
decomposition have confined spectral footprints with bandwidth (1/2i) times that of the 
Nyquist frequency.  However, available wavelet families are derived from filter banks that 
have a wide transition band and hence the resultant wavelet sub-carriers have a dispersed 
spectrum with footprints spilling into neighboring regions. The wider the transition bandwidth 
the greater the dispersion of the carrier’s spectral footprint and therefore the greater the 
difficulty in isolating those sub-carriers that fall in the region of the licensed user. This greatly 
reduces the efficiency of the system.  It is therefore important to design filter banks that have 
narrow transition bands. 
 
The design procedure comprises of defining a low pass FIR filter, satisfying the regularity, 
para-unitary and frequency selectivity conditions, expressed in the form of an impulse 
response h(n) or a transfer function H(z) or a difference equation. For a filter of length L this 
means essentially solving L unknown filter coefficients from L linear equations. Of these L 
linear equations, L/2 equations come from the para-unitary constraint, K equations come from 
the regularity or flatness constraint and the remaining L/2 – K conditions offer the room for 
flexibility to establish the desired wavelet property such as frequency selectivity. The larger 
the value of L/2-K, the greater the degree of freedom for frequency selectivity and the greater 
the loss in regularity. There is therefore a trade-off between frequency selectivity and 
regularity. Wavelets such as the Daubechies family are maximally flat with regularity order 
K=L/2 and hence they are not frequency selective.   
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Figure 3.17: Filter Characteristics in frequency. In the figure ωp and ωs, denote pass and stop 
band frequencies, respectively, [0, ω p] is called the pass-band, [ωs,π] is called the stop-band 
and [ωp, ωs] is the transition band. δ is the tolerance or ripple 
   
To implement frequency selective filters, the design parameters are stated in the frequency 
domain in terms of the desired magnitude response of the LPF as shown in Figure 3.17. In the 
figure ωp and ωs, denote pass and stop band frequencies, respectively, [0, ω p] is called the 
pass-band, [ωs,π] is called the stop-band and [ωp, ωs] is the transition band. δ is the maximum 
value of the tolerance or ripple. The design goal is to generate the filter with a desired 
transition band even while the maximum error δ in the pass/stop-band is minimized.  
   
The fundamental theory on the design of frequency selective filter banks was developed by 
Rioul and Duhamel [59]-[60]. They devised the procedure to design maximally frequency 
selective filter banks under a given set of constraints using the Remez exchange algorithm. 
The Remez exchange algorithm is an optimization algorithm that is commonly used in the 
design of FIR filters. It is popular because of its flexibility and computational efficiency. It is 
known also as the Parks-McClellan algorithm; it works by converting the filter design 
problem into a problem of polynomial approximation [61]. The algorithm is an application of 
the Chebyshev alternation theorem that constructs the polynomial of best approximation to a 
desired function under a set of constraints. Through a minimax approximation the scheme 
seeks to arrive at a lth order approximation polynomial function C(x) that best approximates a 
desired filter polynomial function B(x) (in our case the LPF H(z) that satisfies the design 
specifications) in the given interval such that the absolute maximum error is minimized. The 
error is defined here as the weighted difference between the desired filter polynomial function 
and the approximation polynomial function and is given by 
                  
E(x) = W(x)(B(x) - C(x))                                                                                                      (3.28) 
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E(x) and W(x) are respectively the error and weighting polynomial functions. All polynomial 
functions are of the form i

l

i
i xp∑

=0

, with coefficients ip ; the degree of the polynomial function 

equals l. Chebyshev proved that such a polynomial C(x) exists and that it is unique [61]. He 
also gave the criteria for a polynomial to be a minimax polynomial. The algorithm states that 
in the interval of consideration, the necessary and sufficient condition that C(x) is a unique 
mini-max polynomial solution of degree l is that there are at least (l + 2) points at which the 
error function E(x) attains the absolute maximum value δ with alternating sign, i.e.  
 

1( ) ( ) max {| ( ) |} ( 1)i
i i x IE x E x E x δ+ ∈= − = ± = −                                                                   (3.29)   

 
for 221 ... +<<< lxxx  in the desired interval I. Parks and McClellan proved that this approach 
could be used to derive a filter of a given length with minimal ripple. The right set of extremal 
points ix  is arrived through an iterative procedure. In each iteration an interpolation problem is 
solved and the reference set of extremal points is updated. Rioul and Duhamel deduced that 

/ 2 1− +L K extremal points in the pass-band are necessary and sufficient to characterize a 
unique and optimal solution [59]. 
 
The procedure starts by choosing an arbitrary set of / 2 1− +L K points in the given interval. 
These / 2 1− +L K points help to form / 2 1− +L K linear equations. The filter coefficients are 
obtained by solving the / 2 1− +L K linear equations in a way that the error at the 

/ 2 1− +L K points is equal in magnitude and alternating in sign. It cannot be guaranteed after 
the first step that the solution satisfies the minimax condition for the error function. It means 
that the magnitude of the error need not be the absolute maximum magnitude in the interval of 
consideration. In order to find the minimax solution, the second step of the algorithm seeks 
new set of / 2 1− +L K points that approach the / 2 1− +L K points of the minimax solution. The 
new set is determined by locating those points where the slope of the error function E(x) is 
zero. Once these points are identified, the old set of / 2 1− +L K points is exchanged with the 
new points. This process is iteratively performed till the desired set of points (that satisfy the 
minimax solution) is obtained. The algorithm has converged when the set of extremal points 
remains unchanged. Once the right set of extremal points is identified, the optimum error and 
filter can be obtained. The exact details of how these equations are solved to obtain the low 
pass filter H(z) using the modified Remez exchange algorithm can be found in [59]-[60]. A 
flow chart of the algorithm is shown in Figure 3.18. From the low pass filter H(z), the high 
pass filter G(z) and the reconstruction filters (H’(z) and G’(z)) can be obtained by applying 
eqs. (3.27) and (3.28). 
 
As mentioned earlier, in the construction of maximally frequency selective filter banks three 
design parameters have a role to play namely, the length of the filter L, the regularity order K, 
and the transition bandwidth B.  All three parameters affect the system performance. As an 
example we here derive a frequency selective filter bank using the following specifications –  
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length of filter L = 30, regularity order K = 12, degree of freedom N = L/2 – K = 3, transition 
bandwidth B= 0.1. 
 

Read design specifications
L, K, B

Initialize extremal points xi

Calculate the optimum
error on the extremal points

Update extremal points

Have the extremal 
points changed ?

End of Algorithm-
Best  Approximation obtained

Remez 
Exchange 
Algorithm

Interpolate to obtain 
Error Function E (x)

Determine new extremal points 
by identifying locations 

where slope of E (x) vanishes

No

Yes

 
Figure 3.18: Flowchart of the Remez exchange algorithm 
 
Out of all combinations the LPF transfer function is so chosen that all zeros lie inside the unit 
circle. Such choice makes the LPF a minimum phase filter and hence ensures stability. Figure 
3.19(a) shows the distribution of the zeros in the complex plane of the chosen minimum phase 
LPF H(z) solution. An FIR filter of length 30 has 29 zeros and for regularity order K = 12, the 
zero located at z = -1 has a multiplicity of 13. The other zeros are located on or inside the unit 
circle. For both K = 12 and K = 13, the zero located at z = -1 has a multiplicity of 13. This is 
because when L/2 - K is odd, the optimal solution for regularity order K + 1 have the same 
number of alternations as the optimal solution for regularity order K, [62]. Fig. 3.19(b) shows 
the frequency response of the minimum phase LP-HP filter pair.  
 
And Figure 3.20 (a) shows the wavelet packet sub-band pulses derived from a 3-stage 
cascading of maximally frequency selective wavelets (with specifications length L=30, 
regularity K=12 and transition band B=0.1) and their corresponding 8-channel spectrum 
(Figure 3.20 (b) ). More on the frequency selective wavelets is explained in the next section. 
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Figure 3.19: (a) Distribution of the zeros in the complex plane of the chosen minimum phase 
LPF H(z) solution. For regularity order K = 12, the zero located at z = -1 has a multiplicity of 
13. The other zeros are located on or inside the unit circle; (b) Frequency response of the 
maximally frequency selective para-unitary filter pair where the curve that gives the pass band 
on the low frequency range is the low pass filter while the one that gives the pass band on the 
high frequency range is the high pass filter. 
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Figure 3.20: Wavelet Packet bases for MCM carriers (eight carriers). (a) Sub-band pulses in 
time domain. (b) Spectra of carriers. The wavelet packet bases are derived from maximally 
frequency selective para-unitary filter banks with specifications L=30, K=12, B=0.1 
 
 
3.3.5 Performance Evaluation and Anaysis 
 
We start out evaluation on the WPMCM performance for a CR system operating with 128 
equally spaced carriers.  The LU bandwidth is considered to be comparable to 32 carriers 
(1/4th) of the CR system and located in the middle of the CR spectral band (Figure 3.21). The 
128 wavelet packet carriers are derived from a level-7 cascaded tree. To simplify the 
evaluation of the system performance, the channel is assumed to be affected by Additive 
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White Gaussian Noise (AWGN) with no distortions such as intersymbol interference (ISI) or 
inter carrier interference (ICI). The modulation scheme used is Quadrature Phase Shift Keying 
(QPSK). Lastly, the cognitive modules at the transmitter and receiver are taken to be always 
aware of the transmission signal characteristics, including details of the active and de-
activated carriers. The synchronization between transmitter and receiver is assumed to be 
perfect. 
 
The frequency ordering of wavelet packet carriers is not in a succession but rather in binary 
Gray code order.  This is because the output of any 2-channel analysis is the result of 
low/high pass filtering followed by down sampling. Down sampling generates two new filter 
results with half the number of elements. In addition to this it also results in mirroring of the 
high pass components. This switches the order of low and high pass components in a 
subsequent decomposition. When the wavelet packet algorithm is recursively applied, the 
frequency ordering of the resultant carriers follows the Gray code sequence [59]. This factor 
must be considered during the identification of affected carriers. 
 
 

. . . . . . . .

Licensed User
(32 sub-carriers)

CR Active sub-carriers
CR deactivated sub-carriers in the band of LU
CR deactivated sub-carriers adjacent to LU

Cognitive Radio System
(128 sub-carriers)

 
 
Figure 3.21: Cognitive Radio (CR) and Licensed User (LU) Characteristics 

 
 
The length of the filter has a direct impact on the system performance, i.e. the longer the filter 
length the greater the possibility to configure the other filter parameters, K and B, to arrive at 
the optimal combination. However, it is important that the filter length is kept within 
practically realizable limits. The key in the approach is to identify the best combination of L, 
K and B such that the transition band is less and the ripples are tolerable. During the 
simulation studies we considered a set of about 700 permutations of L, K and B to arrive at the 
optimum combination. The ranges of L were between 20 and 50; B varied from 0.05 and 0.15 
while K was in the region L/2-6 to L/2. From the set considered the best performance was 
obtained for the combination L=50, K=19, B=0.1. In the following simulations we shall use 
these specifications to derive the filter banks and wavelet packets. 
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We next have evaluated the performance of wavelet packet modulation with a frequency 
selective filter within a cognitive radio context and have compared the results with OFDM- 
based cognitive radio. The comparisons are presented in [63]. Figure 3.22 gives the BER 
performance curves of the WP-MCM based CR system in the scenarios: absence of LU (only 
AWGN), presence of LU without any carrier de-activation and presence of LU with carrier 
de-activation. From the plots it is quite clear that the presence of LU affects the CR 
performance. When the CR transmission characteristics are communicated around, the LU 
with carriers in and around the region of interference removed, and the CR system 
recuperates. Best results are obtained when 40 or more of the CR carriers are removed. When 
44 carriers are removed seamless co-existence with LU is possible with a performance almost 
matching the AWGN case (when LU is not present).  
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Figure 3.22: Performance of WP-MCM based CR system with frequency selective wavelet in 
the presence of LU. The carriers of CR in the region of the LU are removed to improve 
system performance and promote co-existence of CR and LU  
 
It is highly imperative that the CR access to free/idle bands of LU does not cause any harmful 
effects on the LU communication. To gauge this effect, we present in Figure 3.23 the 
performance of the LU system under CR. The relevant BER curves are for operation of the 
LU under the conditions: absence of CR (AWGN channel), presence of CR without any 
carrier de-activation and presence of CR with carrier de-activation. As in the earlier case, the 
de-activation of CR carriers is indeed necessary to prevent any loss in LU performance. For 
the scenario considered here, a noticeable improvement in the performance is obtained when 
40 or more of the CR carriers are removed. 
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It will be interesting to see how the WP-MCM construction matches with traditional OFDM 
implementations. For fairness of comparison both the OFDM and WP-MCM scheme use the 
same set of transmission parameters.  
 
As illustrated in Figure 3.24, the performance of both the OFDM and WP-MCM based CR 
systems worsens (WP-MCM marginally more tolerant than OFDM) in the presence of LU and 
perform better when their carriers in and around the LU spectral bands are removed. For 
OFDM the best results are obtained when 36 or more carriers are removed while for WP-
MCM the number is about 40 carriers. The advantage of WP-MCM is that once its 
transmission signal is steered away from the LU bands, it comfortably outperforms its OFDM 
counterpart. For example, for a given BER of 10-4 with 44 carrier removals, WP-MCM gives 
a gain of about 2 dB in comparison to OFDM.  
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Figure 3.23: BER performance of LU in the presence of the WP-MCM based CR system. The 
carriers of CR in the region of the LU are removed to enable RU co-existence with LU 
 
 
The LU performance worsens in the presence of both WP-MCM and OFDM CR systems and 
(as in the previous case), removal of CR carriers brings relief (Figure 3.25). OFDM needs a 
lower number of carriers to be removed in comparison to WP-MCM to restore the system 
performance to the levels of AWGN.  
 
Figure 3.26 depicts the effect of removal of carriers on the system performance. The SNR is 
fixed at 8 dB. From the plots we may note that though OFDM requires less carrier removals, 
WP-MCM based CR gives a better SNR gain. Another point to note is that removing the 
carriers does promote co-habitation of the CR and LU systems but this has a saturation point 
beyond which removing anymore carriers has no more benefit. 
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Figure 3.24: BER performance comparison of OFDM and WP-MCM based CR systems in the 
presence of LU 
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Figure 3.25: Influence of WP-MCM and OFDM based CR systems on the operation of LU 
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Figure 3.26: OFDM versus WP-MCM based CR: Number of carriers de-activated and their 
effect on system performance. The BER curves are plotted for a SNR of 8 dB 
 
The use of another kind of wavelet basis function to WP-MCM has been evaluated and 
compared with the frequency selective wavelet. Here we equate the performance 
improvements brought by a maximally frequency selective filter bank with a few known 
wavelets. The wavelets considered are Daubechies-15, Coiflet-5 and Symlet-15. For the 
fairness of comparison, all filter banks are taken to be of the same length (L=30). Table 3.2 
depicts the considered wavelets characteristic.   
 
Table 3.2: Filter Bank Characteristics  
 

Name Orthonormal LengthRegularity 
Daubechies Yes 30 15 
Coiflet Yes 30 15 
Symlet Yes 30 15 
Frequency Selective Yes 30 12 

 
The system performance has a direct correlation to the frequency selectivity of the filter bank 
used to derive the carriers. This effect is exemplified in Figure 3.27 (a), where the frequency 
responses of the wavelet families has been plotted, and in Figure 3.27(b) which shows the 
corresponding MCM spectra of the lowest 4 carriers. The Daubechies-15 and Symlet-15 
responses almost match and hence the responses of Symlet-15 are not visible. The BER 
performance curves of the CR and LU systems have been plotted in Figures 3.28(a) and 
3.28(b), respectively. The maximally frequency selective filter banks have the narrowest 
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transition band and hence they clearly outperform the other wavelet families while Coiflet-5 is 
much worse because of its very wide transition band. 
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Figure 3.27: (a) Frequency responses of the LPF-HPF pairs of various wavelets. (b) Wavelet 
Packet bases as MCM carriers (only first 4 carriers shown).The wavelets considered are 
Daubechies-15, Symlet-15, Coiflet-5, Maximally Frequency Selective wavelet with L=30, 
K=12, B=0.1.  



 
 
 
 
 
 
 
 
                                                                                                                                               
 

 
 
 
 
 
 

69

0 2 4 6 8 10 12 14
10-4

10-3

10-2

10-1

100

SNR (dB)

BE
R

 

 

AWGN channel - NO LU
With Interference - No Removal
FS; With Interference - Removal 40
sym15;With Interference - Removal 40
db15;With Interference - Removal 40
coif5;With Interference - Removal 40

 
 

    (a)  
  

       
0 2 4 6 8 10 12 14

10-6

10-5

10-4

10-3

10-2

10-1

100

SNR (dB)

BE
R

 

 

AWGN channel - NO CR
With Interference - No Removal
FS; With Interference - Removal 40
sym15;With Interference - Removal 40
db15;With Interference - Removal 40
coif5;With Interference - Removal 40

 
(b) 

 
Figure 3.28: Comparison of different wavelets: (a) BER performance of the WP-MCM based 
CR system in the presence of LU. (b) BER performance of LU in the presence of the WP-
MCM based CR system. The carriers of CR in the region of the LU are removed to enable it 
to co-exist with LU. FS denotes the maximally frequency selective wavelet, db denotes 
Daubechies, sym – symlet, coif stands for coiflet 
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Figure 3.29: Comparison of the spectrum of different WP-MCM based CR system with 
carrier removals in the region of the LU. The rectangle marks the LU spectral footprint 
 
 
 
Figure 3.29 shows spectrum comparisons of different WP-MCM based CR systems with 
carrier removals in the region of the LU. The frequency selective wavelets ensure a neat 
separation of the CR and LU footprints while all other wavelets have residual infringing 
components. To validate this further we refer to Figure 3.30 which depicts the effect of 
removal of carriers on the system performance. The SNR is fixed at 8 dB. From the plots we  
note that the usage of maximally frequency selective filters requires less carrier removals and 
gives a better SNR gain.  
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Figure 3.30: BER performance of different wavelets: Number of carriers de-activated and 
their effect on system performance at 8 dB SNR. FS denotes the maximally frequency 
selective wavelet, db denotes Daubechies, sym – symlet, coif stands for coiflet. 
  
 
 
As the objective of cognitive radio is to obtain efficient spectrum utilization, it is logical that 
adding MIMO to the system will fulfil this goal even further. By applying the Vertical Bell 
Labs Space Time (V-BLAST) architecture at the receiver the BER of the system will be 
enhanced due to channel diversity exploitation [64]-[65].  
 
We have evaluated the performance of the CR system under various WP-MCM-MIMO 
configurations [66]. The WP-MCM-MIMO Architecture is depicted in Figure 3.31. The WP-
MCM-MIMO system operates under a LU with 40 of its 128 carriers (in and around the 
region of LU) are de-activated. We also consider AWGN as the channel model. The data 
symbols are derived from BPSK mapping. In the fading channel model with Doppler effects 
the impact of multipath delay cannot be counteracted by the use of a cyclic prefix like in 
OFDM. This is due to the overlapping transmission between consecutive WP-MCM symbols. 
Hence both inter-symbol interference (ISI) and inter–symbols inter-carriers interference (ISCI) 
will occur. The fading in WP-MCM has to be cancelled by a time-domain equalization 
scheme [50]. At the moment we have not deeply investigated the time domain equalization for 
WP-MCM. The use of MIMO in AWGN channel will not give a diversity gain from the 
channel but the performance gain will be derived from the increasing number of receive 
antennas.  This increasing number will give extra redundancy and the effect of code repetition, 
so that the data detection at the receiver will be improved. The results in Figure 3.32 show 
that for all combination of transmit and receive antennas, as long as the number of receive 
antennas is increased, the BER performance will be improved. 
 
The carriers are derived from maximally frequency selective filters with L=30, K=12 and 
B=0.1. To better understand the operation, we classify the MIMO configurations as follows: 
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a) First we consider the case with the same number of antennas in both the transmitter 
and receiver ends (Figure 3.32a).  The formations considered are 1x1, 2x2, 3x3 and 
4x4. The pattern of the BER curves is un-ambiguous. With increase in the number of 
transmit-receive pairs, the BER improves. This is due to the array gain in the AWGN 
channel.  

b) Effect of receiver antennas – Increasing the number of receiver antennas significantly 
improves the system performance. This is illustrated in Figure 3.32b where the 
number of transmit antennas is kept constant at 2 while increasing the number of 
receive antennas to 3, 4, 5 and 6 respectively. For a BER of 10-4 the improvements 
with respect to the 2x2 configuration are 2 dB for  2x3, 3dB for 2x4, 4dB for 2x5 and 
5dB for 2x6.    

c) Figure 3.32c shows the curves for a few other MIMO transmit-receive antenna 
combinations. In all MIMO configurations the performance of the CR setup is 
efficient and allows co-existence with LU. 
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Figure 3.31: MIMO transceiver architecture for a WPMCM based spectrum pooling system  
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Figure 3.32: Performance of WPMCM MIMO based CR system for various combinations of 
transmit-receive antennas. a) Balanced Case when the number of transmit and receive 
antennas are the same; b) Effect of changes in the receiver configuration. c) A few other 
MIMO configurations; MIMO stands for Multiple input-multiple output, SISO for single 
input-single output and SIMO for single input-multiple output. The carriers were derived from 
Frequency selective filters with L=30, K=12 and B=0.1. The CR is a 2x2 MIMO  
 
Due to the deployment of the V-BLAST architecture at the receiver, the minimum mean 
square error (MMSE) technique in detecting the transmitted signal is used in an optimum 
way. It combines the signal linearly to get an MMSE between the estimated signal and the 
transmitted signal. The optimum gain can be derived when the number of transmit antennas is 
equal or smaller than the number of receive antennas [67]. 
 
It will be interesting to see how the WP-MCM construction matches up to traditional OFDM 
implementations. Both the OFDM and WP-MCM scheme use the same set of transmission 
parameters – 128 carriers each with 40 carriers in the interference band removed. The used 
wavelet belongs to the family of maximally frequency selective filters. The curves (Figure 
3.33) are for the MIMO configurations 1x1, 2x2 and 3x3.  For all cases considered the WP-
MCM setup performs comparably well with its OFDM counterpart. 
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Figure 3.33:. BER performance comparison of OFDM and WP-MCM based CR systems in 
the presence of LU. MIMO stands for Multiple input-multiple output, SISO for single input-
single output 
 

3.4 Conclusions 
 
This chapter has described the novel combination of CR interference avoidance technique 
through spectrum pooling, sidelobes reduction via combined windowing and sidelobes 
cancellation carriers insertion, and intelligent bit allocation in order to attain the targeted bit 
rate while the target BER is preserved. 
 
Choosing the window with low sidelobes will ease the application of sidelobes cancellation 
carriers insertion. Due to the low sidelobes, high amplitudes of the sidelobes cancellation 
carriers can be avoided.  In terms of BER performance, the window with low sidelobes will 
suppress the impact of inter carrier interference due to receiver imperfection in estimating the 
channel state information as an effort to remove the channel fading influence on the receive 
signal. 
 
The introduced combination technique tries to solve three optimization problems. The most 
crucial one is the co-existence between our CR system with the LU system. We therefore 
design signals in such a way that the impact of CR transmission on the LU communication 
quality of service (QoS) is negligible. This can be accomplished physically by avoiding the 
band occupied by LU and suppress a part of the CR signal that smeared into the LU band.  
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The second one is the CR system bit rate, and the third is the CR system BER. The second 
and third optimization problem can be seen as the QoS aspect of the CR system. The three 
optimization problems will interact to each other, meaning that it will lead to a trade-off 
problem.  
 
Interference (sidelobes) suppression of the CR signal in the LU band by windowing and 
sidelobes cancellation carriers is accomplished with the expense of the LU bitrate 
degradation. The application of subcarrier weighting or the use of a frequency domain 
additive signal in lowering the sidelobes (as described in chapter 2) will negatively affect the 
CR BER performance. This BER degradation however can be compensated by the application 
of robust channel coding techniques such as the low density parity check codes. 
  
Another novel technique proposed in this chapter is the combination of the spectrum pooling 
concept with the wavelet packet multicarrier modulation (WP-MCM) using frequency 
selective filter wavelet basis function as replacement for the Fourier transform in the OFDM 
system. The signal sidelobes can be shaped by modifying the length of the wavelet filter, 
frequency selectivity, regularity order and the transition bandwidth of the filter. 
 
By combining the WP-MCM concept with spectrum pooling, co-existence between the rental 
CR system with the LU can be achieved. Parameters (frequency selectivity, regularity order 
and transition bandwidth) modification will lead to a trade-off problem between the BER 
performance (due to the frequency selectivity option) and the sidelobe suppression.  
 
Due to the overlapping property of the time domain WP-MCM signal, it is considered that the 
WP-MCM would not need the guard interval in avoiding inter symbol interference. The 
simulation results in the AWGN channel show that although the transmitted signal (in time 
domain) of one WP-MCM signal overlaps with its neighboring signals, the receiver can still  
reconstruct the transmitted signal. 
 
MIMO as an effort to enhance efficient spectrum utilization has been deployed in the WP-
MCM based Cognitive Radio system. The performance in an AWGN channel has been 
evaluated. The performance gain of MIMO in AWGN channel is derived from increasing the 
number of receive antennas. Spatial-Multiplexing gain on transmitting different data on 
different antenna can be achieved by having equal or a larger number of receive antennas 
compared to transmit antennas.  
 
Further investigation on equalization for WP-MCM is required, and its deployment in a 
MIMO-WP-MCM system should be explored. MIMO has been evaluated in an OFDM 
system. The results show that MIMO with a V-BLAST receiver architecture has improved the 
OFDM BER performance by exploring the channel diversity. For this reason it is expected 
that the MIMO application will give performance improvement in WP-MCM, while 
equalization is required in removing the fading effect in WP-MCM. This last aspect is crucial 
in the application of V-BLAST in the MIMO-WP-MCM.  
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Chapter 4 

 

Channel Estimation for OFDM Based 
Cognitive Radio 
 
 
4.1 Introduction 
 
OFDM has been considered as a robust multicarrier technique to counteract the inter symbol 
interference due to the multipath channel. By the insertion of the cyclic prefix or zero padding 
as the guard interval (GI) [68]-[69], the inter symbol interference (ISI) due to multipath 
channel can be avoided.  
 
Still for coherent data detection by demapping (QAM or PSK), information about the channel 
state is required and therefore should be estimated by the OFDM receiver. Due to this reason 
the channel estimation module is a crucial element in an OFDM system as an effort to remove 
the fading effect in the received signal. The channel estimation can be applied blindly by 
utilizing the received data signal [70]-[72] or by the aid of pilots which are transmitted 
symbols, known by the receiver, in terms of their values and positions. Pilot insertion can be 
seen as a method of sampling the channel condition within the period of data transmission. 
Blind estimation requires extra complex computations and the results are less accurate 
compared to the pilot-aided channel estimation. Therefore, in this thesis we consider the pilot 
aided channel estimation to be applied in the OFDM system. 
 
According to the OFDM frame duration, the pilot spacing can be arranged to cope with the 
channel condition. Pilot insertion in the form of training signal which is a stream of pilots 
dedicated to one OFDM symbol is suitable for short packet length where the frame duration is 
much shorter than the coherence time of the channel. Hence, one OFDM symbol dedicated as 
training should be sufficient to estimate the channel within the frame duration [10]. 
 
In a long frame duration the pilots are multiplexed into the data stream before transmission. 
The pilots will be spread among the data either in the frequency direction (within the OFDM 
symbol unit) or in the time direction (within the OFDM subcarrier unit). In the Cognitive 
Radio (CR) context, there will be de-activated carriers and some carriers which are dedicated 
to reduce the sidelobes of the rental OFDM based CR spectrum in the licensed user (LU) 
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band. This condition raises a new challenge in the design of pilot patterns in the OFDM 
frame. 
 
The Wiener filter interpolation as channel estimation technique has been described in [73]-
[75]. The technique directly utilizes the correlation of the channel in time and frequency based 
on the estimated statistical property of the channel [73]-[75]. The overview of Wiener filter 
channel estimation, design and criteria will be explained in section 4.2 
 
Previously in section 2.4 we have described how the frequency hopping technique with TDD 
Bluetooth frame design is applied if OFDM subcarriers need to be de-activated due to the LU 
access. The Wiener filtering technique in this frame design including the performance 
evaluation will be presented in section 4.3. 
 
Section 4.4 proposes novel works dedicated to the technique in designing optimum pilot 
patterns by adding the virtual pilot concept for OFDM channel estimation in the context of 
cognitive radio. The method in estimating the channel state information for the OFDM based 
CR system is described. 
 
Further, since adding multiplexing gain to the CR system affirms one of the CR objectives [2] 
in improving the spectrum utilization, in section 4.4 we expand the optimum pilot pattern in 
SISO-OFDM-based CR system for use in to a MIMO system. Analysis and evaluations of the 
proposed system are reported in section 4.5. 
 
As pilots can also be utilized for addressing other OFDM challenges such as the 
synchronization and peak to average power ratio (PAPR) problems, in section 4.6 we will 
overview how these pilots can be designed in the cognitive radio context for this purpose.      
 
Conclusions on this chapter are given in section 4.7. 
 
 
4.2 Wiener Filter Channel Estimation 
 
In principal the Wiener filter is constructed based on the orthogonality between the estimation 
error and the initial channel estimates to reach the minimum mean square channel estimation 
error. If the estimation error kn,ε  is defined as [75]: 
 

knknkn HH ,,, −=ε                                                                                                                  (4.1) 
 
where knH ,  and knH ,  are the true  and final estimated channel transfer function (CTF) (after 
the Wiener Filtering process) on subcarrier n of OFDM symbol k  respectively, then 2 
dimension (2-D) Wiener filter are obtained by applying the orthogonality principle in linear 
mean square estimation [75], 
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  { } { } Pkn        0HE knkn ∈∀=ε ',',ˆ *
',',                                                                                      (4.2) 

 
The symbol P in (4.2) defines the set of pilot positions within an OFDM frame while ','

ˆ
knH  is 

the initial channel estimate (before filtering) on the pilot position which is derived from the 
least square method dividing the received signal on the pilot position with the corresponding 
pilot value. It is calculated from: 
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Where Sn,k, Nn,k, and In,k are the transmitted symbol, noise and interference components on 
carrier n at OFDM symbol k.  The estimated (CTF) is derived from the matrix multiplication 
between the Wiener filter (ω ) and the set of pilots. It is described in a component-wise 
multiplication forms by: 
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Combining eqs.  (4.1), (4.2) and (4.4) will lead to the so called Wiener Hopf equation [75]: 
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The symbol '','' kknn −−θ  is the channel time-frequency correlation function. Symbol ''',''' kknn −−φ  
is the autocorrelation function on the pilot positions which can be written as : 
 

2 2

' '', ' '' ' '', ' '' ' '', ' ''2
', '{| | }

I N
n n k k n n k k n n k k

n kE S
φ θ δσ σ

− − − − − −= + +
                                                                       (4.6) 

 
The second term on the right side of eq. (4.6) is the inverse of the average OFDM frame 
signal to interference plus noise ratio where σI

2 and σN
2 are the interference and noise 

variance, respectively. By combining (4.5) and (4.6) we can find the matrix for generating the 
Wiener filter coefficients (ω) by multiplying the channel correlation matrix (θ) and the 
inverse of the autocorrelation matrix of the channel on the pilot positions (Ф) [75]: 
 

Φθω 1TT −=                                                                                                                        (4.7) 
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If the receiver does not have perfect information regarding the actual channel correlation 
function, then the 2-D (frequency-time) Wiener filter will be generated with a mismatch 
correlation function. It will then produce the channel estimation mean square error also, 
according [75]: 
 

{ } ( )( ){ }
{ } { } { } { }
{ } *

,,
*
,,

*
,,,

*
,,

*
,,

*
,,,

*
,

*
,,,,,

~~~~

~ˆˆ~ˆ~~ˆ

~ˆˆ~

kn
T

knkn
T

knkn
T

kn
2

kn

kn
HT

knkn
T

knkn
H

kn
2

kn

kn
H

kn
T

knkn
2

knkn

HE                               

EHEHEHE                               

HHEEMSE

ωωθωωθ

ωhhωhωωh

ωhhω

Φ+−−=

+−−=

−−=ε=

     (4.8) 

 
where n,kω~  is the Wiener filter coefficients matrix with the mismatch model to estimate the 
CTF on subcarrier n of OFDM symbol k while ĥ is the matrix of the initial channel estimates 
on the pilot positions. The term mismatch model means here the real statistical model of the 
channel is not equal to the estimated channel model statistics. 
 
According to references [73]-[74] the 2-D (time-frequency) channel correlation function 
( '', ''n n k kθ − − ) is the result of a multiplication between the time channel correlation function 

(
''n n

fθ
−

Δ ) and the frequency correlation function (
''k k

tθ
−

Δ ), i.e. 
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and accordingly the autocorrelation function would be derived from [75]: 
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Consequence of the above considerations is that the 2-D Wiener filtering can be simplified by 
implementing two 1-D filters sequentially. As an example if the first filtering is applied in  
frequency direction, it can be followed by the time direction filtering. In this way the channel 
estimates after first filtering are derived from [75] 
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The matrix ω ][1

n
 is given by the first filter coefficients set and vector '

ˆ
kh  represents the subset 

of pilots of the initial estimates derived from (4.3) at OFDM symbol k’.  The mean square 
error after this first filtering becomes: 
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The final estimated CTFs are produced by the second filtering , 
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The matrix ω T2

k

][  is the second filter coefficients to be used for the time direction channel 
estimation. Vector ][

'
ˆ 1

nh  represents the subset of pilots that are obtained from the first filtering 
as calculated in (4.11). Due to the second filtering the mean square error for 2x1-D filtering is 
obtained from (4.14). 
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Simulations results in [71] show that the mean square channel estimation error (channel MSE) 
performances between 2-D and 2x1-D filtering are only slightly different while 2x1-D 
filtering gives less complexity than the to 2-D filtering. 
 
The estimated channel correlation in time t

kk

Δ
−

θ
''
is derived from the inverse Fourier transform 

of the estimated Doppler power density, while the estimated channel correlation in frequency 
f
nn

Δ
−

θ
''
is derived from the Fourier transform of the estimated power delay profile. The pilots 

are arranged in a frame in such a way that it will fulfil the sampling theorem [75] : 
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where fD filter and τfilter are the estimated Doppler frequency and maximum channel delay filter 
parameters for estimating the channel correlation function in time and frequency, Ts is the 
OFDM symbol time including the guard interval duration, dt  is the distance between pilots in 
time,  ΔF is the carrier spacing and df  is the distance between pilots in frequency. 
 
Optimum sampling can be obtained if the sampling rate of the channel in time and frequency 
are the same. This condition is termed as the so called balanced design. By observing (4.15), 
the balanced design is obtained if : 
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1
2filter

t filterD fs FTf dd τ= Δ                                                                                         (4.16) 

 
This balanced design will be optimal if the power delay spectrum and power Doppler 
spectrum have the same shape [69]. The rectangular form of the power delay spectrum and 
power Doppler spectrum will then produce the frequency (θΔF) and time (θΔt) correlation 
function [75] : 
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The autocorrelation ( in time or frequency) between the channel in pilot positions is defined as 
[75] : 

c
iiii

1
γ

+θ=φ −− "'"'                                                                                                                   (4.18)            

 
where γc  is the average SNR on all carriers. Correspondingly, the Wiener filter coefficients 
for frequency (ωΔF) and time (ωΔt) direction filtering will be derived as : 
 
 
 
 
  
                                           .                                                                                                 (4.19) 
 
The pre computed filter coefficients should be designed according to the worst case channel 
condition that may occurs. Therefore, the estimated filter delay τfilter should be chosen equal to 
the maximum expected excess delay of the radio channel τmax, while the estimated filter 
Doppler frequency fD filter should be chosen equal to the maximum expected mobile radio 
channel Doppler frequency [73],[75]. Optimum channel estimates will be derived if all 
available pilots in time or frequency direction filtering are used to estimate one CTF. The 
filter will require a lot of memory due to the large size of filter coefficients. Another approach 
is to use some parts of pilots in estimating CTF and refers to the so called sliding window 
method. The window will slide until all CTFs on one direction filtering are estimated.  An 
example of the sliding window frame for filtering in frequency direction is depicted in Figure 
4.1. 
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Figure 4.1: Frequency direction filtering sliding window format [76] 

 
The symbol foffset  is the distance that define the position of filter coefficients that gives the 
Minimum Mean square error (MMSE) (filter region with strongest correlation values), dfreq is 
the distance between pilots in frequency, Nf  is the number of pilots to be used to estimate one 
CTF, Nfsym is the maximum number of CTFs  which in this case is the number of subcarriers 
that can estimated by the window in one slide. If an optimum channel estimation technique 
can be used, (which means all available pilots on one direction filtering are utilized), then 
Nfsym   in Figure 4.1 will be equal to the number of total subcarriers.   
 
Figure 4.2 depicts an example how the sliding window is applied in estimating the CTFs of 
one OFDM symbol. The CTFs on the low subcarriers index edge are estimated by using the 
filter coefficients on the sliding window within a (foffset+ dfreq) x Nf  region. The CTFs at the 
center part of the OFDM symbols are estimated by using the filter coefficients in the dfreq x Nf 
region, while the filter coefficients within ( dfreq + (foffset +1))x Nf region are used to estimate 
the CTFs at the high subcarriers index edge. The box with the letter C contains the filter 
coefficients in the region of dfreq  shown in Figure 4.1. 
 

 
Figure 4.2: Wiener Filter channel estimation by using a sliding window [76] 
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4.3 Pilot Pattern for a Frequency Hopping OFDM Based Cognitive Radio  
 
In section 2.4 we have discussed how the frequency hopping technique using the TDD 
Bluetooth frame is able to be applied in OFDM-based Cognitive Radio. Different possible 
OFDM frame configurations within this technique are given in Table 2.3.   
 
If 2x 1-D filtering would be applied as the channel estimation technique in this OFDM 
system, then 2 OFDM symbols will be required for this purpose, while 1-D channel 
estimation requires only 1 OFDM symbol. The filtering in 1-D in this case is applied only in 
frequency direction. By observing Table 2.3, choosing 128 subcarriers with 11 OFDM 
symbols per frame is the best OFDM frame configuration option since it gives the highest 
throughput. The bit rate achieved with a 4-QAM constellation on each carrier for the case 
2x1-D channel estimation is around 3.7 Mbits/sec without channel coding. The frame design 
itself is depicted in Figure 4.3 where the frame is considered as a short package. The symbol 
Δf refers to the carrier spacing of the OFDM symbol while Ts is the OFDM symbol duration 
including the guard interval duration.  For the case of 1-D channel estimation only one 
training/pilot symbol is required, hence it gives a higher throughput compared to 2x-1D, but 
there might be a BER degradation. We evaluate both filtering techniques through simulations.   
  

 
(a) 

 
(b) 

 
Figure 4.3: OFDM frame design for short packet transmission with (a) 1D channel estimation, 
and (b) 2x1D channel estimation 
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The channel model used in the simulations is a WSSUS (wide sense stationary uncorrelated 
scattering) channel [77], with a power delay profile based on the GSM channel model for 
rural and urban area [36] provided in Table 2.1 and 2.2. A frequency hopping channel is 
added by updating the Doppler frequency of the channel each time after transmitting an 
OFDM frame. The carrier frequency used is between 800-900 MHz. The hopping distance is 
at multiples of 10 MHz. The number of subcarriers is 128, the guard interval length is 6.4 µs, 
and 16 QAM is chosen as modulation. A frame consists of 11 OFDM symbols, and the 
vehicular speed is 120 km/h.  Since the frame duration is constrained to be 366 µs , the 
distance between pilot / training symbols even fulfils a 4 times oversampling assuming a 
vehicular speed of 300 km/h and fc  900 MHz. The frame duration with those parameters are 
also much shorter than the coherence time of the channel. Rural and urban area propagation 
models are examined. For the sake of simplicity of simulations, it is assumed that the 
synchronization is perfect. Two scenarios are examined, updated and non updated Wiener 
filters. In the updated Wiener filter scenario, the transceiver will update its filter coefficients 
while knowing the current operating carrier frequency which means that the correlation 
matrix in time will be updated automatically. The update will only affect the performance of 
2x1-D Wiener filter since in the 1D channel estimation only the correlation matrix in 
frequency is required. 
 
Updating the correlation matrix in time will add computation cost and extra processing time 
since the new correlation matrix has always to be saved in memory. Figure 4.4 shows that 
2x1-D Wiener filter performs about 1 dB better than 1-D Wiener filter. Updating the 
correlation matrix in time in the range 800 – 900 MHz hopping distance does not improve the 
BER performance of 2x1-D Wiener filter significantly as shown in Figure 4.5. Updating the 
correlation matrix in time refers to updating the estimated normalized maximum Doppler 
frequency (

filterD sf T ). Due to the OFDM duration of the system and the vehicular speed, the 

deviation error between the updated
filterD sf T and a non updated 

filterD sf T  is not significant, 
therefore the performance degradation is also not significant. By assuming a constant speed 
120 km/h, and Ts= 32μs the deviation of the maximum Doppler happens if the real fc is 900 
MHz while the estimated 

filterD sf T  still uses 800 MHz as the carrier frequency, hence the 

deviation of 
filterD sf T  will be ((fc1- fc2 )v/c)Ts =((900MHz-800MHz)120km/h / 3.108 m/s)32 μs 

=0.00035 which is quite small.  Figure 4.6 shows that 1-D Wiener filter gives a slight BER 
degradation (around 0.5 dB) compared to the updated 2x1-D Wiener Filter. Therefore 1-D 
Wiener filter is preferable compared to the 2x1-D Wiener Filter. The 1-D Wiener filtering 
according to Figure 4.3 is applied in frequency direction only. It estimates the CTFs on one 
OFDM symbol and assumes that these CTFs will not change significantly for the period of an 
OFDM frame. Meanwhile in the 2x1-D the whole CTFs in one OFDM frame must be 
estimated. The Wiener filtering in frequency direction is applied first by the sliding window 
technique applied onto two OFDM training symbols. Further the time direction filtering is 
applied on each subcarrier position. The window slides from the first OFDM symbol until the 
last one. It is obvious that the estimation process using 2x1-D filtering is much more complex 
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than estimation based on the 1-D Filtering. According to the complexity and performance 
results the 1-D filtering is the promising channel estimation technique in the OFDM frame 
with short durations. Furthermore by having the 1-D channel estimation, the last OFDM 
training symbol can be replaced by data. In this way the bitrate will be higher compared to the 
2x1-D channel estimation. The BER performance is lower bounded by the filter matched to 
the power delay profile and power Doppler Spectrum of the GSM channel model. In case the 
CR system can access the spectrum longer than the TDD frame duration, the distance between 
training symbols can be increased. Figure 4.7 shows that the BER gap between the 1-D 
Wiener filter and the 2x1D filter for longer frame duration is larger compared to the case of 
short frame duration as depicted in Figure 4.6.  The distance between training symbols in long 
frame duration is increased by a factor of 2 of the one in short packet duration. The 1-D 
Wiener filter can not cope with the change of the channel in time. This is the reason why the 
1-D channel estimation is applied only to the system with frame duration which is shorter than 
the channel coherence time.  
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Figure 4.4: BER performance of OFDM with 1-D and 2x1-D non-updated Wiener filter 
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Figure 4.5: BER performance of OFDM with 2x1-D updated and non updated Wiener filter 
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Figure 4.6: BER performance of OFDM with 1-D and updated 2x1-D Wiener filter 
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Figure 4.7: BER performance of OFDM with 1-D, 2x1-D, and updated 2x1-D Wiener filter 
while assuming long packet duration 
 
  
 
4.4 Combined an Optimum Pilot Pattern and Virtual Pilots for OFDM- 

Based Cognitive Radio 
 
The main concern in estimating the channel by using pilot symbols in the context of Cognitive 
Radio environment is where to place the pilot symbols if there is a frequency band that is 
occupied by the LU. The main requirement of the pilot pattern design is that the designed 
pilot pattern will still be able to estimate the channel optimally with the presence of LU; 
meanwhile the performance of LU in its spectrum band should not be deteriorated by the 
presence of these pilot symbols. The arrangement of the pilot symbols within an OFDM frame 
themselves still has to satisfy the criterion as given in eq. (4.15). 
 
In spectrum sharing for CR, the interference is avoided by de-activating subcarriers falling in 
the Licensed User’s band and further interference reduction is applied by de-activating more 
sub-carriers adjacent to LU band, complemented with time domain windowing and long 
symbol duration. These interference reduction methods have already been presented in 
chapter 2 and 3. 
 
In this work we assume that the transmitter and receiver of our system have the knowledge of 
the presence of LU via the information obtained from spectrum sensing. Our receiver and 
transmitter will receive the information about the frequency bands that are occupied by the 
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LU or in the context of OFDM modulation, the subcarriers that are to be de-activated in order 
not to interfere with the Licensed User.  
 
The approach to solve this problem is dea-ctivating several subcarriers (including the pilot 
symbols) that overlap with the frequency bands used by the LU. Most degradation in the 
estimation occurs where the de-activated band edges are at the pilot positions. This is because 
the channel estimates at the position after these pilots depend on the pilots which are further 
away in frequency and therefore less correlated. In order to solve this problem we shift the 
pilot that supposed to be on the edge of the de-activated subcarriers to one subcarrier position 
most nearby. 
 
This can be applied by simply exchanging the position of the pilot symbols with selected data 
symbols. This process is done by exchanging the pilot subcarrier with the data subcarrier 
which lies either previous or next to the original pilot subcarrier. By doing this we can still be 
able to keep the pilot symbols to be used in the channel estimation process and to sample the 
channel up to the border with the LU band; however we will have to sacrifice one data 
subcarrier and losing some throughput. The proposed pilot pattern for the case of wideband 
interference is depicted in Figure 4.8. 
 
We assume that extra effort in mitigating the Cognitive Radio system sidelobes (by adding 
sidelobes cancellation carriers as described in Chapters 2 and 3) can be accommodated by 
treating them on the positions of the de-activated carriers. In this way the shifted pilots will 
not be on those positions. The CTFs on sidelobes cancellation carrier positions will not be 
estimated. 
 

 
Figure 4.8: Comb/rectangular pilot pattern in the presence of a wideband licensed user   
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By observing Figure 4.8, we can see that the filtering by a sliding window can be done in two 
regions, above the LU region and below LU region. Examining eqs. (4.18), (4.19) and Figure 
4.1 we know that the filter is generated by assuming constant distances between pilots. 
However, due to the pilot shifting shown in Figure 4.8, the distance between shifted pilot and 
the regular pilot is changed; therefore two extra filters should be designed. One to estimate the 
CTFs in the vicinity of the shifted pilots in the region above the LU band and the other one for 
the CTFs in the vicinity of the shifted pilots in the region below the LU band. 
 
A hexagonal sampling pattern is considered to be the most efficient two-dimensional 
sampling scheme. This scheme requires 13.4% fewer samples than the rectangular sampling 
to represent the same circularly band limited continuous signal [78].  In [79] and [80] the 
application of a hexagonal pilot pattern in OFDM was evaluated and the simulations revealed 
that the hexagonal pattern gives a better BER compared to the Rectangular pilot pattern. In 
[81] the analysis was made in designing the optimum pilot pattern for OFDM channel 
estimation. Through simulations it was verified that the hexagonal pilot pattern is BER indeed 
outperformed the rectangular pilot pattern. The complete design requirements for the 
hexagonal pilot pattern can be found in [81].  
 
There is another consideration assuming that the channel estimation will be optimum if the 
pilots are allocated in a random scattered way i.e. putting them only on the subcarrier and 
OFDM symbol positions that have really good SNR. In this way, the channel estimation mean 
square error can be reduced. The disadvantage is that if the sliding window technique is 
applied, this pattern randomness will require several sliding window filters, because a sliding 
window filter requires an invariant pilot distance. Therefore, in this dissertation the hexagonal 
pilot pattern is preferable compared to the random pattern despite we know that optimum 
filtering (using a complete set of pilots) will favour the application of the random pilot pattern 
since in that case, only one filter is used to do channel estimation. However, using a complete 
set of pilots in estimating one channel transfer function results into extra computational 
complexity.   
 
If the hexagonal pilot pattern is adopted in the Cognitive Radio system combined with the 
pilot shifting method, then we will have the pattern as depicted in Figure 4.9. 
 
Still in the form shown in Figure 4.9 there will be a non-constant distance between pilots, and 
due to the hexagonal pilot pattern and de-activated carriers in some OFDM symbols, there 
will be no pilots at the edges. Therefore several filters are required to estimate the CTFs. 
 
In order to counteract this problem we propose to include the virtual pilot concept to simplify 
the filtering process by only utilizing one Wiener filter set. Inserting the virtual pilots between 
two pilots will give a two-times pilot oversampling effect to the channel estimates. The new 
pattern becomes as depicted in Figure 4.10. 
 
The virtual pilot concept has been previously introduced in [82]. Virtual pilots are no pilots 



 
 
 
 
 
 
 
 
                                                                                                                                                  
 

 
 
 
 
 
 
 

91

allocated by the transmitter to the OFDM frame for the purpose of channel estimation, but 
rather are imaginary pilots located at certain data positions. Through a signal processing 
technique these virtual pilots will give almost the same impact as the real pilots in providing 
initial channel estimates. These estimates will further be utilized by the filtering or channel 
estimation process in producing the final channel estimates. Virtual pilots are located in 
between 2 consecutive pilots, which are actually at the data positions. It should be emphasized 
that no actual pilots are transmitted at these positions, but the received data at those locations 
are used for generating virtual pilots to enhance the channel estimation performance. The 
initial channel estimates at the virtual pilot positions are derived by interpolating linearly the 
pairs of the initial estimates at the actual pilots position (derived from eq. (4.3)) close to the 
position of the virtual pilots.  The interpolation is carried out by assuming that the channel 
does not change significantly (slowly changed) between a pair of pilots, which denotes that 
the pilot spacing in frequency direction should be smaller than the channel coherence 
bandwidth while in time the pilot spacing is smaller than the channel coherence time.  
 
 
 

 
 
Figure 4.9: Hexagonal pilot pattern in the presence of wideband licensed user  
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Figure 4.10: Hexagonal pilot pattern with integrated virtual pilot concept in the presence of a 
wideband licensed user  
 
Based on these assumptions we try to predict the value of the initial channel estimates in 
between two neighboring pilot symbols that can be seen as the initial channel estimates at the 
virtual pilot symbol positions. The application of virtual pilots starts from the initial estimate 
of the channel derived from (4.3). The value of preliminary initial channel estimates on a 
virtual pilot position is obtained from a simple linear interpolation method, described by:  
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where Ĥn’,k’-1 , and Ĥn’,k’+1 indicate the initial estimates of the previous and the next pilot 
symbols in time, meanwhile Ĥn’-1,k’ , and Ĥn’+1, k’ indicate the initial estimates of the previous 
and next pilot symbols in frequency. The virtual pilots located at the edge of the frame are 
estimated by extrapolating pair of pilots in the vicinity of the virtual pilot position; it can be 
expressed as: 
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Adding the concept of virtual pilots resembles twice oversampling of the initial pilot pattern. 
The block diagram of the OFDM with channel estimation using virtual pilots at the receiver is 
depicted in Figure 4.11. The decision directed method will estimate the initial channel 
estimates at virtual pilot positions by predicting the transmitted symbol at those virtual pilot 
positions utilizing the results from eq. (4.20) or eq. (4.21). The aim of the decision directed 
method is to reduce the effect of interpolating the noisy initial channel estimates derived from 
eq. (4.20) or eq. (4.21). The process is described in Figure 4.12. vX̂ , vX 'ˆ , Yv , Ĥv and Ĥ’v are 
the estimated transmitted symbol before de-mapping, estimated transmitted symbol after 
using the decision directed method (after mapping), the received symbol, the preliminary 
initial channel estimate from simple linear interpolation/extrapolation and the final initial 
channel estimate at the virtual pilot position v after using the decision directed method, 
respectively. It is worth mentioning that we assume that the virtual pilot positions be always 
constant in between two real pilots or at the edges while in reference [82] the virtual pilot 
position varies according to the minimum Euclidean distance between the results before using 
the decision directed method and after, and the threshold selection. Our method has the 
advantage that by having constant virtual pilot positions the filtering process especially in the 
application of a sliding window, can be greatly simplified. 
 
In the case the decision directed estimation module can perfectly estimate the transmitted 
symbol at the position of the virtual pilots, the initial estimates at the virtual pilot positions 
will be the same as if the transmitter sends the real pilots at those positions (virtual pilots). 
Extra deviation from the initial channel estimates at the virtual pilots comes from the decision 
errors in estimating the transmitted symbol at the virtual pilot positions. The received signal in 
frequency domain at the virtual pilot positions can be envisioned as: 
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where Hv, Nv and Iv are the respective CTF, noise and interference on virtual pilot position v. 
The decision error in estimating vX 'ˆ  occurs when: 
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with D as the minimum distance between the constellation points of symbol Xv. The deviation 
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error increases as ( vv HH ˆ− ) is significant and the constellation size of Xv increases. The 
maximum deviation takes place at the largest constellation point Xv,max. The effect of a 
decision error in estimating the symbol at the virtual pilot position will be an additional 
deviation beside noise and interference contribution to the final initial channel estimates 
compared to eq. (4.3), 
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If the channel state between two pilots is slowly varying and assuming the noise plus 
interference averaging advantage in estimating Ĥv (as described in eq. (4.21)), then most 
likely ( vv HH ˆ− ) will be close to zero. Moreover, in a dynamic spectrum access concept the 
sub-carriers in the interference band, which in this context is the LU band, will be de-
activated. The sidelobe of the interferer signal will distort the CR signal, but the impact will 
be decreased because of the larger distance between the OFDM based CR sub-carrier to the 
LU band. By applying the mechanism of de-activating more carriers adjacent to LU band, or 
by inserting the cancellation carriers as described in chapters 2 and 3, the interference effect 
to the CR signal will become very low and perhaps negligible. Therefore, according to eq. 
(4.23), the decision error in estimating the transmitted symbol at the virtual pilot position will 
be dominated by the influence of the noise term  Nv and interference term Iv which are divided 
by Ĥv . If Ĥv is large, the decision error probability in estimating vX 'ˆ  will be reduced. If the 
decision directed method can estimate the transmitted symbol accurately, the initial channel 
estimates at the virtual pilot position described by eq. (4.24) will be equal to eq. (4.3) because 
then Xv = vX 'ˆ . This condition will be comparable to the scheme where real pilots are inserted 
at the virtual pilot positions, and the initial channel estimates are derived by the least square 
method (dividing the received pilot symbols by the reference pilot symbols).  This analysis 
will be further validated in the performance evaluations in section 4.4.1. 
 

 

Figure 4.11: OFDM channel estimation with virtual pilots processing in the receiver 
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Figure 4.12: Decision directed method in estimating the virtual pilots 

The additional complexity in the inclusion of the virtual pilot concept to an OFDM system is 
comparable to the number of virtual pilots included to the OFDM frame. Since the virtual 
pilots normally exist in between two real pilots, the number of extra computations required in 
a free environment (without LU access or de-activated carriers) equals: 
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where O is the number of computations, Nc is the number of active subcarriers, Ns  is the 
number of OFDM symbols per frame, df  is the distance between pilots in frequency, dt is the 
distance between pilots in time, and M is the constellation size of the data at the virtual pilot 
positions. The term a in eq. (4.25) indicates the number of virtual pilots in frequency, b is the 
number of virtual pilots in time. The multiplication between a and b refers to the number of 
interpolation/extrapolation required. The term c is the number of mathematical operations 
required in calculating the Euclidean distance between a symbol derived from eq. (4.22) and 
the reference points on the respective constellation data mapping (M-QAM or M-PSK) used at 
the virtual pilot positions, while the term d is the number of division operations between the 
received signal at virtual pilot positions and the estimated symbol after using the decision 
directed process as described in eq. (4.24).  Since the application of the virtual pilots is to 
simplify the filtering process, the position of the virtual pilots should always be in the middle 
of two pilot positions. Therefore the distance between two pilots should be even. 
 
If the number of de-activated sub-carriers is large enough compared to the LU band the 
mutual interference from or to the LU will be significantly low and can be considered 
negligible. It means that the interference contribution denoted by symbol I in eq. (4.3) and 
eqs. (4.21)-(4.24) will be close to zero. This analysis is needed in case a residual interference 
due to sidelobes of LU exists. The residual interference will be considered as an extra or 
additional noise that will degrade the SINR and will add an extra deviation into the 
transmitted data at the virtual pilot positions as described in eq. (4.22) and to the final initial 
channel estimates as depicted in eq. (4.24). 
 
The decision directed method requires the received signal information at the virtual pilot 
positions. In the OFDM-based CR system sub-carriers located at the LU band and adjacent to 
it are de-activated for the purpose of mitigation of the mutual interference. Since the received 
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signal at the de-activated sub-carriers positions (LU band) is not available, the decision 
directed method cannot be applied to those positions. For cases where initial channel 
estimates located at the de-activated sub-carrier positions are required, the channel estimates 
will be obtained by linear interpolation / extrapolation. 
 
By observing eq. (4.8), eqs. (4.17)-(4.19) a higher correlation value will render a lower 
theoretical channel estimation mean square error (MSE).  By having a two-times pilot 
oversampling effect due to the application of virtual pilots, the Wiener filter MSE in 
mismatched model error case given in eq. (4.8), can be reduced. This is achieved at the cost of 
complexities for applying the linear interpolation/extrapolation between two real pilots with 
the addition of using that decision directed process.  
 
The channel estimation is applied separately to the region before as well as after the de-
activated band. If a large number of LUs exists, more sub-carriers need to be de-activated. If 
the positions of the LUs are scattered, then more edge effects in the channel estimation occur 
that will further degrade the channel estimation performance. The edge effect can be avoided 
if the LU band is less than the distance between pilots in frequency since the initial channel 
estimates at the de-activated pilot positions can still be nicely performed by the interpolation 
method. If many carriers need to be de-activated due to scattered LUs, then optimal filtering 
(using all available pilots in each filtering direction) will be feasible to be applied as long as 
the memory-saving capability of the Cognitive Radio device suffices. 
 
4.4.1    Performance Evaluation and Analysis 
 
In practice the actual power delay profile and Doppler power spectrum are not perfectly 
known at the receiver; the Wiener filter assumes a rectangular power delay profile and 
Doppler power spectrum, which creates a model mismatch. The simulations ran using a 
channel model based on the statistical discrete time model wide sense stationary uncorrelated 
scattering (WSSUS) which combines multipath fading and Doppler frequency effects [77]. 
The simulation parameters are provided in Table 4.1. According this Table there will be a 
maximum Doppler frequency of 82 Hz. No channel coding and interleaving are applied. Other 
channel models can be used to validate the results of the use of virtual pilots for OFDM-based 
CR channel estimation. Since the virtual pilot is located in between two real pilots, the virtual 
pilot concept will be effective for slowly varying channels. This means the coherence 
bandwidth and coherence time of the channel which refer to the delay spread and maximum 
Doppler frequency will determine the effectiveness of the virtual pilot concept. 
Synchronization is an important issue in every OFDM system. The problem can be solved by 
the aid of training symbols or the cyclic prefix characteristic of the OFDM GI. The process in 
the context of Cognitive Radio will be explored in section 4.6. For the simplicity of 
simulation, we assume perfect synchronization between transmitter and receiver.  
 
We begin by evaluating the performance of the proposed pilot pattern according to Figure 4.8. 
Figure 4.13 depicts the channel mean square error (MSE) and BER results of the proposed 
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rectangular pilot pattern with shifted pilots due to LU access and conventional OFDM without 
carriers de-activation (Normal (3,3) Pilots, meaning that the distance between pilots in 
frequency and time is 3). Two LU widths are considered, with a 10 carriers de-activation 
(Modified(3,3) Pilot Pattern scheme (10 subcarriers de-activated)) and a 61 carriers de-
activation (Modified(3,3) Pilot Pattern scheme (61subcarriers de-activated)). No significant 
performance degradation occurs related to the number of de-activated carriers. The error floor 
is formed due to the model mismatched used between the true power delay profile and 
Doppler power spectrum and the estimated ones in designing the Wiener filter. The mismatch 
error can be termed as the Wiener filter error. 
 
Significant degradation can be observed if a number of wideband LU sets of carriers are 
scattered and therefore the filtering is applied separately in each free region (bands not 
occupied by LU).  Due to this condition, as depicted in Figure 4.1, filters at the edges that 
give higher MSE compared to the middle filter (in the dfreq region that gives MMSE), will 
often be used. The simulation results depicted in Figure 4.14 show the expected behaviour, 
where each LU with 10 carriers de-activation is scattered in the spectrum. The results in 
Figures 4.13 and 4.14 have been presented in  conference paper [83]. 
 
 
 
Table 4.1: Simulation parameters 
 

Bandwidth 1.28 MHz 
Number of subcarriers 213 
De-activated subcarriers 61 
Subcarrier spacing 5 KHz 
FFT length 256 
Guard interval 43.75 μs 
OFDM symbol duration (inc. cyclic prefix) Ts

’= 243.75 μs 
OFDM symbols per frame 46 
Modulation for pilot symbols BPSK 
Modulation for data symbols 4-QAM 
Normalized pilot spacing in frequency df = 3 or df = 4 
Normalized pilot spacing in time dt = 3 
Fading model Rayleigh 
Maximum Doppler frequency fDmax = 82 Hz 
Maximum delay τmax = 9.375 μs 
RMS delay spread τrms = 3.4 μs 
# of channel taps 4 
Number of paths per tap 10 
Power decrement per tap 1 dB 
Tap spacing 3.125 μs 
Channel coding and interleaver OFF 
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Figure 4.13: Performance of the modified pilot pattern (Eb/N0 in dB) in the presence of  a 
wideband Licensed User (Left: MSE, Right: BER) 

 
Figure 4.14. Performance of the proposed pilot pattern (Eb/N0 in dB) with an increasing 
number of scattered wideband Licensed Users with 10 subcarriers de-activated for each 
Licensed User (Left: MSE, Right: BER) 
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Next we evaluate the performance of the pilot pattern according to Figure 4.10 where virtual 
pilots are utilized to aid the channel estimation process. As a start, in order to observe the 
effectiveness of the virtual pilot concept, we evaluate an OFDM system without the existence 
of LU access. Therefore, at the beginning no carriers de-activation is applied. 
 
Figure 4.15 shows the MSE performance comparisons of the regular rectangular, hexagonal, 
rectangular and hexagonal with virtual pilots from the interpolation/extrapolation process (no 
decision directed) in the absence of a LU band. At high SNR the hexagonal pattern with 
virtual pilots outperforms the other three patterns significantly. The rectangular pattern with 
virtual pilots outperforms the normal rectangular and hexagonal pattern at high SNR, while at 
low SNR their performances are close to each other. The results have been presented in 
reference [84].  
 
By adding the decision directed method, the use of virtual pilots has shifted the MSE of the 
hexagonal pattern downwards. Both the rectangular and hexagonal pattern with decision 
directed virtual pilots converge close to each other as shown in Figure 4.16. At an MSE of 10-

3 the use of the decision directed virtual pilot gives about 5 dB SNR gain compared to the use 
of virtual pilots from interpolation/extrapolation only. The two figures (Figure 4.15 and 
Figure 4.16) demonstrate that the use of the virtual pilots has reduced the Wiener filter MSE 
(mismatch errors) which is indicated by the reduction of the error floor for high SNR. The 
channel estimation MSE is thus influenced by the noise and mismatch errors.  
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Figure 4.15: Channel estimation MSE vs SNR(dB) comparisons of regular rectangular, 
regular hexagonal pilot patterns, as well as rectangular and hexagonal pilot pattern with 
virtual pilot symbols from the interpolation/extrapolation process 
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Figure 4.16: Channel estimation MSE vs SNR(dB) comparisons of rectangular, hexagonal 
pilot pattern with virtual pilots derived from interpolation./extrapolation, their combinations  
with the decision directed method and with a two-times oversampling rectangular pattern      
  
At high SNR the noise contribution to MSE becomes negligible and only the mismatch errors 
contribution remains. Figure 4.17 shows the BER improvement by using virtual pilots and the  
decision directed method in the hexagonal pattern compared to the BER results without 
decision directed. As seen from this figure an 8 dB gain is derived at a BER of 2x10-3. This 
shows that the decision directed method improves the channel estimation performance 
considerably, which consequently enhances the BER performance when compared to the 
regular hexagonal pattern. To ensure that the combined virtual pilots with hexagonal pilot 
pattern is indeed powerful, we have also evaluated its performance using the low pass filtering 
interpolation channel estimation method [85]. The results are depicted in Figure 4.18. 
Although the low pass filtering exhibits a larger interpolation error compared to the Wiener 
filter, the application of virtual pilots has enhanced its interpolation performance. 
 
The performance is lower bounded by the two-times oversampling rectangular pilot pattern, 
and they are close to each other. This means that the proposed hexagonal pilot pattern with 
virtual pilots and the decision directed method can perform almost the same as the two-times 
oversampling rectangular pilot pattern without adding more pilots. In other words, by doing 
under-sampling with hexagonal pilot pattern combined with virtual pilots using the decision 
directed method, the same channel MSE performance as without doing under-sampling pilot 
allocation, can be obtained while the number of pilots transmitted is reduced. 
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Figure 4.17:  BER vs SNR(dB) comparisons of rectangular, hexagonal pattern, combined 
hexagonal pattern with virtual pilots from interpolation/extrapolation and decision directed 
method, and the two-times oversampling rectangular pattern 
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Figure 4.18:  Channel estimation MSE vs SNR(dB) comparisons of hexagonal pattern, with 
virtual pilots from interpolation/extrapolation and the decision directed method for low pass 
filter interpolation and the Wiener filter channel estimation 
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By referring to eq. (4.22), in a slowly varying channel, the deviation of estimating the 
transmitted symbol on the virtual pilot positions (due to inaccurate initial channel estimates) 
from a simple linear interpolation/extrapolation is negligible, and the decision error is 
dominated by the noise component. The condition shown in Figure 4.16 where the use of the 
combined linear interpolation/extrapolation and decision directed virtual pilots to the 
hexagonal pattern has gained almost the same MSE performance as the two-times 
oversampling rectangular pattern refers to the circumstance that seldom decision errors occur 
in estimating the symbol on the virtual pilot positions. Thus eq. (4.24) will be the same as eq. 
(4.3) what implies the term as if we transmit real pilots on the virtual pilot positions. By also 
observing eq. (4.24) we have simulated the MSE performance of the use of virtual pilots to 
the hexagonal pattern and varying the constellation size M of the data symbols; that can be 
interpreted as varying the constellation size of the symbols on virtual pilot positions. 
According to eq. (4.24) increasing M will decrease the deviation by the noise part. Figure 4.19 
confirms the analysis where at low SNR the highest M gives the lowest MSE. We have to 
emphasize at this point that reference [82] fails to address this issue as in that reference the 
pilot spacing between real pilots is decreased when allocating data with higher M.  
 
On the contrary, the BER curve in Figure 4.20 shows that symbols with higher M are more 
vulnerable to noise which follows the property of QAM or PSK symbols; therefore the 
highest M gives the poorest BER performance. An exception is the case where the BER 
performance of virtual pilots M =4 outperforms M=2; this is (although the BER in M=4 is 
more vulnerable to noise compared to M=2) because according eq. (4.24) M=4 has less 
channel estimation deviation error. The overall errors (bit errors due to noise and channel 
estimation errors) for M=4 and M=2 are shown by the BER results in Figure 4.20. The virtual 
pilots with constellation size M=4 is more optimal when compared to M=2.   
 
In Cognitive Radio spectrum sharing context of our simulations, there are 61 carriers  de-
activated (carrier no. 81 – 141) due to LU occupancy.  The LU itself occupies 40 carriers in 
the middle; this means 10 guard bands on each side of LU are provided. In this way the 
mutual interference between LU and our Cognitive Radio system will be negligible. The 
distance between pilots in frequency is 4 sub-carriers, while in time it is 3 OFDM symbols. 
The sliding windows in time and frequency for CTFs estimation are designed using 4 pilots 
per window filter slide. Observing the frequency direction in Figure 4.9, we can see that the 
hexagonal pattern renders 2 sets of pilot patterns, which consequently refers to a two sets 
filter coefficients requirement. The proposed hexagonal pilot pattern with virtual pilot 
symbols simplifies the implementation of hexagonal pilot pattern filtering due to the new 
structure that resembles the rectangular pilot patterns structure.  According to the parameters 
in Table 4.1 there will be 640 virtual pilots per frame required to aid the filtering. Due to the 
existence of de-activated carriers and pilot shifting, we cannot use eq. (4.25) to calculate the 
number of extra operations (interpolation/ extrapolation + decision directed) required before 
filtering is applied, but the number of virtual pilots in a frame and the M of the data at the 
virtual pilot positions suffice. 
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Figure 4.19: Channel estimation MSE vs SNR(dB) comparison of combined hexagonal 
pattern with virtual pilots from interpolation/extrapolation and the decision directed method 
with different constellation size (M) of the symbol at the virtual pilot positions 
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Figure 4.20: BER vs SNR(dB) comparison of combined hexagonal pattern with virtual pilots 
from interpolation/extrapolation and the decision directed method with different constellation 
size (M) of the symbols at the virtual pilot positions 
 



 
 
 
 
 
 
 
 
                                                                                                                                                  
 

 
 
 
 
 
 
 

104 

Having M=4 means that 3840 extra computations are required in the application of virtual 
pilots, where 640 computations are dedicated to linear extrapolation/interpolation, 2560 
computations for calculating the Euclidean distance, and 640 division operations between 
received data at virtual pilot positions and the estimated symbol after the decision directed 
process. The performance comparison is done in the form of MSE, which is the mean square 
difference between the channel estimates and the real CTFs which according to reference [86] 
is the appropriate measure to compare the performance of different channel estimation 
techniques. The MSE results can not be translated directly as a one to one relationship to the 
bit error rate (BER) [86]. This is due to the fact that in certain cases (although MSE occurs) 
MSE does not deliver the decision errors onto the demapping (QAM or PSK) process. In the 
presence of LU, we consider the LU band 200 KHz wide which is equal to about 40 OFDM 
sub-carriers. Without loss of generality, the band is assumed to be located in the middle of the 
CR band. By de-activating 61 sub-carriers the CR system provides about 10 sub-carriers (50 
KHz) guard band with respect to the LU band; hence, the mutual interference is considered to 
be negligible. Figure 4.21 shows the performance of the hexagonal pilot pattern with the use 
of virtual pilots from interpolation/extrapolation and its combination with the decision 
directed method in the presence of LU. The decision directed method provides at MSE of 
2x10-3 about 2 dB SNR gain compared to the use of virtual pilots only derived from the 
interpolation/extrapolation method.  
 
In the presence of LU, more edge effect occurs, since the estimation using the sliding window 
is divided into several regions. As the number of  LUs increases and scattered within different 
spectrum regions, the edge effect will occur more often. If the sliding window technique is 
used as filtering method (i.e. in the situation a large number of LUs are scattered in the whole 
band), the channel estimation performance will be degraded. Therefore, for higher numbers of 
LUs the optimum Wiener filter (i.e. utilizing all pilots within an OFDM symbol) can be 
applied in the simulations as long as the required memory to save the filter coefficients is 
sufficient. Figure 4.22 shows the performance of the optimum Wiener filter with a hexagonal 
pilot pattern using virtual pilots derived from interpolation, or from combined interpolation 
and the decision directed method, and the one without virtual pilots. With the optimum 
Wiener filter, and adding the decision directed method it provides about 2.5 dB gain at an 
MSE 2x10-3 compared to estimating the virtual pilot using only interpolation, while the 
hexagonal pattern without virtual pilots never reaches that MSE value (2x10-3) due to the 
error floor from the mismatch error between the estimated shape and the actual channel power 
delay profile and Doppler power spectrum shape. The optimum Wiener filter always 
outperforms the filtering using the sliding window, because more pilots are utilized in the 
estimation of one CTF. There are two factors that influence the channel estimation error, they 
are noise and the mismatch in estimating the channel power delay profile and Doppler power 
spectrum. Through all simulation results the impact of the inclusion of the virtual pilots on 
our system can be seen at high SNR where the mismatch error is minimized and little noise 
contribution exists. The impact of noise on the BER performance can be mitigated by using 
channel coding and interleaving. In this way the gain of the virtual pilots to our system can be 
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seen in the lower SNR region. The results in Figures 4.16-4.22 have been presented in 
reference [87]. 
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Figure 4.21: Channel estimation MSE vs SNR(dB) comparison of the hexagonal pilot pattern 
with virtual pilot symbols derived from interpolation/extrapolation and its combination with 
the decision directed method in the presence of wideband LU 
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Figure 4.22: Channel estimation MSE vs SNR(dB) of the optimum Wiener Filter using the 
hexagonal pilot pattern and virtual pilot symbols derived from interpolation/extrapolation and 
its combination with the decision directed method; comparison with the one without virtual 
pilots in the presence of  wideband LU 
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4.5 MIMO OFDM Based Cognitive Radio Optimum Pilot Pattern with the 
Virtual Pilots Concept 

 
Since one of the major objectives in Cognitive Radio is the efficient spectrum utilization, 
MIMO is considered as possible technique to reach this goal [2]. Extending our previous work 
on single input single output (SISO) OFDM channel estimation by use of the Wiener filter 
and applying the optimum hexagonal pattern (in the Cognitive Radio context with the aid of 
virtual pilots), in this section we propose the application of this hexagonal pilot pattern with 
the aid of virtual pilots for the MIMO system. Without loss of generality, we consider a 
specific 2x2 MIMO system. The V-BLAST† algorithm is included in the receiver as the 
technique to separate the data from each transmit antenna, and to detect the received signal 
according the maximum likelihood detection. The general model of the MIMO OFDM 
channel estimation with the V-BLAST receiver for the Cognitive Radio system is depicted in 
Figure 4.23.  
 
In our 2x2 MIMO system two spatial streams are transmitted. Due to multipath propagation 
the signal travels along different paths. There will be 4 independent links in the MIMO 
channel. The time-domain signals on the two received antennas are defined as: 

1

2

1 1 2 1

1 2 2 2

1 1 2

2 1 2

T R T R

T R T Ry

y s cir s cir n
s cir s cir n

= ∗ + ∗ +

= ∗ + ∗ +
                                                                          (4.26) 

where y1 and y2 are the signals received by receive antennas 1 (R1) and 2 (R2) respectively. s1 

and s2 are the symbols from transmit antennas 1 (T1)and 2 (T2) respectively. The  
1 1T Rcir , 

1 2T Rcir , 
2 1T Rcir , 

2 2T Rcir  are the channel impulse response (CIR) between 1 1&T R , 1 2&T R ,  

2 1&T R  and 2 2&T R , respectively, while  n1 and n2 are the noise terms in each of the receive 
antennas which are independent of each other.  
 
The channel transfer function (CTF) matrix will be:  

1 1 2 1

1 2 2 2

2 2
T R T R

T R T R

CTF CTF
CTF

CTF CTFΧ

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

                                                                              (4.27)  

The CTF is derived from the Fourier transform of the CIR.  Accordingly, the frequency 
domain received signals of the two received antennas will be: 
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1 1 2 1

1 2 2 2

1 1 2

2 1 2

T R T R

T R T R

Y CTF CTF

Y CTF CTF

S S N
S S N

= + +

= + +
                                                                          (4.28) 

                                                 
† V-BLAST (Vertical Bell Laboratories Space Time) algorithm is a detection algorithm on the received signals 
in a MIMO system. First detection is applied on the strongest signal, then it removes the contribution of the 
strongest signal on the received signal for the detection of the second strongest signal, and further continues the 
same process until the weakest signal has been detected.  
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where Y1 and Y2 are the frequency domain signals received by antennas R1 and R2 
respectively. S1 and S2 are the frequency-domain symbols from transmit antennas T1 and T2 
respectively. 
     

 
 
 
 
 

 
 

 
 
 
 
 
 
 
 

(a) Transmitter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                                                  (b) Receiver 

 
Figure 4.23: System model of the MIMO OFDM Based Cognitive Radio at  (a) transmitter 
and (b) receiver side 
 
We propose the pilot grid of the two transmitters. The grid must be orthogonal to each other 
so the channel state of each link can be properly estimated. The receiver has to recognize the 
pilots dedicated to each transmitter. We adopt the hexagonal pattern frame in the SISO system 
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[87]. The hexagonal pattern can be separated into two rectangular (comb-type) patterns. One 
rectangular pattern is dedicated to one transmit antenna while the other one is dedicated to the 
second transmit antenna. In this way at the receiver the received frame will be the 
combination of the two rectangular patterns which form a desired hexagonal type pilot 
pattern. In both patterns the pilot distance (either in time or frequency) has to fulfill the 
sampling theorem as described in eq. (4.15).  
 
The pilot pattern for the first and second transmitters are depicted in Figure 4.24. The black 
boxes denote the pilot positions, the X boxes are virtual pilot positions, and the boxes signed 
by 0s are entailed to have pilot orthogonality between the first and the second transmit 
antenna pilot pattern. Data symbols are allocated to the white boxes. To calculate the number 
of pilots in a certain direction (frequency or time) we use the general formula:  
 

01 sym
p

N A
N

d
−⎛ ⎞

= + ⎜ ⎟
⎝ ⎠

                                                                                                (4.29) 

 
where Np is the number of total pilots in a certain direction (frequency or time), Nsym is either 
the number of active carriers for calculating the number of pilots in frequency or the number 
of OFDM symbols per frame for calculating the number of pilots in time. The parameter A0 is 
the position of the first pilot symbol and d is the spacing between the pilots in frequency or 
time. The zeros or nulling are applied to reserve those positions for the pilots of the other 
transmitter and thus to prevent any interference or addition of pilots while adding / combining 
those two frames together at the receiver.   
 
We can notice from the pattern in Figure 4.24 that the position of the virtual pilots for both 
transmit antenna frames is the same. This reduces the processing complexity at the receiver.  
 

(a) (b) 

Figure 4.24: Pilot pattern for (a) the first and (b) the second transmit antennas; ‘X’ denotes the 
virtual pilot position, ‘0’s are inserted to preserve orthogonality between pilots dedicated to 
transmit antennas 1 and 2, black boxes are the pilot positions, and white boxes are data 
positions 
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The resulting received frame at the receiver is as shown in Figure 4.25. The virtual pilots are 
estimated from two neighboring pilots [87]. This means that virtual pilots in between two real 
pilots are determined by linear interpolation. This is applied based on the assumption that the 
channel doesn’t change or changes slowly between pairs of pilots. The virtual pilots at the 
edges of the frame are estimated by simple extrapolation of closeby pilots. The final pattern 
will resemble as if twice pilot oversampling is applied. This gives a better estimate of the 
channel.  The decision directed process applied in a SISO system [87] has not been included 
to the system. This is because the overlapped received signal (addition of signal from transmit 
antennas 1 and 2), as described in eq. (4.28), at the virtual pilot positions will lead to high 
decision errors. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.25: Received frame pattern on both receive antennas (Black boxes are the pilots 
while the white boxes are the data) 
 
The initial channel estimate at the boxes signed by 0s are derived only from linear 
interpolating / extrapolating of adjacent pairs of initial estimates ( i.e. previously derived 
initial channel estimates at virtual pilot positions ), which can be seen as a linear interpolation 
involving 4 initial channel estimates at real pilot positions. Finally the 0 boxes will become 
virtual pilots as well. Due to the use of the virtual pilot concept to the proposed pilot pattern, 
the outcome of the final pattern will resemble the regular comb type pilot pattern. The pattern 
on antenna 2 (depicted in Figure 4.24(b)) so provides more virtual pilots compared to antenna 
1 (depicted in Figure 4.24(a)). This regularity is important to obtain a proper and simple 
filtering process. The receiver of each receive antenna will separate the pilots from the data. 
The pilots dedicated to the first transmit antenna will be separated from the rest of the pilots 
which are dedicated to the other antenna. In this way the channel states of all links can be 
estimated.   
 
In the case where the initial channel estimates at the virtual pilot positions derived from linear 
interpolation or extrapolation gives large deviation error, then there will be an additional 
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mismatch contribution to the filtering process. The impact can be seen as the number of filter 
coefficients is increasing. In this case the eq. (4.4) can be written as : 
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∑ ∑                               (4.30) 

 
where V is the set of the virtual pilot positions. The deviation from linear interpolation or 
extrapolation (ΔH) comes from the noise average contribution as described by eq. (4.21) and 
the interpolation/ extrapolation mismatch. By observing eq. (4.30) we can see that by sliding 
window filtering, and increasing the filter size, due to the proposed pilot pattern, it will 
consequently increase the number of virtual pilots involved in estimating the CTF and that 
will accumulate an extra error. In addition to this error, the mismatch model used in designing 
the filter (ω) will sum up the channel estimation error. This analysis will be verified in the 
performance evaluation given in subsection 4.5.1. According to references [78]-[81] the 
hexagonal sampling pattern is considered to be the most efficient two-dimensional sampling 
scheme, since it requires 13.4% fewer samples than rectangular sampling in order to represent 
the same circularly band limited continuous signal. The previously proposed MIMO 2x2 
pattern adopts the SISO hexagonal pattern. 
 
Further we compare the results with previous MIMO pattern with the new pattern for each 
transmit antenna as depicted in Figure 4.26. The pattern adopts the SISO rectangular pattern 
as shown in Figure 4.26 (a), resulting into 2 different transmit antenna hexagonal pilot 
patterns depicted in Figure 4.26 (b) and (c).  Zeros of the pattern are for the purpose of having  
orthogonality between the pilot dedicated to transmit antennas 1 and 2. It can be observed 
from the second MIMO pattern (pattern in Figure 4.26 (a)) that it requires more real pilots 
compared to the first MIMO pattern (pattern in Figure 4.25). Two virtual pilot allocation 
techniques have been evaluated. The first one is depicted in Figure 4.27 where the virtual 
pilots are only allocated on the zeros, and the second one is shown in Figure 4.28 where 
virtual pilots are allocated on the zeros and between the zeros and the real pilots. The first 
MIMO pilot pattern with the second MIMO pilot pattern will be compared in subsection 4.5.1 
in terms of their channel estimation mean square error (MSE) and bit error rate (BER). The 
second MIMO pilot pattern includes the two virtual pilot allocation techniques.  
 
The three MIMO pilot pattern techniques (described in Figures 4.24, 4.27 and 4.28) will be 
compared, and the one that gives a better performance will be chosen as pattern for the 
Cognitive Radio system, where some carriers will be de-activated due to the licensed user 
access. The three pilot pattern techniques have been simulated. The results indicate that the 
first pattern (described in Figure 4.24) gives a better channel estimation performance than the 
second pattern ( Rectangular to Hexagonal) either with less virtual pilots or with more virtual 
pilots (Figure 4.27 and 4.28); therefore the first pattern will be utilized in the Cognitive Radio 
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system. The results will be further discussed in the performance evaluation and analysis in 
subsection 4.5.1.  
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Figure 4.26: The second proposed Pilot pattern for MIMO 2x2 derived from (a) the 
Rectangular Comb Pilot pattern to Hexagonal Pilot pattern on (b) transmit antenna 1 (T1) and 
(c) transmit antenna 2 (T2)   
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Figure 4.27: The second proposed Pilot pattern for MIMO 2x2 derived from the Rectangular 
Comb Pilot pattern to Hexagonal Pilot pattern with less virtual pilots on (a) transmit antenna 1 
(T1) and (b) transmit antenna 2 (T2)   
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Figure 4.28: The second proposed Pilot pattern for MIMO 2x2 derived from the Rectangular 
Comb Pilot pattern to Hexagonal Pilot pattern with more virtual pilots on (a) transmit antenna 
1 (T1) and (b) transmit antenna 2 (T2)   
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In the presence of licensed users, the shifted pilot scheme in Figure 4.9 will be applied, and 
the virtual pilot concept will be added to have a regular distance between initial channel 
estimate positions for the simplicity of the Wiener filtering operation. The new pattern is 
shown in Figure 4.29. 
 
 

(a) (b) 

Figure 4.29: Pilot pattern for (a) the first and (b) the second transmit antenna in the presence 
of LU; ‘X’ denotes the virtual pilot position, ‘0’s are inserted to preserve orthogonality 
between pilots dedicated to transmit antennas 1 and 2, the black boxes are the pilot positions, 
and the white boxes are data positions 
 
                                                              
4.5.1 Performance Evaluation and Analysis 
 
We consider the wide sense stationary uncorrelated scattering (WSSUS) channel model in our 
simulations since it relates the power delay profile, number of multipaths, and Dopler 
frequency of the channel in a simple and direct way. The simulation parameters are equal to 
the SISO evaluation provided in Table 4.1. By adopting the hexagonal pilot pattern in the 
SISO system as depicted in Figure 4.25 and allocating pilots for both transmit antennas 
according to Figure 4.24, the distance between pilots in time is increased by a factor of two. 
This leads to degradation of the performance of the estimator. However applying the virtual 
pilots will make the effect of having the original pilots distance in time (dt=3). Having more 
virtual pilots at the edges of the frame (edge effect) causes more performance degradation. 
This is because the correlation at the edges is less and each time a virtual pilot is interpolated 
according to eq. (4.20) or eq. (4.21) there is some interpolation error which accumulates and 
causes a bigger MSE. In the Wiener filtering process either in time or frequency the sliding 
window utilizes 4 pilots to estimate the CTFs in one slide. 
 
Figure 4.30 shows the MSE of the four links of the first 2x2 MIMO system utilizing the 
virtual pilots, compared with the SISO system using a rectangular pilot pattern with df=4, 
dt=6 and df=4, dt=3 (two-times pilot oversampling in time).  The SISO with df=4, dt=6 forms 
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an MSE floor in the order of 10-1, the SISO with two-times pilot oversampling in time has an 
error floor of around 5x10-2. The proposed MIMO 2x2 pilot pattern with the virtual pilot 
concept will do a two-times pilot oversampling in time and in frequency; the results in Figure 
4.30 show that the proposed pattern outperforms the two-times pilot oversampling in time by 
obtaining an error floor 10-2. Due to the deviation error from linear interpolation/extrapolation 
as described in eq. (4.30) the performance cannot reach the performance for the two-times 
pilot oversampling in time and in frequency. 
 
Figure 4.31 depicts the advantage of the V-BLAST algorithm in exploiting the channel 
diversity in detecting the transmitted bits where it forms a BER floor of around 6x10-3. 
Meanwhile the SISO scheme with the same amount of real pilots (without virtual pilots) 
forms a BER floor of around 6x10-2, the SISO with two-times oversampling forms a BER 
floor 2x10-2, while the SISO with two-times oversampling in time and frequency forms a BER 
floor of around 10-4. The results in Figure 4.30 and 4.31 have been disseminated in reference 
[88]. 
 
The impact of increasing the Wiener filter size to the channel MSE and the BER can be seen 
in Figure 4.32 and 4.33 respectively. Figure 4.32 shows that the MSE of the proposed MIMO 
pattern with 4x4, 8x8 and 16x16 form almost the same level of error floor. The deviation from 
the linear interpolation/extrapolation at the virtual pilot positions and the mismatched design 
of the Wiener filter add together into the overall channel MSE as described in eq. (4.30) and 
eventually impacts the BER outcome. Since in the SISO case without the presence of virtual 
pilots the deviation does not exist, it means that as the Wiener filter size is increased a 
significant performance improvement can be seen. 
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Figure 4.30: MSE vs SNR (dB) comparison between SISO Rectangular, Hexagonal and 
MIMO pilot patterns with a 4x4 Wiener Filter size 
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Figure 4.31: BER vs SNR (dB) comparison between SISO Rectangular, Hexagonal and 
MIMO pilot patterns with a 4x4 Wiener Filter size 
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Figure 4.32: MSE vs SNR (dB) comparison between SISO Rectangular, Hexagonal and 
MIMO pilot patterns with increasing number of filter coefficients (number of pilots used per 
sliding window) 
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Figure 4.33: BER vs SNR (dB) comparison between SISO Rectangular, Hexagonal and the 
proposed MIMO pilot patterns with increasing number of filter coefficients (number of pilots 
used per sliding window) 
 
The performance comparison among the first proposed MIMO pattern (Figure 4.24), the 
second MIMO pattern with less virtual pilots (Figure 4.27) and more virtual pilots (Figure 
4.28) at a high maximum Doppler frequency (fDmax = 82 Hz) are shown in Figure 4.34 and 
4.35, while the performance comparison at low Doppler frequency (fDmax = 2.05 Hz) are 
depicted in Figure 4.36 and 4.37.   
 
The results in Figures 4.34 to 4.37 show that the first proposed MIMO pattern (Figure 4.24) 
outperforms the other two techniques (Figure 4.27 and 4.28). The first proposed MIMO 
pattern does not only give better channel estimation MSE but also requires less real pilots 
compared to the second proposed MIMO pattern. Having less pilots refers to a higher data 
rate. The virtual pilot concept can optimally be utilized in slowly fading channels. The 
comparison of the proposed MIMO pattern in high Doppler and low Doppler confirms this 
fact. The best performance is given by the Wiener filter 16x16 of the first proposed MIMO 
pattern. At high Doppler frequency this pattern forms an error floor in the order of 9x10-3 
while at low Doppler frequency the error floor is in the order of 2x 10-3. The MSE 
performance gap between the first proposed MIMO pilot pattern (Figure 4.24) compared to 
the other two techniques (Figure 4.27 and 4.28) is more significant at low Doppler frequency 
than at high Doppler frequency as depicted in Figures 4.34 and 4.36. This phenomenon 
happens since the first proposed MIMO pilot pattern emphasizes the virtual pilot utilization of 
the first and second transmit antennas in time. Therefore, as the Doppler frequency is low the 
channel is slowly varying in time, and the aid of the virtual pilots in this direction will be 
significant. Meanwhile, in the other two techniques the virtual pilot utilization is emphasized 
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in frequency. Therefore, the impact of the virtual pilot utilization in the two other techniques 
depicted in Figure 4.27 and 4.28 becomes significant for the channel with lower delay spread. 
 
Figure 4.38 shows for all links the MSE on the 2x2 MIMO system with three MIMO pilot 
patterns with an 8x8 Wiener filter for the high maximum Doppler frequency (fDmax = 82 Hz). 
In the first pattern (described in Figure 4.24), more pilots are allocated to the first transmit 
antenna compared to the second antenna; therefore the MSEs on links 11 and 12 can be better 
compared to links 21 and 22 respectively. The MSE performance of the second pattern with 
less and more virtual pilots of all links are close to each other due to the same number of 
allocated pilots on transmit antennas 1 and 2. 
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Figure 4.34: Mean MSE vs SNR (dB) comparison of all links between the first proposed 
MIMO pilot pattern (Hexagonal > Rectangular), and the second proposed MIMO pilot pattern 
(Rectangular > Hexagonal) with less virtual pilots (df=4) and more virtual pilots (df=2) for 
different number of filter coefficients (number of pilots used per sliding window) at high 
maximum Doppler (fDmax = 82 Hz) 
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Figure 4.35: BER vs SNR (dB) comparison of all links between the first proposed MIMO 
pilot pattern (Hexagonal > Rectangular), and the second proposed MIMO pilot pattern 
(Rectangular > Hexagonal) with less virtual pilots (df=4) and more virtual pilots (df=2) for 
different number of filter coefficients (number of pilots used per sliding window) at high 
maximum Doppler (fDmax = 82 Hz) 
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Figure 4.36: Mean MSE vs SNR (dB) comparison of all links between the first proposed 
MIMO pilot pattern (Hexagonal > Rectangular), and the second proposed MIMO pilot pattern 
(Rectangular > Hexagonal) with less virtual pilots (df=4) and more virtual pilots (df=2) for 
different number of filter coefficients (number of pilots used per sliding window) at low 
maximum Doppler (fDmax = 2.05 Hz) 
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Figure 4.37: Mean MSE vs SNR (dB) comparison of all links between the first proposed 
MIMO pilot pattern (Hexagonal > Rectangular), and the second proposed MIMO pilot pattern 
(Rectangular > Hexagonal) with less virtual pilots (df=4) and more virtual pilots (df=2) for 
different number of filter coefficients (number of pilots used per sliding window) at low 
maximum Doppler (fDmax = 2.05 Hz) 
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Figure 4.38: Mean MSE vs SNR (dB) comparison of each link between the first proposed 
MIMO pilot pattern (Hexagonal > Rectangular), and the second proposed MIMO pilot pattern 
(Rectangular > Hexagonal) with less virtual pilots (df=4) and more virtual pilots (df=2) for 8 
filter coefficients (8 pilots are used per sliding window) in high maximum Doppler (fDmax = 80 
Hz) 
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In the presence of the licensed user, some carriers will be de-activated. Like our evaluation in 
the SISO system, in this simulation scheme 61 carriers are de-activated (carrier no. 81 – 141) 
due to LU occupancy. The LU itself occupies 40 carriers in the middle that renders 10 guard 
bands on each side of the LU band. As too many carriers are de-activated the mutual 
interference between LU and our Cognitive Radio system becomes negligible. The distance 
between pilots in frequency is 4 sub-carriers, while in time it is 3 OFDM symbols.  Figure 
4.39 and 4.40 show the performance of the first proposed MIMO pilot pattern in the presence 
of LU (Figure 4.29) with a 4x4, 8x8, and 16x16 Wiener Filter size at high maximum Doppler 
frequency, while the performances at low maximum Doppler frequency are depicted in 
Figures 4.41 and 4.42.  
 
Beside the effectiveness of the virtual pilot concept in slowly varying channel as presented in 
the comparisons of Figures 4.34 to 4.37, the results in Figures 4.39 to 4.42 show how the 
active licensed user can deteriorate the MSE performance of the proposed MIMO pilot pattern 
in a Cognitive Radio system. A particular result that can be observed from these Figures is 
that the MSE performance in the case of the proposed MIMO pilot pattern without the 
presence of an active licensed user (while having some carriers de-activated) is close to the 
MIMO system without carriers de-activation performance.  
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Figure 4.39: Mean MSE vs SNR (dB) of the first proposed MIMO pilot pattern (Hexagonal > 
Rectangular) without carriers de-activation, with carriers de-activation without the presence of 
a licensed user (LU), and with carrier de-activation and active LU at high maximum Doppler 
(fDmax = 80 Hz) 
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Figure 4.40: BER vs SNR (dB) of the first proposed MIMO pilot pattern (Hexagonal > 
Rectangular) without carriers de-activation, with carriers de-activation without the presence of 
a licensed user (LU), and with carrier de-activation and an active LU at high maximum 
Doppler (fDmax = 80 Hz) 
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Figure 4.41: Mean MSE vs SNR (dB) of the first proposed MIMO pilot pattern (Hexagonal > 
Rectangular) without carriers de-activation, with carriers de-activation without the presence of 
a licensed user (LU), and with carrier de-activation and an active LU at low maximum 
Doppler (fDmax = 2.05 Hz) 
 



 
 
 
 
 
 
 
 
                                                                                                                                                  
 

 
 
 
 
 
 
 

123

0 5 10 15 20 25 30 35 4010-3

10-2

10-1

100

SNR(dB)

B
ER

 

 

Hex. > Rect. w/ 4x4 Filter
Hex. > Rect. w/ 8x8 Filter
Hex. > Rect. w/ 16x16 Filter
Hex. > Rect. w/ 4x4 Filter , Carr. Deact, No LU
Hex. > Rect. w/ 8x8 Filter Carr. Deact, No LU
Hex. > Rect. w/ 16x16 Filter Carr. Deact, No LU
Hex. > Rect. w/ 4x4 Filter Carr. Deact, Active LU
Hex. > Rect. w/ 8x8 Filter Carr. Deact, Active LU
Hex. > Rect. w/ 16x16 Filter Carr. Deact, Active LU

 
Figure 4.42: BER vs SNR (dB) of the first proposed MIMO pilot pattern (Hexagonal > 
Rectangular) without carriers de-activation, with carriers de-activation without the presence of 
a licensed user (LU), and with carrier de-activation and an active LU at low maximum 
Doppler (fDmax = 2.05 Hz) 
 
 
 
There are two factors that influence the accumulation of MSE :  

1) the edge effects due to the filter design according Figure 4.1 and the sliding window 
channel  estimation technique depicted in Figure 4.2   

2) the deviation error by the virtual pilots that will be accumulated, as the number of 
filter coefficients is increased (described in eq. (4.30)). 

 
The MIMO system without carriers de-activation will experience less edge effects compared 
to the MIMO system with carriers de-activation. Depending on the size of the carriers de-
activation band, the MIMO system with carrier de-activation will have less virtual pilots 
compared to the MIMO system without carrier de-activation. By having the current number of 
de-activated carriers and other simulation parameters given in Table 4.1, the curves in Figures 
4.39 to 4.42 are the results of the two accumulated channel deviation errors (edge effects and 
virtual pilots). It means that the number of virtual pilots in the region of de-activated carriers 
has managed to balance the error due to the edge effects of the MIMO system with de-
activated carriers. 
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4.6 Training and Pilot Pattern for OFDM Based Cognitive Radio 
Synchronization and PAPR Reduction 

 
Beside channel estimation, synchronization and peak to average power ratio (PAPR) are 
common problems in an OFDM system. Therefore the Cognitive Radio system that uses 
OFDM as modulation technique will also face these common problems. In this section the 
impact of synchronization and PAPR reduction will be explored and analyzed within the 
Cognitive Radio context.  
 
4.6.1 Synchronization for an OFDM-Based Cognitive Radio System  

Carrier frequency, sampling frequency and frame offset are the common problems that an 
OFDM system normally experience. In this section we overview suitable synchronization 
techniques to compensate the three offset problems to be applied in an OFDM-based CR 
system.  
 
A particular point to be addressed here is the impact of the carriers de-activation to the 
synchronization technique. The guard interval (GI) can be utilized to estimate the carrier 
frequency and frame offset [89]–[92]. The guard interval is a replica of the last NGI time- 
domain OFDM symbols. In this way by using the cross-correlation method the beginning of 
an OFDM symbol and the carrier frequency offset can be detected. In [93] the frame offset 
estimation is improved by quantizing the time-domain OFDM symbol into a 4-QAM symbol 
constellation. The in-phase (I) or quadrature(Q) symbol values which are equal or bigger than 
zero are assigned by a value of 1, while the rest are -1. Further averaging the cross correlation 
value of the quantized time-domain OFDM symbol for the entire OFDM symbols in a frame 
will add to the robustness of the frame offset detection. 
 
The frequency offset can be detected by utilizing the cross correlation amplitude between the 
time-domain OFDM symbol with its shifted version. The shift length is chosen as the period 
between the time-domain OFDM symbol with its replica, which practically in every OFDM 
symbol is the resemblance of the distance between the symbol on GI and its replica on the 
useful OFDM symbol. Beside utilizing the GI, training symbols can be inserted to the OFDM 
frame [94]. According to the IFFT property, half of the time-domain OFDM symbol can be 
replicated to the rest half of the time-domain signal by assigning zeros to the frequency 
domain OFDM symbols on the carriers with odd index number, while the index is starting 
from 0 (e.g. index k=0,…, NFFT-1). The scheme is depicted in Figure 4.43.  
 
The replication scheme itself can be analytically proven by expanding the condition of the 
OFDM time domain symbol  

2
FFTn N n

x x
+

=  as given in eq. (4.31), 
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Figure 4.43: Training symbol design for synchronization purpose 

 
 
According to eq. (4.31) the condition can be satisfied for any kind of  symbol Xk  values on 
even index subcarriers ( k=0,2,4,…, NFFT-2), while the value of Xk on the odd index 
subcarriers (k=1,3,5,…, NFFT-1) must be zero. The detail proof is available in Appendix B. 
 
In a Cognitive Radio context there are two aspects to be considered for designing the training 
symbols for synchronization. The first one is the requirement of having replica of the time 
domain training symbol within the distance of NFFT /2 by assigning zeros on the odd index 
carriers in the frequency-domain training symbols. The second aspect concerns the 
application of carriers de-activation on the LU band in order to avoid mutual interference 
between the Cognitive radio system and the LU by putting zeros on the location of the LU 
band in the frequency-domain training symbols.  The designed training symbol will not harm 
the LU transmission, and in the Cognitive Radio system itself the mutual interference can be 
avoided hence more accurate synchronization would be attained. By cross-correlating these 
training symbols with its reference at the receiver, the noise and fading effect that can degrade 
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the cross-correlation value will be mitigated. The cost of this technique is a reduction in bit 
rate due to the training symbol. 
 
The sampling frequency offset can be estimated from the phase difference between two pilots 
positions in one OFDM symbol and two pilots positions in another OFDM symbol [95]. This 
technique is improved in reference [96] by applying equalization to mitigate the fading effect 
on the sampling frequency offset and by iterative averaging over all pilots.  Since the 
synchronization problem can be solved with the insertion of pilots and training symbols, the 
relation with the Cognitive Radio context would only be in interference avoidance by de-
activating the pilots or training symbols on the LU band. In this way the time, frequency and 
sampling frequency offset can be more accurately estimated. 
 
 
4.6.2 Peak To Average Power Ratio Reduction for an OFDM-Based Cognitive Radio 

Channel Estimation 
 
The  peak to average power ratio (PAPR) reduction for an OFDM-based Cognitive Radio can 
be included by using a sidelobe suppression technique. This extra constraint on PAPR (see eq.  
(2.1) in chapter 2) means that the frequency-domain symbol composition (data and pilots) 
also should minimize the PAPR. The sidelobe suppression constraint becomes: 
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In section 3.2.4 the PAPR has been analyzed and evaluated with respect to the application of 
adaptive bit loading and sidelobes cancellation carriers. In this section the PAPR is analyzed 
in relation to the pilot insertion. In reference [97] the PAPR reduction is applied by utilizing a 
choice of pilot values inserted in OFDM symbols in such a way that the pilots can reduce the 
PAPR. Pilots can be chosen from several sets of orthogonal pilot sequences. The pilots that 
most satisfy the constraints in eq. (4.32) will be chosen for transmission. No extra information 
about the pilot sequence is required. Since the pilot sequences are orthogonal to each other, 
the receiver can detect the transmitted pilot sequence by cross-correlating the received pilot 
sequence with the reference pilot sequences and choose the sequence with the highest cross 
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correlation value (maximum likelihood method). A drawback of this orthogonal pilot 
sequence is that the pilots should always be available in each OFDM symbol. Some of the 
carriers in each OFDM symbols will therefore be as pilots, so the data rate will be reduced. 
 
In the Cognitive Radio context some OFDM carriers will be de-activated due to the licensed 
user occupancy. The scheme can be seen as non-contiguous OFDM. In reference [98] the 
impact of the OFDM carriers de-activation to the PAPR has been investigated. The results 
show that the probability of high PAPR increases with the number of total subcarriers in the 
case of constant active subcarriers, therefore the PAPR reduction is more important in the 
case of large number of de-activated subcarriers compared to conventional OFDM (without 
carriers de-activation). 
  
4.7 Conclusions  
 
In this chapter the Wiener filter has been extensively used in the Cognitive Radio application. 
The Wiener filter is chosen since it directly relates the index of the subcarriers and OFDM 
symbol to the correlation property of the channel in frequency and time. The sliding window 
technique is utilized to avoid a high memory requirement in storing the Wiener filter 
coefficients. Frequency hopping and spectrum pooling contexts have been discussed. In the 
frequency hopping scenario the sliding window is applied in one region, while in the spectrum 
pooling context one active subcarriers group will be located in a different region than another 
active subcarriers group (separated by subcarrier holes) because of carriers de-activation in 
the licensed user’s band. The proposed OFDM frame design according to the Bluetooth TDD 
duration refers to the short frame duration; therefore a training symbol is adequate in 
estimating the channel transfer functions in an OFDM frame as long as the frame duration is 
shorter than the coherence time of the channel. 
 
The Wiener filter interpolates the channel transfer function by utilizing a noisy channel 
sample at the pilot positions. The pilots are spread among an OFDM frame and fulfill the 
sampling theorem. The distance between pilots in frequency should be lower than the 
coherence bandwidth of the channel while the distance between pilots in time should be lower 
than the channel coherence time. 
 
The virtual pilot concept is employed with the purpose of improving the performance of the 
Wiener filter by adding pilot oversampling. The virtual pilots are not real pilots, and are 
located between real pilots. The virtual pilots are derived from linear 
interpolating/extrapolating the noisy channel samples at real pilot positions. The decision 
directed method will enhance the accuracy of the estimated channel transfer function value at 
the virtual pilot positions. This method could only be applied efficiently in a SISO system. In 
the MIMO system the signals from all  transmit antennas will contribute to the received signal 
of one receive antenna; therefore a direct application of the decision directed method to the 
estimated channel transfer function (resulting from linear interpolation/extrapolation at the 
virtual pilot positions) will give a higher probability of decision errors and that will lead to  a 
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high channel estimate deviation error. An extra mechanism is thus required to separate the 
signal from each transmit antenna in order to make the decision directed technique properly 
utilized. For this reason, in this chapter the initial channel estimates at the virtual pilot 
positions for MIMO system are only derived from linear interpolation/ extrapolation. 
 
A literature study has shown that the hexagonal pattern is the optimum pilot pattern to sample 
2 dimensional circularly bandlimited signals. Adding the virtual pilot concept to the 
hexagonal pilot pattern, and combining the linear interpolation/extrapolation and the decision 
directed technique in predicting the initial channel estimates at virtual pilot positions for the 
SISO system provides a significant channel estimation improvement. It gives almost the same 
performance as the two-times pilot oversampling. Further, in Cognitive Radio context, the 
virtual pilot concept simplifies the Wiener filtering by the sliding window technique. 
 
The three pilots allocation techniques for MIMO system have been proposed. Without loss of 
generality a 2 transmit antenna system was used. One pattern adopts the Hexagonal SISO 
pattern and separate the pilots of the first and the second transmit antenna in time. The other 
patterns adopt the Rectangular SISO pattern and separate the pilot allocation of the first and 
the second antenna with emphasis on frequency. The new pattern forms a hexagonal pattern 
on each of the transmit antenna. Given the channel model in Table 4.1, the simulation results 
show that among the three patterns the MIMO pilot pattern that adopts the SISO Hexagonal 
pattern outperforms the other two patterns. The impact of delay spread to the channel 
correlation in frequency is more accommodated by the MIMO pattern that adopts the SISO 
hexagonal pattern. This is due to smaller distance between the real pilots of each of the 
transmit antennas. The aid of virtual pilots in time becomes significant in a slowly varying 
fading channel. Therefore, the channel MSE performance gap between the pattern that adopts 
the SISO Hexagonal pattern and the ones that adopts the SISO Rectangular pattern is more 
significant in a channel with low Doppler frequency compared to a channel with high Doppler 
frequency. 
 
With respect to the utilization of virtual pilots for MIMO channel estimation in Cognitive 
Radio context, the accumulated MSE comes from the deviation error in the virtual pilots and 
the edge effects of the Wiener filter. The more licensed users access the spectrum in a 
scattered manner, the more edge effects will occur. More licensed users denote more carrier 
de-activations that eventually reduces the number of virtual pilots; therefore there should be a 
trade-off between the number of edge effects and the number of de-activated carriers at those 
virtual pilot positions that contribute to the final channel MSE. 
 
Peak to average power ratio (PAPR) and synchronization are common problems in the OFDM 
system. Literature has given solutions to these challenges in conventional OFDM systems. 
Combining the spectrum pooling concept (carriers de-activation) with the available 
synchronization and PAPR reduction techniques can accommodate these common OFDM 
aspects in a Cognitive Radio context.  
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Chapter 5 

 

Single Carrier Cognitive Radio System 

 
 

5.1  Introduction 
 
Beside the multi-carrier approach another method of utilizing the spectrum efficiently in 
cognitive radio context is by shaping the waveform of a single carrier transmitted signal 
dynamically over a spectral region. The shaping is done so that it can adapt to a changing 
electromagnetic environment and it has synthesized waveform features in frequency domain 
which do not interfere with the occupied spectrum. The fundamental idea is to avoid a preset 
frequency use and operate dynamically over a chosen spectral region. The Transform Domain 
Communication System (TDCS) is introduced in references [99],[100] as a candidate for a 
single carrier technique in Cognitive Radio. In principle the transmitted signal is shaped in 
such a way that its bandwidth does not overlap with the LU band.  
 
We have expanded the work in TDCS by adding an extra embedded symbol (in line with our 
Cognitive Radio objective) for enhancing efficient spectral utilization [2]. The scheme, 
analysis and performance evaluations are described in section 5.2. 
 
In references [100] to [102] the Fourier transform as tool to shape the spectrum in TDCS is 
replaced by the wavelet basis function. The technique is called Wavelet Domain 
Communication System (WDCS). Following the extension of our research on TDCS, we also 
propose to implement the extra embedded symbol in the WDCS system. The scheme, 
analysis, limitation and evaluations are given in section 5.3. 
 
Further, the MIMO application to the single carrier modulation Cognitive Radio  system will 
be explored in section 5.4. 
 
The conclusions will be drawn in section 5.5. 



 
 
 
 
 
 
 

 
                                                                                                                                                 
 

 
 

 
 
 
 
 

130 

5.2 Transform Domain Communication System (TDCS) with Embedded    
Symbol 

 
 
The transmitter block diagram of the TDCS system is depicted in Figure 5.1. TDCS is a single 
carrier transmission where its bandwidth can be divided into smaller subbands which are 
similar to subcarriers in an OFDM system. In this way, it is easier to locate the part of the 
band occupied by the LUs  and subsequently not to put energy in that region. Information 
regarding the spectrum occupancy of the licensed users are distributed to each CR device. 
Upon receiving the information about the region of the LU band, a vector map 
A=[A0,..,Ak,..,ANFFT-1] is produced by the Spectrum Magnitude module where k defines the 
index of subband. Zeros are placed on the subband indexes where the LU band is located, and 
ones  are placed on  the  other  subband indexes.  Further, the vector map A is multiplied with 
a random phase vector ejθ  that will produce the vector Bb.. The multiplication with scaling 
factor C has the purpose of realizing the desired or targeted energy used for transmitting a 
TDCS symbol. After multiplication with the scaling factor C, the vector B will be produced. 
Applying an IFFT to B will produce the time-domain TDCS basis function b(t). After 
modulating b(t) with data d(t) and Guard interval (GI) insertion, followed by windowing, the 
to be transmitted signal s(t) is formed. The GI is added to avoid inter symbol interference 
(ISI) due to the multipath channel effect. Windowing can be added in order to reduce the 
sidelobes of the transmitted signal on the LU band. TDCS gives more degrees of freedom in 
choosing a window to lower the sidelobes of its spectrum. Unlike in OFDM, the spectrum of 
the window of TDCS does not have to make a zero on the subband spacing interval as long as 
its sidelobes are very low, e.g a half sine window [17]. Inter-subband interference will not 
degrade the data detection at the receiver due to the robustness of the autocorrelation method. 
Windowing can be replaced by de-activating more subbands adjacent to the LU band (adding 
more zeros to vector A at  the  sub bands adjacent to the LU band) since it will not reduce the 
transmission bit rate. 
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Figure 5.1: Transmitter architecture of TDCS [99] 
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Figure 5.2: Receiver architecture of  TDCS with Channel Estimation module 
 
 
The impact of  the zeros insertion to vector A can be observed from the TDCS power spectral 
density (PSD) equation,   
 
 
 

22

(1 )(1 ) 212 2 ( )2 ( ) ( )( )
(1 )0(1 ) 2

2

1( )

TT
N FFT j f f tj ft j d t p t dte kPSD f kk T

T kFFT
s t dt CAe e

N

αα
ππ θ

α
α

++ − − −− ∫= =
− +=− +

∑∫
                               

                                                                                                                                               (5.1) 
 
where T  is  the useful TDCS signal duration, p(t) is the window function,  α  is  the  roll off 
factor of the window, fk is the frequency on subband k and θk is the phase on subband k 
produced by the random phase module, C is the scaling factor, d(t) is the modulated data and 
NFFT is the number of FFT points used in the IFFT process (it can be considered as the 
number of subbands) [98].  
 
If a rectangular window is used (p(t)=1) and α is zero, the result of the integral can be 
replaced by Tsinc((f - fk)T). A zero amplitude at sub-band k will remove the PSD on that sub-
band position, and due to the spectrum orthogonality by this window the power contributions 
from the other subbands at that carrier position are also zero. Except at the frequencies not 
located at multiples of the subband spacing, the sidelobes coming from the sinc function of all 
active TDCS carriers will give power contributions. Since the sidelobes from the sinc function 
are deteriorated corresponding to the distance with the subband position, de-activating more 
subbands will lower the sidelobes. Therefore, there will be no significant signal power from 
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the TDCS based CR at the region of TDCS subbands which are occupied by the LUs. The 
time-domain signal b(t) is modulated with the transmitted data d(t) using a Cyclic Code Shift 
Keying (CCSK), Pulse Amplitude Modulation (PAM) or Pulse Position Modulation (PPM) 
scheme. In PAM the bits are mapped onto a real number (either positive or negative). The 
higher the constellation size (CS) of the PAM the higher will be the maximum amplitude of 
the PAM signal. In the context of Cognitive Radio and if PAM is applied, the PSD constraint 
should be taken into account and therefore a low constellation size is preferable. In CCSK the 
signals are cyclic shifted by the decimal number representing the composition of the bits 
transmitted with a length of bits equal to log2 CS. The shift length depends on CS and the 
decimal representation of the bits. The bit rate of the TDCS system with CCSK or PAM can 
be calculated from, 
 

 2lo g
T D C S C C S K o rP A M

s

C S
R T−

=                                                                                        (5.2)                   

 
where TS is the TDCS symbol duration including the guard interval (GI). The GI is inserted to 
avoid the inter symbol interference (ISI) which is introduced by the multipath channel.  In the 
PPM the bits are mapped as shifted pulses  [8].  It requires longer symbol periods for higher 
constellation sizes; it is therefore not advantageous to be applied in the TDCS if high rates are 
needed. The maximum CS that can be applied in CCSK is restricted to the number of 
subbands (NFFT ). The nice property of CCSK is that the BER improves as the CS increases 
[102], [103], therefore the optimum constellation size for CCSK modulation is equal to the 
number of subbands (NFFT). Considering these facts CCSK is considered as the most optimum 
modulation in TDCS. 
 
In comparison with OFDM, if the scaling factor C is 1 the PSD of OFDM in eq. (2.1) has 
larger sidelobes (with a factor of  NFFT) compared to the PSD of TDCS in eq. (5.1). OFDM 
has a factor of NFFT higher bitrate compared to TDCS since the bit rate of OFDM is  

2
.lo gF F T

s

N C S

T
while the TDCS bit rate is described by eq. (5.2). Increasing the scaling 

factor C will increase the required energy to transmit the TDCS symbol but it will also 
increase the SNR of TDCS, hence, the TDCS BER performance will be improved.  
 
The outputs of the random phase modules at the transmitter and at the receiver must be equal, 
as the latter will be used as reference at the receiver for data detection by using a correlation 
process.  The spectrum occupancy information available at the transmitter should also be 
available at the receiver for accurate data detection. After the GI removal, the signal is 
transformed into frequency domain, followed by fading effect cancellation. In order to detect 
the transmitted signal, the received signal is transformed again into time-domain by the IFFT 
and is then de-correlated with the reference signal c(t). De-correlation for symbol detection 
can be simplified by taking the maximum absolute value of the inverse Fourier transform of 



 
 
 
 
 
 
 

 
                                                                                                                                                 
 

 
 

 
 
 
 
 

133

the product of the received signal and the conjugate of the reference signal in the frequency- 
domain [103]. 
 
In an attempt to increase the bit rate of TDCS, we describe in this section the proposed 
embedded symbol to TDCS-CCSK. The embedded symbol can be derived from PAM, QAM 
or PSK modulation. The proposed transmitter and receiver architectures of the system are 
depicted in Figure 5.3.  

 
(a) 

 
(b) 

Figure 5.3: (a) Transmitter and (b) Receiver architecture of TDCS with extra embedded      
symbol 
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There are two bit sources available. The first one is for the embedded symbol, and the second 
one is for the CCSK modulation. We choose to have NFFT as the CS value of the CCSK 
modulation since it is the optimum one, while the embedded symbol constellation size will be 
investigated further in the performance evaluation subsection. 
  
At the transmitter one embedded symbol will be multiplied with a vector derived from the 
point to point multiplication between the vector produced by the random phase θ and the 
vector produced by the spectrum magnitude A. Further, legacy processes in producing the 
TDCS signal are applied. At the receiver, CCSK data detection is applied first. After 
removing the fading effect in frequency-domain, the CCSK data detection is applied by de-
correlating the time-domain received signal with the time-domain reference signal. De-
correlation can be simplified by taking the maximum absolute value of the inverse Fourier 
transform of the product of the frequency-domain conjugate received signal and the reference 
signal [103].  The received discrete time-domain signal y at time instant n after fading 
removal can be expressed as: 
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where S, φ, Nk, Hk are the magnitude, phase of the embedded symbol, noise and channel gain 
on  subband k respectively, and A’k = Ak ejθk, and τ is the data from source 2 for CCSK 
modulation. The reference signal c at time instant n is defined as : 
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The correlation function R of signals y and c becomes      
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The first term in the final eq. (5.5) is negligible due to random phase property of the TDCS 
[97]. Eq. (5.5) can be approximated as eq. (5.6). The complete derivation is available in the 
Appendix C.  
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The derivation in eq. (5.6) fully agrees with reference [103] in doing CCSK detection. The 
position where the maximum correlation occurs (τ) will be selected as the estimated 
transmitted data on source data 2. A measure of peak power to mean sidelobe power ratio 
(PMR) of the basis function b(t) can be employed to determine the robustness of CCSK data 
detection [103]. The PMR is the ratio between the square of the peak cross-correlation of the 
basis function and the square of the average remaining cross-correlation values (termed as 
sidelobes).  If we consider the transmitted data on source data 2 is zero (τ=0) then the PMR of 
the proposed TDCS will be represented by eq. (5.7), while in case TDCS-CCSK is without 
embedded symbol the e jS ϕ  in eq. (5.7) is replaced by 1.  
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In eq. (5.7) it is assumed that the r

r

N

H
has a Gaussian distribution with variance σN/H

2. 

However, despite Nr is Gaussian distributed and if Hr is also Gaussian distributed it does not 
mean that r

r

N

H
 is necessarily Gaussian distributed. The emphasis in giving the PMR equation 

is to show how the embedded symbol can enhance the PMR of TDCS-CCSK. The details and 
complete derivation of eq. (5.7) is provided in Appendix D. 
 
The data from CCSK detection represents the estimated symbol cyclic shift that was taking 
place at the transmitter to transmit the data for CCSK modulation. This estimated shift is then 
further used to shift the reference signal, followed by the transformation into frequency- 
domain by the FFT module. 
 
The received signal in frequency-domain (before CCSK data detection) is then divided by the 
shifted reference signal (in frequency-domain) which can be described as dividing the Yr  in 
eq. (5.6) by eA N FFT
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After taking the average value per NFFT samples and detection by PAM, QAM or PSK de-
mapping, the bits from source data 1 are reconstructed. Another method is by utilizing the 
detected data on source 2 (τ) and multiplying the product between the (in frequency-domain) 

received symbol and reference basis function (Ur=FFT(y).FFT*(c) in eq. (5.6)) with e N FFT

r2j πτ
, 

where { }10r N FFT −∈ ,..., . In this way the transformation of the shifted reference basis 
function into frequency-domain can be avoided. In order to improve the source data 1 BER 
performance further, channel coding and interleaving can be applied before the mapping 
process, meanwhile the de-interleaving and decoding are applied after de-mapping. For 
simplicity these techniques will not be included here.  
 
The new TDCS bit rate becomes: 
 

TR
s

EM2
NEWTDCS

CSCS
'

.log
=                                                                                                   (5.9)                    

 

where CSEM is the embedded symbol constellation size.  
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From spectrum point of view, the PSD of TDCS-CCSK with extra embedded symbol yields 
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By observing eq. (5.10) it is reasonable to consider PSK as most appropriate embedded 
symbol modulation mode among the three mapping types (PSK, PAM, and QAM). The PSK 
symbols are spread over a unit circle with magnitude one. Therefore embedding the PSK 
symbol to the TDCS with CCSK modulation will not change the TDCS transmission power, 
while embedding PAM and QAM requires more power. The extra amount of power required 
will depend on the constellation size of the PAM/QAM embedded symbol. Moreover, the 
embedded symbol will affect the sidelobes of the proposed TDCS. Because PSK symbol 
magnitude is one, according to eq. (5.10) the sidelobes amplitude of the proposed TDCS will 
not change. PAM and QAM symbols with constellation size bigger than 2 have an average 
magnitude larger than one and therefore the sidelobes amplitude of the proposed TDCS will 
be affected. PAM modulation in this case will be the worse option since for the same 
constellation size (larger than 2) its maximum amplitude is bigger than the QAM mode. 
Increasing the embedded symbol’s constellation size will enhance the symbol- to- noise ratio 
on each of the TDCS subband. According to reference[103] the symbol-to noise ratio 
enhancement will lead to a symbol error probability improvement and eventually to a bit error 
rate improvement. Increasing the constellation size means allocating more bits to the 
transmitted signal and as a consequence more energy is practically allocated. The amount of 
allocated energy is linearly dependent on the number of allocated bits. Therefore, the SNR 
gain obtained by increasing the CSEM compared to the conventional TDCS-CCSK 
corresponds to  
  

( )dBCS10SNR EM210Gain )(loglog=                                                                   (5.11)                   
 
where log2(CSEM) refers to the number of bits allocated to the embedded symbol.  
 

5.2.1 Multi-User TDCS with Extra Embedded Symbol Detection Analysis   
 
It is described in references [9],[99] that the random phase generator can be designed to 
support multiple user transmission. We have analyzed that the embedded symbol will not 
destroy the CCSK detection on each user. It can be learnt from the following derivations.   
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If the received signal on the receiver of user 1 is : 
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where Hk
u is the channel transfer function of user u on TDCS subband k. The symbols with 

index attribute u in eq.(5.12) belongs to user u, while symbols with index attribute 1 belongs 
to user 1. U denotes the total number of users. We use the same basis reference signal c as 
described in eq. (5.4), but we put attribute 1 to it in order to refer it as reference signal for user 
1.  
 
The correlation on the user 1’s receiver becomes: 
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The first term of eq. (5.13) is negligible due to the random phases and multi-user orthogonal 
basis function properties of the TDCS [9],[99], [100]. Therefore eq. (5.13) can be simplified 
ito  (details are in the Appendix E),   
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According to [100], if each user has a different dedicated generator polynomial in producing 
the random phase then the multiple access interference term in eq. (5.11) will be small. 
Therefore, if the noise term does not exist, the receiver could still estimate the shift from the 
CCSK modulation of each user (τu) correctly by utilizing the reference basis function of each 
user (A’u=[A0,u ,..., Ak,u,.., 1,FFTN uA −  ]) and by choosing index i for the maximum value in 
correlation of each user (Ri,u). 
 
If the receiver has a base station kind of capability, then the basis function of all users will be 
available at the receiver. Equation (5.14) in general form can be written as : 
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where Ri,cu is the cross correlation between the received signal after fading removal with the 
shifted basis function of user cu on shift distance i and where eS uj
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By utilizing the basis function of all users and calculate Ri,cu  of all users, τu of all users wil be 
derived. The vector-matrix form of eq. (5.15) is 
 

 x  x U x 1  x   
FFT FFT FFT

cu cu cu cu
N 1 N U N 1= +R E ψ η                                                                  (5.16) 

 
The matrix Ecu  is derived by utilizing the obtained τu of all users and the basis function 
vectors A’u of all users. Accordingly, the value of embedded symbols of all users before 
decision by QAM/PSK/PAM de-mapping (maximum likelihood) can be derived by  
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1U1 eS   eS   ϕϕ=ψψ= ,...,,...,ψ  are the estimated embedded symbols of all users. 
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5.3 Wavelet Domain Communication System (WDCS) with Embedded    
Symbol 

 
A variant of TDCS is the wavelet domain communication system (WDCS) [100]-[102] where 
the Fourier transform operation in TDCS is replaced by a wavelet transformation. The 
wavelet transform has been known having lower sidelobes compared to Fourier based 
modulation. Wavelets are used in this scheme to identify and establish an interference-free 
spectrum. The advantages of using wavelet are [100]:  

1. Increased adaptation over a larger class of interfering signals, 
2. Finer high-frequency resolution, 
3. Allow implementation of CS-ary orthogonal signaling 

 
The WDCS uses a packet-based transform to estimate the electromagnetic spectrum [93]. 
Through the use of adaptive thresholds and notches, sub-bands containing the interference are 
effectively canceled. From this estimate, a unique communication basis function A in the 
transform domain is generated so that no (or very little) energy-bearing information is 
contained in the areas occupied by primary users. These functions are then multiplied with a 
pseudo-random(PR) phase vector je θ to generate Bb. The PR code is used to randomize the 
phase of the spectral components. The resulting complex spectrum is then scaled with C to 
provide the desired energy in the signal spectrum. A time domain version b(t) of the basis 
function is then obtained by performing an inverse wavelet transfom. The wavelet basis 
function can be a Coifflets, Daubechies, Haar, Symlets or Remez filter as applied earlier in 
WP-MCM. Finally, the basis function is modulated with data using PAM, or PPM, or CCSK 
modulation and then transmitted.  The block diagram of the WDCS transmission process is 
shown in Figure 5.4. 
 
At the receiver the detection is preceded by correlating the received signal with the reference 
signal in-time domain.  The receiver structure of WDCS is almost similar to the TDCS, the 
differences are the FFT and IFFT modules in TDCS that are replaced by discrete wavelet 
transform (DWT) and inverse discrete wavelet transform (IDWT), respectively.  
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Figure 5.4: WDCS Transmitter blocks [100] 
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(a) 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 

Figure 5.5:  (a) Transmitter and (b) Receiver architecture of WDCS with extra embedded 
symbol 
 
The application of the embedded symbol to WDCS is presented in Figure 5.5. According to 
reference [52] the impact of fading in the modulation technique using the wavelet basis 
function would be properly removed by time-domain equalization. Therefore, different with 
the TDCS scheme (Figure 5.3) the frequency-domain channel estimation and fading removal 
is replaced by time-domain equalization. Further, the CCSK detection in WDCS with extra 
embedded symbol system is applied in time-domain, while the embedded symbol detection 
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remains conducted in frequency-domain. The frequency domain embedded symbol detection 
is done due to the interference avoidance reason. By neglecting the signal at the LU band 
position (Spectrum Pooling technique), the embedded symbol will not be affected by the 
interference from the LU signal.  

5.4 MIMO Application in a Single Carrier Cognitive Radio System 
 

Following the gain of applying the MIMO system with V-BLAST receiver architecture in the 
TDCS system and using our experience reported in [105] we here extend the work by adding 
to the TDCS-CCSK an extra embedded symbol for higher rate transmission. The comparison 
in performance of the MIMO V-BLAST and the conventional TDCS will be described in next 
section. The MIMO system with V-BLAST receiver has been proven to be robust in 
counteracting the fading channel. It exploits channel diversity to improve the system BER 
performance through space time-coding of the estimated channel state information on all 
channel links. Furthermore, MIMO also increases the system bit rate. In the CR context the 
bit rate and BER enhancement by adding MIMO with V-BLAST receiver to our TDCS-
CCSK with an extra embedded symbol refer to an efficient spectrum utilization improvement. 
In this way our proposed system tries to fulfill the CR objectives of highly reliable 
communications and efficient spectrum utilization [2] with extra complexity as a 
consequence.  
 
The transmitter and receiver architectures of the proposed system are depicted in Figure 5.6, 
where M is the number of transmit antennas and N is the number of the receive antennas. At 
the transmitter after the guard interval (GI) insertion, the transmitted signal is de-multiplexed 
to be transmitted to a selected transmit antenna. The transmitted signal on each transmit 
antenna is different to each other; as a result the data rate increases M times compared with 
the single antenna rate. In order to preserve the amount of power used for transmission, the 
total power is distributed among transmit antennas. For the sake of simplicity, in our system 
we apply an equal distribution. The power spectral density (PSD) of the TDCS-CCSK with 
embedded symbol in a MIMO system becomes  
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                                                                                                                                             (5.18) 

where Sm and φm are the magnitude and phase of the embedded symbol on transmit antenna 
m; T is the useful signal duration; p(t) is the window function;  α  is  the  roll off factor of the 
window; Ak and θk,m are the spectrum occupancy info ( 0 if it is occupied by LU, and 1 if it is 
available) and the phase produced by the random phase module on sub-band k  of antenna m 
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respectively.  A factor 1
M

 is included in eq. (5.18) because the total power is distributed 

equally to all M transmit antennas. All transmit antennas have the same spectrum occupancy 
info A. 
 
If a rectangular window is used (p(t)=1) and α is zero, the result of the integral can be 
replaced by Tsinc((f -fk)T). A zero amplitude at sub-band k will remove the PSD at that carrier 
position, and due to the spectrum orthogonality of this window the power contributions from 
the other carriers on frequency fk are also zero. Since all transmit antennas utilize the same 
spectrum occupancy info A, there will be no signal power from the TDCS based CR in the 
region of TDCS sub-bands which are occupied by the LUs. The overall sidelobes will be the 
average of the total sum of each transmit antenna sidelobes. 
 
The data rate of the TDCS with embedded symbol in MIMO system becomes   
 

( )
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_ _

. .log EM
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M CS CS
R T

=                                                                                        (5.19)                   

 
where CS is the constellation size of CCSK modulation, CSEM  is  the embedded symbol 
constellation size and Ts is  the  TDCS symbol duration including the GI. 
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(b) 

 
Figure 5.6: (a) MIMO Transmitter and (b) V-BLAST Receiver architecture of TDCS with 
extra embedded symbol 
   
At the receiver, the received signal of each receive antenna is transformed into frequency- 
domain  by using an FFT  and  then  processed by the V-BLAST signal processing module 
where its  fading  effect  will  be  removed,  space-time coded and later the correlation is 
performed for the detection of data from the data2 source. The results from the data2 source 
detection will be used to detect the transmitted data from source data1. 
 
V-BLAST is a promising implementation of a multiple input and multiple output (MIMO) 
system [61],[62]. At each symbol the V-BLAST algorithm detects the strongest layer of the 
transmitted signal, cancels the effects of this strongest layer from each of the received signals, 
then continue to detect the strongest on the remaining layers, until the weakest one is detected. 
The V-BLAST algorithm reconstructs the transmitted signal by removing the fading effect of 
the channel in frequency domain. The received signal at each receiver antenna n from each of 
the transmit antenna m  equals [105]: 

η∑ +=
=

nm

M

1m
nmn XHY  .                                                                                                            (5.20)                  

In matrix form the received signal vector is derived as  : 
 
 ηHXY +=  ,                                                                                                                    (5.21)                   

where Y=[y1,y2,…yN] is the received signal vector,  X= [x1,x2,…xM] is the transmitted signal 
vector, M is the number of transmit antennas, N is the number of receive antennas, η=[η1, η2,…, 
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ηN] is the noise vector and the channel matrix H has coefficients Hnm, where each coefficient 
describes the channel link between transmit antenna m and receive antenna n  [105].  
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                                                                                            (5.22) 

 

With the assumption that the information about the channel transform functions (CTFs) are 
available at the receiver, the channel matrix H  can be obtained. The V-BLAST algorithm 
detects the signals from all the transmit antennas sequentially according to the signal strength. 
The V-BLAST implementation is described in Appendix F.  

5.5 Performance Evaluation and Analysis 
 
5.5.1 TDCS Evaluation 
 
Table 5.1:  Simulation parameters 
 

TDCS Parameters 
Carrier Frequency 5.5 GHz 
Number of Subcarriers 128 
Carrier Spacing 31.25 KHz 
Guard Interval Duration 5.25 μs 
Channel coding OFF 

Channel Parameters 
Maximum Channel Delay 5 μs 
Number of Taps 6 
Distance between Taps 1 μs 
Number of Paths 12 
Power decay between Taps 1 dB 
Vehicular speed 100 Km/hr 
Fading Model Rayleigh Fading 

 
The TDCS and channel parameters are provided in Table 5.1. The fully loaded signal 
bandwidth is 4 MHz. In the beginning the simulations ran in a system with one transmitter 
and one receiver (no multiple access). In the simulations with a Rayleigh fading channel, the 
delay spread is 1.6282 µs. If we use the criteria for determining the coherence bandwidth as 
the bandwidth over which the signal envelope correlation function be larger than 0.5, the 
channel coherence bandwidth will be about 123 KHz. The requirement to have flat fading on 
each subband (carrier) is fulfilled by having a subband spacing of 31.25 kHz . The LU band is 
assumed to be located in the middle of our TDCS band, occupying 26 subbands (equal to a 
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bandwidth of 812.5 kHz); we also assume that this information is available at the transmitter 
and the receiver. Here we will not explore the effect of windowing, therefore we de-activated 
40 subbands  (1.25 MHz)  which are considerably wider than the LU band so that the 
sidelobes to the LU’s band and also the interference from LU to the TDCS system are 
negligible. We have simulated and compared the CCSK performance of conventional TDCS-
CCSK with CS=128 for different number of phase points to be used by the random phase 
generator in generating the phase vector θ. The phase is derived from a unit circle with 
uniform space. The comparison is depicted in Figure 5.7. The choice of CS=128 is made with 
the objective of obtaining an optimum TDCS bit rate and BER according to the number of 
available subband/carriers, which is 128.  
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Figure 5.7: BER vs SNR (dB) comparison of the conventional TDCS-CCSK with different 
number of phase points on a unit circle in the AWGN channel 

 

Table 5.2:  Bit rate OF TDCS-128CCSK  with different kind embedded symbols constellation 
size 
 

Embedded symbol 
modulation mode 

# of bits / 
TDCS 
symbol 

Bit 
rate 
(Kbps) 

BPSK 
QPSK 
16-PSK 
64-PSK 
256-PSK 

8 
9 
11 
13 
15 

215 
242 
295 
349 
403 
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The simulation results show that there is no performance difference as the number of points in 
the unit circle is increased, therefore in our next simulation results the random phase will be 
generated from the constellation of 8 phase points of a unit circle with uniform space of 45 
degrees between one point to the next point. Table 5.2 shows the total bitrate of the proposed 
TDCS-CCSK with different embedded symbol’s constellation size.  

 
A. Analysis in AWGN Channel 
 
We examine the BER of the embedded symbol (data1) and the data for CCSK modulation 
(data2) separately. The overall BER is derived by adding the sum of bit error from data1 and 
data 2 divided by the total number of bits. In the context of dynamic spectrum access we do 
not want to interfere the LU system, therefore we apply PSK mapping as the embedded 
symbol so the power spectrum density of TDCS-CCSK with extra embedded symbol will not 
be changed 
 
Figure 5.8 shows the BER performance of the embedded symbol which refers to the detection 
of data from source 1 in an AWGN channel. According to the theoretical properties of PSK 
[106], higher constellation size is more vulnerable to noise, therefore the BER performance 
will be degraded. The exception of embedded BPSK detection shown in Figure 5.8 could be 
explained after reviewing the BER results on CCSK detection because the embedded symbol 
detection is applied after CCSK detection. This means that the accuracy of the CCSK 
detection will also influence the embedded symbol detection. Further, by observing Figure 5.9 
we can see that the TDCS with 128 CCSK BER performance has almost the same curve 
pattern as the embedded BPSK BER performance shown in Figure 5.8.  
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Figure 5.8: BER vs SNR (dB)  performance on data1 source (embedded symbol) of the 
combined TDCS-CCSK with PSK embedded symbol in an AWGN channel 
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This symptom occurs because this embedded BPSK detection is equal to the data detection  of 
TDCS with binary antipodal PAM modulation (without CCSK) that previously has been 
investigated in reference [98]; the results show that its performance is slightly better than the 
TDCS with 128 CCSK. 
 
Figure 5.9 shows the effect of the embedded symbol to the CCSK detection of the TDCS 
system. At a BER of 10-2 the SNR gain of increasing the constellation size of the embedded 
symbol derived from the simulation results agrees with SNR gain defined in eq. (5.11). The 
CCSK detection SNR gain with 4, 16, 64, and 256 PSK are 3, 6, 7.8, and 9 dB 
((10.log10(log2[4,16,64,256]) dB) respectively. 
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Figure 5.9: BER vs SNR (dB) performance on data2 source (CCSK symbol) of the combined 
TDCS-CCSK with PSK embedded symbol in an AWGN channel       
 
As described in Figure 5.3(b), due to a system design where the CCSK detection is applied 
before the embedded symbol detection, the accuracy of the CCSK detection will influence the 
BER performance of the embedded symbol detection. Upon the perfect detection of the 
CCSK symbol, the embedded symbol BER performance will resemble its theoretical error 
probability (PSK, QAM or PAM) where lower modulation modes refer to a better BER 
performance. If the CCSK detection is not perfect then the CCSK BER performance shown in 
Figure 5.9 where higher modulation modes gives lower BER, will have impact on the BER 
performance of the embedded symbol; hence, the theoretical properties of PSK, QAM or 
PAM embedded symbol will be changed.  
 
Therefore, the results in Figure 5.8 denotes a degradation of the theoretical BER performance 
of the PSK modulation modes due to imperfectness of the CCSK detection that delivers 
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QPSK as the most optimum embedded symbol modulation mode applied in the TDCS-CCSK 
system. 
 
By considering the advantage/weakness of one modulation mode in term of BER at source 
data1 and data 2, Figure 5.10 shows the overall BER of the TDCS system with the PSK 
embedded symbol. For a SNR below 11 dB the BER of TDCS with embedded 64 PSK still 
outperforms the conventional TDCS-CCSK. For a SNR higher than 13 dB the TDCS-CCSK 
with embedded 64 PSK is outperformed by the conventional TDCS-CCSK; therefore, in this 
region the constellation size limit of the embedded symbol using QAM and PSK mapping  is 
16. The embedded symbol with 4 PSK gives the best overall BER performance at high SNR, 
while for low SNR 16 PSK is a better alternative. These facts will be compared with the 
results in case a Rayleigh fading channel is assumed. 
 
We have observed the performance of the TDCS with QPSK embedded symbol in multi user 
AWGN environment. For simplicity reasons we have considered 2 users in the simulations. 
Figure 5.11 depicts the BER performance of both users at the source1detector, source2 
detector and the overall BER. The BER performance curves of both users have the same 
behaviour as shown in Figures 5.8 to 5.10 for the TDCS-CCSK with embedded QPSK case. 
This means that the embedded symbol does not destroy the CCSK symbol detection in a multi 
user AWGN environment. 
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Figure 5.10: Overall BER vs SNR (dB) performance of the Combined TDCS-CCSK with 
PSK embedded symbol in an AWGN channel 
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Figure 5.11: BER vs SNR (dB) performance of the Combined TDCS-CCSK with QPSK 
embedded symbol in a 2 users environment assuming an AWGN channel 
 
B. Analysis in case of a Rayleigh Fading Channel 
 
The Rayleigh fading channel model is derived according to the wide sense stationary 
uncorrelated scattering (WSSUS) model [73] using parameters given in Table 5.1. The 
Doppler effect is included in the model. We assume that the transmitter and receiver are 
perfectly synchronized, and the channel transfer functions (CTFs) of all links are perfectly 
known at the receiver.  For simplicity the frequency-domain equalization for all simulations 
used zero-forcing equalization. 
 
Figure 5.12 shows how Rayleigh fading has severely destroyed the overall BER performance 
of TDCS-CCSK with embedded symbol. Although we assume perfect knowledge of CTFs in 
the simulation, the division between the noise and CTF has altered the correlation property of 
the TDCS basis function, because we use zero forcing equalization technique; hence, a BER 
degradation occurs as depicted in Figure 5.12. Therefore, we add MIMO with the V-BLAST 
receiver architecture to the system to mitigate the fading effect. 
 
In a multi-user environment with Rayleigh fading channel the overall performance of the 
TDCS-CCSK with embedded symbol degrades. According to eq. (5.14) and eq. (5.15) the 
fading channel gain can disturb the correlation property of the TDCS basis function that 
eventually has an impact on the CCSK detection and further on the embedded symbol 
detection. Figures 5.12 and 5.13 show how the fading channel destroys the TDCS 
performance. The performance in a MIMO system with V-BLAST receiver architecture 
(which will be explored later) gives a clear view on the BER degradation of TDCS-CCSK 
with embedded symbol in a multi-user environment with a Rayleigh fading channel.  
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Figure 5.12: Overall BER vs SNR (dB) performance of the combined TDCS-CCSK with PSK 
embedded symbol in a Rayleigh fading channel  
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Figure 5.13: BER vs SNR (dB) performance of the Combined TDCS-CCSK with QPSK 
embedded symbol in a 2 users environment and a Rayleigh fading channel 
 
 
In an earlier phase we searched for the optimum configuration of MIMO system with the most 
promising modulation mode for the extra symbol to be embedded to the MIMO TDCS-CCSK 
system. For this purpose we have selected QPSK as the embedded symbol modulation mode, 
as the results in Figure 5.10 show, this mode gives the best overall BER.  
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In reference [105] we investigated the influence of MIMO V-BLAST to the conventional 
TDCS-CCSK where the embedded symbol was not included, and we compared their 
performance with MIMO OFDM with the V-BLAST receiver architecture. For a scaling 
factor C=1, figures 5.14 to 5.16 depict some of the results given in reference [105]. 
According to that reference MIMO with a ratio between transmit and receive antennas of ½ 
and lower gives optimum BER results. Further simulation results show that OFDM MIMO 
architecture gives a better SNR gain as compared to the application of adaptive bit loading in 
OFDM. In subsection 3.2.4 we found out that the adaptive bit loading with the Fischer 
algorithm in OFDM and perfect channel estimates provides a 5 dB SNR gain. From Figure 
5.14 we learn that in order to have a BER of 10-2, conventional OFDM requires 14 dB SNR 
while in Figures 5.15 and 5.16 (by increasing the number of receive antenna compared to the 
transmit antenna) will give more than 6 dB SNR gain. 
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Figure 5.14: BER vs SNR (dB) performance of CR TDCS with CCSK, and OFDM-based 
with BPSK, in a MIMO V-BLAST architecture with a balanced antenna design 

 
Figures 5.15 and 5.16 show that having a ratio of ½ between transmit and receive antenna 
gives a significant performance improvement to TDCS. It even outperforms OFDM at high 
SNR. 
 
Now we investigate the TDCS-CCSK with embedded QPSK and different MIMO 
compositions. Figure 5.17 depicts the overall BER of the scheme. The notation m x n denotes 
the MIMO system with m transmit antennas and n receive antennas. The results show that the 
configuration with more receive antennas than transmit antennas gives more promising 
results, especially when the ratio between transmit and receive antennas is ½ and lower.  
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Figure 5.15: BER vs SNR (dB) performance of  CR TDCS with CCSK, OFDM-based with 
BPSK, in a MIMO V-BLAST architecture and a difference of one between the number Tx 
and Rx antennas 
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Figure 5.16: BER vs SNR (dB) performance of  CR TDCS with CCSK, OFDM-based with 
BPSK, in a MIMO V-BLAST architecture with 2 Tx antennas and equal or higher number of 
Rx antennas 
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Figure 5.17: Overall BER performance vs SNR (dB) of the SISO and MIMO TDCS-CCSK 
with embedded QPSK in a Rayleigh fading channel and several Tx-Rx antennas configuration 
 
Next we made simulations for the MIMO 2x4 antennas configuration. Figure 5.18 shows 
QPSK as most optimum embedded system modulation mode, in terms of BER performance. 
The BER tendency and characteristics of the results of the MIMO 2x4 TDCS-CCSK with 
PSK embedded symbol in a Rayleigh fading channel shown in Figure 5.18 resemble the 
performance in an AWGN channel, as depicted in Figure 5.10. Therefore, we investigate the 
BER performance on source data 1 and source data 2 separately.  
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Figure 5.18: Overall BER performance vs SNR (dB) of the MIMO 2x4 TDCS-CCSK with 
embedded PSK and assuming a Rayleigh fading channel 
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Figure 5.19 shows that the performance of the CCSK detection in MIMO 2x4 TDCS-CCSK 
with PSK embedded symbol is in line with the finding we had in the AWGN channel. As the 
embedded symbol constellation size increases the CCSK correlation property is enhanced. 
The embedded symbol detection results in Figure 5.20 show similar BER characteristics as 
the BER results we have found in the AWGN channel, depicted in Figure 5.8.   
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Figure 5.19: BER performance vs SNR (dB) on source data2 (CCSK symbol) of the MIMO 
2x4 TDCS-CCSK with embedded PSK symbol in a Rayleigh fading channel environment 
 
In Figure 5.19, at a BER of 10-2 of the CCSK detection in 2x4 MIMO TDCS-CCSK, the SNR 
gain achieved by increasing the embedded symbol constellation size in a Rayleigh fading 
channel environment is equal to the SNR gain obtained by increasing the embedded symbol in 
an AWGN channel (3, 6, 7.8, and 9dB for 4-,16-,64- and 256-PSK respectively).  
 
Considering the trade-off between the overall bit rate and overall BER performance (that can 
be observed from Table 5.2, Figures 5.10 and 5.18), we come to the conclusion that 16 PSK is 
the optimal embedded symbol modulation mode.      
 
The BER results of MIMO 2x4 TDCS-CCSK with QPSK embedded symbol in a 2 user 
environment with Rayleigh fading (Figure 5.21) indicate how the channel fading can change 
the cross correlation detection robustness of the TDCS basis function in a multi-user 
environment. If we compare the CCSK detection performance at BER 10 -3 , the single user 
MIMO 2x4 TDCS-CCSK with QPSK requires about  13 dB SNR (Figure 5.19) while the 
multi-user part requires 14 dB SNR (Figure 5.21). That means that the multi-user environment 
in a Rayleigh fading channel gives 1 dB SNR degradation.  Another observation is that the 
overall TDCS-CCSK (with QPSK embedded) performance in a single user Rayleigh fading 
channel  at BER 10 -2 requires 11 dB SNR (Figure 5.18), while in the multi-user case it 
requires about 12 dB SNR (Figure 5.21).  
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Figure 5.20: BER performance vs SNR (dB) on source data1 (embedded symbol) of the 
MIMO 2x4 TDCS-CCSK with embedded PSK symbol in a Rayleigh fading channel 
environment 
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Figure 5.21: BER performance vs SNR (dB) on source data1 (embedded symbol) of the 
MIMO 2x4 TDCS-CCSK with embedded QPSK symbol in a 2 users environment 
experiencing Rayleigh fading  
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5.5.2 WDCS Evaluation 
 
As applied in the TDCS evaluation, in the WDCS with embedded symbol system we also 
examine the BER of the embedded symbol (data1) and the data for CCSK modulation (data2) 
separately. The overall BER is derived by adding the sum of bit errors from data1 and data 2 
divided by the overall number of bits. For the same reason as in the TDCS system, in the 
context of dynamic spectrum access we do not want to interfere the LU system; therefore we 
apply the PSK mapping as the embedded symbol; so the power spectrum density of WDCS-
CCSK with extra embedded symbol will not be changed. The “Frequency Selective Wavelet” 
that has been used as basis function for WPMCM in section 3.3 is also employed as  basis 
function in this WDCS. The Frequency Selective Wavelet is more flexible compared to other 
wavelet basis function since its parameters such as filter length, regularity order and the 
transition bandwidth can be varied according the desired targeted performance. In this 
evaluation we consider a filter length of 30, regularity order of 12 and transition bandwidth of 
0.1. We evaluate the performances only for the AWGN channel. The synchronization between 
transmitter and receiver is considered to be perfect. 
 
Figure 5.22 shows the BER performance of the embedded symbol. Different from Figure 5.8, 
the property of PSK mapping is clearly seen in the embedded symbol BER results. BPSK 
gives the best BER performance, while increasing the constellation size will deteriorate the 
BER performance. This difference will be explained after analysis of the CCSK detection 
results. 
 
The CCSK detection BER performances are depicted in Figure 5.23. The BER tendency has 
the same behaviour for TDCS-CCSK detection as depicted in Figure 5.9. As the embedded 
symbol constellation size increases, the CCSK BER improves. The 9 dB gain for 256-PSK as 
embedded symbol compared to BPSK and depicted in the TDCS case in Figure 5.9 is also 
shown in Figure 5.23. 
 
By observing Figure 5.9 and 5.23 we see that the CCSK detection in the WDCS system 
outperforms the CCSK detection in TDCS system. It requires 14 dB SNR for the conventional 
TDCS-CCSK to reach the BER 10-2 while for the WDCS-CCSK system with a frequency 
selective wavelet it requires only 10.2 dB SNR.  It has been explained in the TDCS evaluation 
that the performance of the CCSK detection will influence the embedded symbol detection. 
Therefore due to its better BER performance property, the frequency selective WDCS-CCSK 
could preserve the embedded symbol BER performance according to its error probability 
behaviour (i.e. BER degrades as the constellation size increases). 
 
The overall BER is shown in Figure 5.24. The overall BER is derived from dividing the total 
number of errors on the embedded symbol detection and the CCSK detection divided by the 
total number of transmitted bits.  
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Figure 5.22: BER vs SNR (dB) performance on source 1 (embedded symbol) of the combined 
WDCS-CCSK with PSK embedded symbol assuming an AWGN channel environment 
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Figure 5.23: BER vs SNR (dB) performance on source 2 (CCSK symbol) of the combined 
WDCS-CCSK with PSK embedded symbol assuming an AWGN channel environment 
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Figure 5.24: Overall BER vs SNR (dB) performance of the combined WDCS-CCSK with 
PSK embedded symbol assuming an AWGN channel environment 

 
 
 

5.6 Conclusions 
 
In this chapter the feasibility of the transform domain communications sytem (TDCS) as 
single carrier modulation technique for Cognitive Radio system has been studied.  An effort to 
combat the TDCS bit rate limitation has been employed. A novel application of an embedded 
symbol as extra data source has been proposed. 
 
In the Cognitive Radio context sidelobes refer to the amount of interference to the LU access. 
The sidelobe level of a signal are found in its power spectrum density (PSD). According to 
PSD observations, OFDM gives a factor of (1/ NFFT) larger sidelobes compared to TDCS, if 
the TDCS scaling factor C is 1. If the scaling factor C is equal to FFTN  TDCS sidelobe will 
have the same magnitude as OFDM sidelobes. The TDCS BER performance will be improved 
but the TDCS bitrate remains and it is lower than the OFDM bitrate. Increasing the scaling 
factor C denotes stepping up the SNR of TDCS, hence, the TDCS BER performance will be 
improved.  
 
Therefore, by putting the power spectrum density constraint as criterion in selecting the 
embedded symbol modulation mode, the PSK modulation is considered as the appropriate 
mode since embedding the PSK symbol will not increase the sidelobes of the TDCS signal. 
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The impact of the embedded symbol to the multi user data detection has been analyzed. The 
embedded symbol does not deteriorate the CCSK multi-user detection in an AWGN channel. 
However, the Rayleigh Fading channel disturbs the orthogonality property of each user’s 
TDCS basis function. Therefore, the CCSK BER performance on each user degrades. 
 
Following the successful application of the embedded symbol in the TDCS-CCSK system, the 
application of the embedded symbol in WDCS-CCSK system has also been explored. Based 
on the good performance of the frequency selective wavelet basis function in the Multi-carrier 
wavelet packet modulation, in this chapter we evaluated the application of the frequency 
selective wavelet in WDCS-CCSK. The results have shown that the WDCS-CCSK with 
frequency selective wavelet outperforms the TDCS-CCSK system. 
 
In the design of TDCS-CCSK or WDCS-CCSK with embedded symbol, the CCSK detection 
is applied prior to the embedded symbol detection. Therefore the CCSK detection accuracy 
will influence the accuracy of the embedded symbol detection. Results have shown that 
increasing the constellation size of the embedded symbol will improve the CCSK detection, 
while the property of the PSK modulation denotes that the BER will be deteriorated as the 
constellation size decreases. Imperfections in CCSK detection will disturb the error 
probability property of PSK (increased BER as constellation size increased). Since the 
WDCS-CCSK gives a better CCSK detection accuracy, it could preserve the BER property of 
the PSK modulation mode. 
 
MIMO V-BLAST has been well known as an effective technique in utilizing channel 
diversity to enhance the BER performance of a wireless system. In addition to this MIMO 
increases the bit rate of a wireless system. We evaluate the feasibility and the effectiveness of 
the MIMO V-BLAST in the proposed TDCS-CCSK with embedded symbol system. The 
results have shown a significant improvement in data detection for a multi-user environment 
experiencing Rayleigh fading.   
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Chapter 6 

 

AAF Project Cognitive Radio Demonstrator 
in IRCTR TU Delft  
 
6.1 Introduction 
 
 
The goal of AAF is: “Research and demonstration of a Cognitive Radio system, which 
continuously adapts its communications scheme to the available resources”. The focus of the 
research is on identification of free resources in the frequency domain and adaptive OFDM- 
based transmission. Important challenges include stability of the system, identification of 
interference to other systems and meta-communications. All are addressed as part of the 
research. A verification platform will prove the consistency and comprehensiveness of the 
solution. The available demonstrator allows us to investigate the potentials of co-existence 
between the licensed system and the rental Cognitive Radio based system. 
 
In this chapter, the design and implementation of a Cognitive Radio test bed is proposed. The 
test bed can be used to validate to which degree the Cognitive Radio system is non-interfering 
to primary users. The system can emulate primary and secondary users and accordingly the 
performance of various adaptive radio transmission schemes can be evaluated. The CR test 
bed comprises two basic parts, the radio (to generate, transmit, receive and process wireless 
signals) and a cognitive brain which learns from the environment and performs rational 
processes and predicts probable consequences and remembers past successes and failures.  
The baseband processing in this thesis itself is the radio that generate, transmit, receive and 
process the wireless signals.  
 
The AAF requirements are considered in creating a working hardware demonstrator. 
Accordingly the hardware requirements are specified. Based on the requirements, criteria 
have to be developed to enable of making decision on selection of the vendors and the boards. 
 
In this chapter the Cognitive Radio development verification platform in IRCTR TU Delft§ 
within the AAF project will be described. Section 6.2 gives the insight into the hardware 

                                                 
§ The works on the verification platform at IRCTR TU Delft were performed by student assistants : Shreyas Bhargav 
Raghunathan, Maarten v. d. Oever, Zhen Qin, R. D. Mohammady under the author’s guidance and Przemysław Pawełczak, 
as well as technician Fred v. d Zwan and Faculty members Dr. H. Nikookar, Dr. R. Hekmat and Prof. Dr L. P. Ligthart.  
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selection according to the hardware specification that fulfils the desired Cognitive Radio 
requirements. Among several available boards we come up with the decision of choosing 
P25-M and USRP as the development boards for the IRCTR TU-Delft Cognitive Radio 
verification platform. 
 
Section 6.3 describes the observed scheme configuration involving the collaboration of USRP 
and P25M. The adaptive spectrum selection will be shown, and the proposed future expected 
scenario is presented. Summary of this chapter is given in section 6.4. 
 
 
6.2 The Hardware Requirements for Baseband Transmission 
 
A digital signal processing (DSP) board for the processing of the signals is required in a 
Cognitive Radio verification platform. A DSP board is required because a regular computer 
would not be able to process the high bandwidths. The DSP board must be able to fulfill 
various applications required.  
 
The most important parts on the board are the decoding and encoding of the analogue signal. 
The encoding and decoding are done by Digital to Analogue Converters (DAC) and Analogue 
to Digital Converters (ADC). If these components are too slow then it is impossible to decode 
or encode the desired bandwidth for the transmission. 
 
According to [34] the requirements in Table 6.1 can be distilled. 
 
Table 6.1: The AAF project parameter requirements  

Parameter Value 
Topology 
Modulation scheme 
Minimum frequency (RF) ƒmin  
Maximum frequency (RF)ƒmax 
Transmit power 
Minimum channel SNR 
Minimum bandwidth B min 
Maximum bandwidth  B max 
Maximum number of carriers  
Maximum Doppler frequency ƒd 

Multi-hop 
ODFM 

400 MHz 
900 MHz 
30 dB(m) 

15 dB 
1 MHz 
10 MHz 

128 
15 Hz (at 900MHz, 18 km/h) 

125 Hz (at 900 MHz, 150 km/h) 
250 Hz (at 900MHz, 300 km/h)  
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The desired total bandwidth is set to 10 MHz.  Figure 6.1 depicts an illustration of the system 
output, where [C1, C1,…,CNFFT] are the position of each subcarrier. 

 

 
 

Figure 6.1: OFDM subcarriers with 10 MHz bandwidth 

The 10 MHz bandwidth (B) delivers a minimum sample rate (fs) for the analogue to digital 
converter of 20 MHz. The relation between B and  fs is defined as : 
  

2
sfB =                                                                                                                         (6.1) 

 
Modern filter techniques allow for generation a smooth signal with a low output frequency. 
The DAC must be able to pre-form a digital to analogue conversion at the same rate as the 
ADC. 
 
The performance of ADCs can be  measured by its Figure of merit (FoM). The FoM takes 
into account the converter’s  power dissipation P[W], its resolution (specified in  
Effective Number of Bits (ENOB)) and its sampling rate fs  [Hz]. This FoM is given as [34]: 
 

[pJ / conversion - step]
2 .ENOB

s

PFoM
f

=                                                                                 (6.2) 

 
Nowadays, having a FoM of 2pJ/conversion-step for an ADC is considered to be reasonable. 
The ENOB that an ADC must support can be estimated by the dynamic range of the band of 
interest i.e., ΔdB. 
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Assuming a 6 dB per bit dependence for AD converters, the minimum number of desired bits 
can be determined from this dependence and the dynamic range ΔdB. Next formula is used 
especially for OFDM Systems [34]  

 
4 77

6 02
dBb Δ +

≅
.

.
                                                                                                                     (6.3) 

 
where b is the effective number of bits. The dynamic range is determined from the carrier 
spacing fΔ , and the minimum channel frequency f min.  

20log 1 minfdB
f

Δ = +
Δ

( )                                                                                                           (6.4) 

The carrier spacing is defined as : 
1

1
FFT

f
N

B

Δ =                                                                                                                         (6.5) 

 
where B is the signal bandwidth and NFFT is the total number of subcarriers. By using the 
maximum bandwidth (Bmax) 10 MHz, the carrier spacing would be,  
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Therefore, the dynamic range value equals: 
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( ) .                                                                           (6.7) 

 
Putting this dynamic range ΔdB value in eq. (6.4)  will yield minimal number of desired bits of 
the AD converter  
 

81 13 4 77 14 26
6 02

. . .
.

b +
= =  bits                                                                                                (6.8) 

 
Therefore, a minimum of 14 bits converter would be suitable to fulfil the 10 MHz signal 
bandwidth. To assure that each OFDM subcarrier will experience flat fading, the carrier 
spacing should be much larger than the Doppler frequency (fD) [34] 

 
Df f<< Δ                                                                                                                                (6.9) 
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By referring to Table 6.1, having an 78.125 KHz carrier spacing will satisfy eq. (6.9). It will 
accommodate the expected 250 Hz maximum Doppler frequency. Further, the requirement 
according to [34] described in (6.10)  
 

FFT
D

BN
f

<<                                                                                                                         (6.10) 

 
will be fulfilled as because 
 

6
310 10128 40 10

250
⎛ ⎞⋅
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 x                                                                                                (6.11) 

 
 
The evaluation boards have Field Programmable Gate Arrays (FPGA) on board. An FPGA is 
a device with programmable connections and logic. The FPGA can be used for the signal 
processing. The FPGA is programmed in Very High Speed Digital Hardware Description 
Language (VHDL).  
  
The FPGA must be able to process the data and transfer it to the DSP chip. The FPGA 
capability depends on the number of available gates and clock rate. The maximum data rate of 
the samples that is offered to the FPGA is 25 MHz of data. It is offered by the ADC. The 
FPGA is able to process the data pipelined there, with a required minimum clock speed of 25 
MHz. 
 
Some of the boards also have a DSP processor on it. The DSP processor is a processor 
dedicated for digital signal processing. The FFT is going to be implemented on the DSP 
processor. This is a major advantage over the FPGA. The processors can be programmed 
using C/C++. The available memory on the DSP processors is important, and also the number 
of bits the DSP can handle. Usually the number of bits of the DSP is equal or bigger than the 
number of bits of the ADC. If the DSP processor is used for the FFT, then the result matrixes 
need to be stored. The required memory is quantified as : 

 
2 20 128 16 2 163840 bitsFFT table = ⋅ ⋅ ⋅ ⋅ =                                                                       (6.12) 

 
The FFT table size consists of an FFT table and the invFFT table (this is the reason for the 
factor of 2 in eq. (6.12)), with 20 symbols for each of the 128 carriers that consist of 16 bits 
real and  16 bits imaginary numbers. The result in eq. (6.12) denotes that 163.840 bits 
memory space is required to save the FFT tables. 
 
A dedicated control channel is required to provide information about the state of the link. This 
is necessary when a node experiences a lot of interference and receives corrupted data.  A 
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proposed solution for the control channel is Tmotes** . The disadvantage of Tmotes (or 
standard 802.15.4) is its short distance communications.  For the demonstrator it would be 
convenient if the board has a Multiple Input Multiple Output (MIMO) capability. MIMO 
provides a higher bitrate. MIMO requires an additional ADC and DAC installed on the Board. 
The extra ADC and DAC can be used as side channel. If a board contains only one additional 
ADC or DAC then they will be used for side channel. 
 
For the boards implementation usually a computer and programming software is necessary. 
For the programming of the FPGAs a JTAG connector is required. The FPGA needs to be 
programmed because the ADC and DAC is usually connected to the FPGA. When a board is 
selected, it is preferable that the board supports 32 or 64 bit PCI, because these standards are 
supported by common computers. When it comes to varying the number of subcarriers and 
the signal bandwidth, Table 6.2 and 6.3 show the expected hardware requirements that have to 
be satisfied. Table 6.2 shows the required hardware specification if the signal bandwidth is 10 
MHz and the number of subcarriers is 128.  
 
Table 6.2: Hardware specifications if B= 10 MHz and NFFT=128 
 

Variable value 
Samples frequency 25 MHz†† 

dBΔ  81.13 dB 
Inter frequency spacing 78125 Hz 
ADC resolution‡‡  14,26 bits 
Doppler shift tests Passed 
FFT tables memory 163.840 bits 

 
Table 6.3: Hardware specifications if B= 10 MHz and NFFT=64 
 

Variable value 
Samples frequency 25 MHz§§ 

dBΔ  75.11 dB 
Inter frequency spacing 156250 Hz 
ADC resolution*** 13,26 bits 
Doppler shift tests Passed 
FFT tables memory 81.920 bits 

                                                 
** Tmotes are small embedded devices which are capable of measuring several features in the surrounding 
environment such as temperature and light. In addition to this they are equipped with a radio transmitter which 
can be used to communicate between Tmotes. 
http://www.daimi.au.dk/~spony/adv_courses/NPaI/report/node4.html 
†† 20MHz + 5MHz over sampling 
‡‡ The ADC resolution is also valid for the DAC 
§§ 20MHz + 5MHz over sampling 
*** The ADC resolution is also valid for the DAC 
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Lowering the FFT size on the same signal bandwidth will reduce the required number of ADC 
bits therefore the required memory size will be reduced. Table 6.4 shows the hardware 
specification if the signal bandwidth is 2.5 MHz and the number of carriers is 128. 
 
Table 6.4: Hardware specifications if B= 2.5 MHz and NFFT=128 
  

Variable value 
Samples frequency 6 MHz††† 

dBΔ  93.17 dB 
Inter frequency spacing 19531 Hz 
ADC resolution‡‡‡ 16,26 bits 
Doppler shift tests +§§§ 
FFT tables memory 163.840 bits 

 
From Table 6.4 it can be concluded that the sample frequency has decreased but the number 
of required bits has increased. This means that the processing speed can be a lot slower. 
 
After excluding some high end boards, other options needed to be taken into consideration. 
The selection of another high end board was not preferred. After browsing the Innovative 
Integration site the P25M board was the closest one which fits with the requirements given in 
Table 6.1. Therefore P25M has been selected [107].  The development board is depicted in 
Figure 6.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.2: P25M development board 

 
 
                                                 
††† 5MHz + 1MHz over sampling 
‡‡‡ The ADC resolution is also valid for the DAC 
§§§ + means passed the Doppler shift tests 
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The specifications of the P25M are listed in Table 6.5. With these specifications the device is 
capable to meet the requirements concerning the ADC and DAC.   
 
Table 6.5: Specifications of Innovative Integration P25M  
 

ADC component DAC component 
Number of channels 
Sample rate 
Max Bandwidth  
Bits width 
Connection  
Power dissipation 

4 
25 MSPS  
12 MHz 
16 
To FPGA 
unknown 

Number of channels 
Max generation rate  
Max Bandwidth 
Bits Width 
Connection  
Power dissipation 

4 
50 MSPS 
25MHz 
16 
To FPGA 
unknown 

 
 
The onboard FPGA is a Xilinx Spartan 3 with 1 million gates.  The DSP chip of the P25M is 
a Texas Instruments with clock speed of 300 MHz and 32 Mega Bytes of RAM memory. The 
processor is a 32 bit floating point processor. 
 
The TMS320C6413 DSP processor takes about 500 clock cycles to calculate an FFT. This 
means that the TMS320C6413 can process 6000 FFT`s per second. That is not enough for the 
demonstrator. 
 
The P25M fits in a standard PCI slot. The PCI slot is a 64 bit slot. This means a 64 bit 
computer needs to be used in for the project. 
 
The P25M is capable to meet the bandwidth requirements. By having 4 channels, the P25M 
can support MIMO as well. Besides the results of the DSP processor the P25M can keep up 
with the requirements and is relatively low priced. That makes the P25M to be a serious 
candidate for the use in the demonstrator.  
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6.3 Spectrum Scanner Module 
 
In scanning the spectrum, the universal software radio peripheral (USRP****) is chosen as the 
suitable device. USRP is a software radio device, connected to a host computer via the USB 
port with 480 Mb/s data rate. It can send and receive signal up to 16 MHz of RF bandwidth. 
The USRP contains an FPGA that can be reprogrammed, 4 high speed ADCs, 4 high speed 
DACs, and lot of auxiliary analog and digial IO to do integration into a larger system. 
 
USRP can accommodate up to 2 transceiver daughterboards, therefore it is capable of having 
2x2 MIMO. Table 6.6 describes the specifications of the USRP. 
 
Table 6.6: USRP Specifications  
 

ADC DAC 
Number of channels 
Sample rate 
Max Bandwidth  
Bits width 
SFDR 
 

4 
64 MSPS  
16 MHz 
12 
85 dB 

Number of channels 
Max generation rate  
Max Bandwidth 
Bits Width 
SFDR 

4 
128 MSPS 
16MHz 
14 
83 dB 

 
SFDR stands for Spurious Free Dynamic Range. SFDR is defined as the ratio of the RMS 
value of the carrier frequency (maximum signal component) at the input of the ADC or DAC 
to the RMS value of the largest noise or harmonic distortion component  at its output. 
 
USRP is equipped with 4 digital downconverters with programmable decimation rates, 2 
digial upconverters with programmable interpolation rates, high speed USB 2.0 interface (480 
Mb/s); modular architecture supports wide variety of RF daughterboards; auxiliary analog and 
digital I/O support complex radio controls such as RSSI and AGC. 
 
High sample rate processing takes place in the FPGA, while the lower sample rate processing 
happens in the host computer. The two onboard digital downconverters (DDCs) mix , filter, 
and decimate (from 64 MS/s) incoming signals in the FPGA. Two digital upconverters 
(DUCs) interpolate baseband signals to 128 MS/s before translating them to the selected 
output frequency. The DDCs and DUCs combined with the high sample rates also greatly 
simplify analog filtering requirements. 
 
The baseband processing for transmission and reception is  applied in a host computer 
connected to the USRP through the USB interface. The spectrum sensing itself would be 
considered as reception processing, and it is performed based on energy detection. 
 

                                                 
**** Information about USRP is available at http://www.ettus.com/ 
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The USRP mainboard can be connected to several daughterboard options. Daughterboards are 
the front end sub system part that will transmit or receive the signal on the desired operating 
carrier frequency. 
 
Figure 6.3 depicts the USRP development board including its daughterboard. 

 
Figure 6.3: Inside the USRP 

 
 
6.4 Cognitive Radio Nodes Demonstrator Design 
 
The basic single node Cognitive Radio configuration is depicted in Figure 6.4. The evaluation 
system involves 2 USRP modules, 2 laptop PCs as host computers for the USRP, and a 
desktop computer with the P25M board installed. The results of the configuration according 
Figure 6.4 has been presented as a demonstrator paper in reference [108]. 
 
The system applied cooperative sensing, the spectrum sensing from USRP1 is combined with 
spectrum sensing result from USRP2 through a Samba Linux network. USRP1 acts as server 
that will give the decision about final spectrum occupancy information, and further sends this 
information to the baseband processing module on the P25M. Until now, the P25M is not 
connected to any front end interface for transmitting the signal to air. But the final goal of 
such a demonstrator is transmitting of adaptive CR signals in air. 

The demonstrator aims to be a proof-of-concept Dynamic Spectrum Access (DSA) system. 
Specifically, a simple multi-carrier OFDM-based CR system with Spectrum Pooling (SP) has 
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been implemented in the P25M platform. SP is applied by windowing and carriers de-
activation, where cancellation carriers can be inserted. Channel estimation has been applied 
by using the Least Squares method. In a later phase the developed Wiener filter with optimum 
pilot pattern and virtual pilot concept will be implemented.  In the Least Squares method 
several OFDM symbols are transmitted as pilots.  

 

         
 
 
 
 
 
 
 
 

          
 
 
Figure 6.4: Single Cognitive Radio unit with 2 spectrum sensing elements (USRPs) and one 
baseband processing sub-unit  
 
 
The block design of P25M is represented in Figure 6.5. In the beginning we implement a 
simple OFDM-based cognitive radio scheme with spectrum pooling. The spectrum pooling 
will be simply the time domain windowing combined with adaptive de-activation of carriers 
located in the occupied licensed user’s band. The Block diagram of the OFDM demonstrator 
is depicted in Figure 6.6. Figure 6.7 shows the algorithm of TDCS at the transmitter side, 
while the receiver side is depicted in Figure 6.8. 

The P25M performs the following tasks; 
 Implementation of Adaptivity by the Adaptive bit loading algorithm. 
 Baseband transmission and reception of the data bits (coding and modulation). 
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Figure 6.5: P25M Block design 
 

 
Figure 6.6: Signal flow of IRCTR-AAF Cognitive Radio Demonstrator 
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Figure 6.7: Transmitter architecture of TDCS  
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Figure 6.8: Receiver architecture of  TDCS with Channel Estimation module 
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An example of cooperative spectrum sensing results is shown via a graphical user interace 
(GUI) on a linux computer, depiced in Figure 6.9. 
 

 
 
Figure 6.9: An example of GUI spectrum scanner  with 3 MHz bandwidth , frequency range 
2.402-2.405 GHz 
 
We have implemented the spectrum pooling technique described in section 2.2 to the 
baseband processing in P25M. The window is rectangular, 128 subcarriers were designed. 
Figure 6.10 (a) shows the subcarrier occupied by the Cognitive Radio (CR) system using 
P25M baseband processing, and accordingly Figure 6.10 (b) gives the power spectrum density 
of the CR OFDM signal.  
 
The VHDL simulation results of P25M are presented in Figure 6.11. There is a timing offset 
between the results before IFFT module (data[5:0] in Figure 6.11) and after FFT module 
(data_out[5:0] in Figure 6.11) on the simulations due to FFT and IFFT processing time. Each 
symbol is represented by 6 bits ([5:0]). 
 
Figure 6.12 depicts the expected future observation of a Cognitive Radio networks with three 
nodes. Each node will have its own spectrum scanning capability. A node will act as the 
server that gives a decision about the spectrum occupancy information. This information will 
be distributed to the three nodes.  
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(a) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
Figure 6.10: (a) Carriers occupied by the Cognitive Radio System; (b) Cognitive Radio power 
spectral density  
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Figure 6.12:  Outlook of three Cognitive Radio nodes with spectrum sensing capability on 
each node 
 

The following conditions of the network should be satisfied : 

 Each SU (Secondary User) is a PC equipped with an USRP and a P25M DSP board. 
 

 The RFX400 transceiver daughter boards are installed on the USRP main board and 
are in charge of the dynamic spectrum access.  

 
 P25M runs the OFDM transmission and adaptive bit loading algorithms under PC’s 

control. 
 

 A dedicated control channel based WLAN is used for SU’s to cooperate with each 
other. 

 
 An SU communicates with other SU’s by sending its result of spectrum sensing. 
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The USRP block design is depicted in Figure 6.13. The PC-based USRP  is a device which 
allows us to create a software radio and can be programmed for the following tasks: 
 

 Gathering local spectrum sensing data. Each node listens to the activities in the 
currently designated band via an RF interface built on and controlled by the USRP. 
The data is then processed by the USRP and awaiting for P25M access. 

 
 Networking. Meta communication has been investigated by using an Ultra Wide Band 

Technique [109]. In this demonstrator the meta communications is carried out by an 
WLAN side channel, to exchange spectra availability information. Real data 
communication between nodes is taken care of by USRP’s with a wireless interface. 

 

 
Figure 6.13:  USRP block design 
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6.5 Conclusions 
 
In this chapter a demonstrator as verification platform of a Cognitive Radio system has been 
proposed.  The sensing is conducted by the Universal Software Radio Peripheral (USRP) 
device, while the signal processing for transmission is applied in an P25M evaluation board. 
 
The initial system has been build by combining 2 USRP devices as sensing module. Each of 
the USRP is connected to a computer for sensing the signal processing purpose. One 
computer will act as server that will do cooperative sensing by combing the sensing 
information from the 2 USRP devices. 
 
It is expected that the system can work with 10 MHz signal bandwidth. The ADC and the 
DAC component of the transceiver module should fulfil the nowadays FoM of 2pJ per 
conversion step. Accordingly, among several available evaluation boards on the market, the 
P25M board is selected. 
 
At the initial stage, the minimum baseband processing i.e. the spectrum pooling and 
windowing have been implemented in the P25M. It is foreseen that complex algorithms such 
as channel estimation, synchronization and PAPR reduction can be incorporated in the 
platform.  
 
The information about the spectrum occupancy is circulated through the WLAN channel. It is 
expected that in a real application this information should be broadcasted to each Cognitive 
Radio node in a side channel i.e. UWB. 
 
Extra evaluation and design are required. It is expected that in future the P25M will be 
connected to the front end (RF) module. The feasibility of the USRP as front end module and 
the possibility of USRP to be applied as transceiver module are still under investigation.  
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Chapter 7 

 

Conclusions and Recommendations 

 
Cognitive Radio is an intelligent communication system. It has the capability to learn from its 
environment and react accordingly by changing its transmission parameters to obtain reliable 
communications and efficient spectrum utilization. Since one of the Cognitive Radio 
objective is to obtain efficient utilization of the radio spectrum, and the focus of our Adaptive 
Ad-hoc Freeband (AAF) project is on identification of free resources in the frequency domain, 
the specific scope of Cognitive Radio is the effective spectrum use. The intelligence and 
learning process by observing and analyzing the channel and spectrum conditions and further 
react to it by adjusting the transmission parameters will aid the radio system to access the 
spectrum effectively while reliable communications can still be achieved.  In this thesis, 
special attention has been given to efficient spectrum utilization in the Cognitive Radio 
context by having the co-existence between the rental (Cognitive Radio) system with the 
legacy (licensed) system side by side while each of the systems has their quality of service 
(QoS) preserved.  

7.1 Conclusions 
 
The successful co-existence between the rental system with the legacy system side by side can 
be realized by having low mutual interference between the two systems. Chapter 2 introduces 
Orthogonal Frequency Division Multiplexing (OFDM) as a proper modulation technique to be 
applied in the Cognitive Radio system due to its flexibility in the notching part of its spectrum 
on the licensed user band by de-activating some of its carriers. In order to apply the carrier de-
activation, spectrum occupancy information is required to locate the position of de-activated 
carriers in frequency-domain. In this dissertation, this information is assumed to be available. 
The spectrum occupancy information is obtained from the spectrum sensing module which is 
not the focus of this thesis. Spectrum sensing is another critical research issue and requires a 
proper attention. Simple sensing can be applied by energy detection in a certain frequency 
band. The project partner in Twente university conducted the spectrum sensing related 
research issue. The principal investigator is Marnix Heskamp. In order to have really accurate 
spectrum occupancy information, a special mechanism is required to gather spectrum 
information from all available cognitive radio devices. This issue is even more critical 
especially in the case that the LU’s geographical position is close to one RU so that it is easily 
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detected by the corresponding RU while that LU is far from other RUs that probably cannot 
detect its presence. A simple mechanism would be the application of the logical ‘OR’ 
operation to the spectrum information vector of all RU transceivers. In the AAF project the 
spectrum information is planned to be distributed to all RU (Cognitive Radio) transceivers 
through a dedicated control channel. Techniques for mutual interference reduction between 
the OFDM-based rental (Cognitive Radio) system and the licensed system has been studied in 
this thesis. Among them are combined windowing and guard band handling (adjacent carriers 
de-activation), sidelobes cancellation carriers, frequency-domain additive signal, adaptive 
transition symbol, multiple choice sequence and constellation expansion.  If due to the 
licensed user access, too many carriers of the OFDM-based Cognitive Radio system need to 
be de-activated, then the available carrier resources cannot accommodate the targeted 
Cognitive Radio system QoS. In this case frequency hopping is suggested. Ultra Wide Band 
could be an alternative due to its signal power property below the noise level hence it can be 
overlapped with the LU signal it self. Because the demand of the Cognitive Radio service is to 
provide high data rate at long distance transmission, the use of frequency hopping scheme is 
preferable. The frequency hopping has to collaborate with the spectrum sensing module. As 
the spectrum scanning module indicates that a certain amount of bandwidth is available at a 
certain carrier frequency (fc), then the front end module will hop to that frequency, stabilizes 
itself and then transmits data. 
 
Following the objectives of Cognitive Radio to obtain reliable communications and the 
emphasis of efficient spectrum utilization on the co-existence between the rental system with 
the legacy system, in chapter 3 we have proposed OFDM with adaptive bit loading, as the 
technique to preserve the rental system QoS, to be combined with the sidelobes reduction 
technique using windowing and cancellation carriers as a means to reduce the mutual 
interference between the rental and the legacy systems. Simulation results have shown that 
with perfect channel estimation, a 5 dB SNR gain could be achieved by applying the adaptive 
bit loading with the Fischer algorithm compared to the conventional OFDM; the combination 
of a raised cosine window with roll off factor 0.2 and 2 cancellation carriers on each side 
resulted into more than 30 dB sidelobes reduction. The possibility of peak to average power 
ratio (PAPR) growth due to the sidelobes cancellation carriers insertion has been analyzed. 
The evaluation shows that the sidelobes cancellation carriers give insignificant impact to the 
PAPR growth. Furthermore, the Fourier transform in OFDM can be replaced by the wavelet 
basis function. Literature has indicated that as wavelet basis functions give lower sidelobes 
compared to Fourier-based OFDM; in this thesis we proposed the use of a frequency selective 
wavelet basis function instead of the Fourier transform in OFDM combined with the spectrum 
pooling concept (de-activation of carriers in the licensed user band) for Cognitive Radio 
application. The technique is termed as the wavelet packet multicarrier modulation 
(WPMCM). The parameters of the frequency selective wavelet basis function such as the 
filter length, regularity order and the transition bandwidth can be set to fulfill the desired 
performance outcome i.e. the sidelobe amplitude. The results in an AWGN channel showed 
that at certain frequency selective wavelet parameters the WPMCM based Cognitive Radio 
outperforms the OFDM based Cognitive Radio in term of BER performance. As MIMO has 
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been well known as technique to increase specral efficiency, its advantage in the Cognitive 
Radio application was observed. The combination technique between windowing, 
cancellation carriers and adaptive bit loading will give a spectral efficiency enhancement but 
at the expense for extra complexity in the implementation. 
 
Channel estimation is crucial and is considered as the most stringent module in the OFDM 
system. The channel estimation module is even more important in the Cognitive Radio 
context. The channel estimation would be the Cognitive Radio awareness element on the 
changing channel environment and its fading condition. An example of its use is in the 
application of adaptive bit loading. In adaptive bit loading the bits are allocated to each 
subcarrier according to the estimated fading state on the corresponding subcarrier. In this 
thesis the pilot-aided channel estimation is chosen to be applied in the Cognitive Radio 
system due to its better performance and less complex implementation compared to the blind 
channel estimation. A Wiener filter utilizes the distance between pilots in time and frequency 
in an OFDM frame and relates them with the channel correlation function in time and 
frequency to design the filter coefficients for channel estimation purpose in a straightforward 
way. Therefore, without loss of generality, in this thesis this filter was chosen for the 
Cognitive Radio system.  In the application of frequency hopping, the OFDM frame design 
according to the Bluetooth TDD duration was proposed. Bluetooth was evaluated, as this 
technology uses frequency hopping technology in its transmission. Through simulations the 
frame design was evaluated in 900 MHz in a rural area and urban area.  The results showed 
that one training symbol can effectively accommodate the channel estimation on one frame. 
The 900 MHz channel was explored due to the available information regarding its channel 
power delay profile characteristics in the ETSI documentation. Adopting the efficient 
implementation of a hexagonal pilot pattern in a conventional OFDM system, in chapter 4 we 
proposed the combination of hexagonal pilot pattern, pilot shifting and virtual pilots concept 
to be applied in the Cognitive Radio context, where some of the carriers will be de-activated 
due to the licensed user access. The proposed virtual pilot concept itself takes advantage of 
the slowly varying channel condition between two real pilot positions and accordingly 
predicts the initial channel estimates at the virtual pilot positions by linear 
interpolating/extrapolating the initial channel estimates at the real pilot positions combined 
with the decision directed method. The results showed that the utilization of the virtual pilots 
in a hexagonal pilot pattern within the Cognitive Radio context increased the channel 
estimation performance by more than 10 dB compared to the Hexagonal pattern without 
virtual pilots. Extensive work was done with respect to the optimal pilot pattern for a 
Cognitive Radio system by adopting the optimum single input single output (SISO) 
Hexagonal pilot pattern combined with the virtual pilot concept for Cognitive Radio system 
into its multiple input multiple output (MIMO) system version. Without loss of generality a 
2x2 MIMO system was considered.  Since the received signal at each of the receive antenna 
gets contributions from signals of all transmit antennas, the application of the decision 
directed method in the virtual pilot concept could lead to a severe decision error. Therefore 
the decision directed method was removed from predicting the initial channel estimates at the 
virtual pilot position. The stresses of two virtual pilot utilization concept was made to the 
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MIMO pilot pattern for the Cognitive Radio system. The first pattern utilizes the virtual pilots 
at a longer distance between pilots in time. The impact of the virtual pilots will be 
significantly caught at low maximum Doppler frequencies. The second pattern emphasizes the 
use of the virtual pilots at a longer distance between pilots in frequency. Therefore, a 
significant impact of the virtual pilots could be seen on the channel model with low delay 
spread. Further, the second pattern could be extended to have more virtual pilots for the 
intention of having an oversampling gain.  Given the simulation parameters with fixed power 
delay profile, and different maximum Doppler frequency, the first pattern outperformed the 
second pattern including the one with more virtual pilots. The gap between them was even 
larger at low maximum Doppler frequencies. 
 
In chapter 5 an attempt was made to increase the single carrier transform domain 
communications system (TDCS) bit rate by embedding an extra symbol as another bit source. 
The embedded symbol has not only increased the TDCS bit rate but also improved the cyclic 
code shift keying (CCSK)  detection as the legacy data source depending on the constellation 
size of the embedded symbol. As the embedded symbol constellation size increases the CCSK 
BER reduces. Analysis and simulations showed that the embedded symbol does not destroy 
the multiple access capability of TDCS in an AWGN channel environment. A Rayleigh 
fading channel disturbs the cross correlation of the TDCS multi-user basis function. 
Simulation results indicated how the CCSK and embedded symbol BER were degraded. A 
further attempt to enhance the TDCS performance was made by employing MIMO. The 
results displayed how MIMO TDCS could combat the fading effect. The simulation results 
indicated, by having a ratio of ½ between the transmit and receive antenna, the BER 
performance of TDCS-CCSK with embedded symbol in a Rayleigh fading channel resembles 
a performance as in an AWGN channel.  Due to the system design, the embedded symbol 
detection was applied after CCSK detection. Therefore, the error in CCSK detection  
propagated to the embedded symbol detection. For to this reason, the BER on the embedded 
symbol was influenced by the tendency that a higher embedded symbol constellation sizes 
gave a better CCSK detection while the embedded symbol detection was deteriorated. These 
two tendencies put a trade-off to the final embedded symbol error rate. The results showed 
that in the TDCS system the embedded symbol QPSK detection performs better than the 
BPSK detection. The application of the embedded symbol was also evaluated in the wavelet 
domain communication system (WDCS). In the WDCS the Fourier transform that forms the 
basis function into time domain signal is replaced by the wavelet packet basis function. In this 
thesis, we proposed the usage of the frequency selective wavelet in the WDCS with an 
embedded symbol. The results demonstrated that the CCSK detection in WDCS is more 
accurate than in TDCS. For this reason, the WDCS could preserve the PSK modulation 
behavior (higher constellation renders higher BER) in the embedded symbol detection. In 
terms of power spectral density, and scaling factor 1 the single carrier TDCS/WDCS based 
Cognitive Radio has a factor 1/NFFT lower sidelobes compared to multi carrier 
OFDM/WPMCM counterpart. Increasing the scaling factor of TDCS/WDCS increases its 
sidelobes and also its SNR at the expense of a larger amount of required transmit power. 
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In chapter 6 a prototype Cognitive Radio verification platform was presented. The P25M was 
selected for the development board, while USRP was considered to aid the P25M in providing 
the spectrum occupancy information.  The initial platform includes 2 USRP as a means to 
provide the cooperative sensing effect. Each of the USRPs is connected to a computer that 
conducts the signal processing, while the P25M is embedded also to a computer. One USRP-
computer node acts as a server where the decision about the final spectrum occupancy 
information is made. The connection between the two USRP-computers and the computer 
(which contains the P25M board for the spectrum occupancy information transfer) is 
employed through a local area network (LAN). Progress on this prototype is still ongoing. It is 
planned that the developed baseband processing in this thesis will be implemented in the 
development board (P25M). Furthermore the transceiver front end component will be 
appended to the P25M and the system will be evaluated from the signal on air.   
 

7.2 Recommendations for Future Work 
 
In this thesis research has been done on Fourier-based modulation such as OFDM and TDCS 
based Cognitive Radio. Sidelobes reduction techniques in OFDM have been overviewed. 
Without loss of generality the sidelobes reduction and fading mitigation applied to OFDM 
could also be applied to the TDCS system.  Channel estimation in OFDM-based Cogntive 
Radio has been explored. The same channel estimation technique in OFDM is expected to be 
applied in the TDCS system too. Bit rate enhancement in OFDM is applied intelligently by 
adaptive bit loading, while in TDCS extra embedded symbol is the proposed technique.  
 
Limited subjects have been explored to the Fourier-based modulation counterpart, which is 
wavelet based modulation such as WPMCM and WDCS. The evaluations have been limited 
to the AWGN channel. Literature describes that time domain equalization is a suitable 
technique to remove the fading effect in the wavelet based modulation technique (WPMCM 
and WDCS).  
 
Our evaluations have shown that frequency domain equalization is not feasible to be applied 
to WPMCM system. We predict that this problem is caused by the overlapping property of the 
transmitted WPMCM signal. It seems like the time domain equalization is the realistic 
solution in counteracting the channel fading effect to the signal. 
 
By applying a suitable equalization technique the use of frequency selective wavelet in 
WPMCM and WDCS based Cognitive Radio system could be explored further in a Rayleigh 
fading channel, including the embedded symbol application to the WDCS. The work can 
further be extended to MIMO applications since the channel state information will be 
provided by the equalization module. 
 
Another possible future work with respect the WPMCM implementation is the application of 
the tree extension on the subcarriers with good channel conditions to compensate the loss of 
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data source due to de-activated carriers. It is expected that extending the tree on a subcarrier 
with good channel condition will give higher rate and good BER. The scheme is depicted in 
Appendix G.  
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Appendix A   
 

OFDM based Cognitive Radio Frame 
Design for Frequency Hopping Scenario 
 
 
 
 
A frame design is chosen with small bandwidth, and the frame duration is based on the TDD 
Bluetooth frame. The TDD Bluetooth system is depicted in Figure A.1. Only about half a 
duration of the slot can be used for transmission. After the system transmits the bits, it hops to 
a free (unoccupied) frequency band and it needs time to stabilize itself in that band. The frame 
duration must not exceed 366 µs.  
 
According to [34] in order to fulfil 2 pJ(pico joule) per conversion step Figure of Merit of the 
analog to digital converter (ADC), the signal bandwidth must not exceed 5 MHz. Since the 
sampling frequency is twice the signal bandwidth, the sampling time must not be less than 0.1 
µs.  
 
As the spectrum scanning module indicates a 5 MHz bandwidth (available in a certain carrier 
frequency (fc) e.g. between 800 -900 MHz), the front end module will hop to that frequency, 
stabilizes itself and then transmits data. Depending on the cognitive radio device capability, 
and assuming that the scanning process and transmitting data are independent of each other, 
the scanning can be conducted in parallel to the front end’s oscillator stabilization and data 
transmission process. After data transmission, the information on the free 5 MHz bandwidth 
(provided by the spectrum scanning module) will be available to each CR transceiver through 
a common control channel [11]. Upon receiving the fc information, the front end will set the 
oscillator to the corresponding fc. This algorithm can obviously only be applied to the device 
which has parallel processors. In this way, the scanning and transceiver are done separately 
and parallel to each other. In this thesis, the device configuration is realized by combining the 
USRP as spectrum scanning module with the P25M development board as transceiver 
module. USRP can also be used as transceiver module. More about these two platforms and 
demonstrator are presented in chapter 6. 
 
Time required for the transmitter’s front end to transmit the data and stabilizing itself to the 
new carrier frequency is about 625 µs; during this period also the spectrum scanner module 
senses the frequencies. The process flow of the frequency hopping including spectrum 
scanning and data transmission is described in Figure A.2. 
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For the devices without having the capability to scan and transmit data in parallel, a certain 
time slot is required for dedicating the processor to only scan the spectrum and then proceed 
the transmission process at the cost of a bit rate degradation. 
 

 
 
Figure A.1: TX/RX cycle of the Bluetooth system 
 

 
 

Figure A.2: Process flow of hopping and data transmission for a CR system, OFDM based 
with a Bluetooth TDD frame design 

 
The advantage of having the capability to scan and transmit in parallel is the following. In the 
time a cognitive radio device does its transmission in a certain frequency band and an LU in 
between that period also transmits its signal in that band, the spectrum scanning module of 
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that cognitive radio device will detect the LU presence and commands the transmission 
module to stop its transmission. Then it scans for a new frequency in a different band. An 
extended capability will be attained if the cognitive radio has two scanning module that can 
work in parallel. One scans in the own band where it transmits data, and the other one scans a 
different band to find an alternative if a sudden LU access appears in the band where the 
cognitive radio system transmits data. 
 
With respect to this mechanism, the spectrum sensing module of that cognitive radio device 
should have knowledge about the data transmitted by the transmission module , e.g. in terms 
of a pilot or training symbol, then should subtract this known data from the received signal at 
that frequency band, and further apply LU signal detection. In the cooperative sensing 
mechanism (where the logical OR operation is applied), the decision by one device in 
claiming one spectrum region is occupied will be enough to notch the spectrum of all 
cognitive radio devices within its network in that occupied spectrum region. In this work, we 
assume that this sensing mechanism is available.  
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Appendix B 
 

Training Symbol Repetition Period 
Mathematical Proof by Zeros Insertion 
 
 
To validate the zero insertion on the odd index of subcarriers, we can observe the following 
equations.  
 
The first one is if the zeros are inserted on the odd index of subcarriers. 
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Since ej2πk is always 1 for every integer value of k, then if zeros are inserted on the component 
of xk   for every odd values of k,  
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The following equation depicts if zeros are inserted on the even index of subcarriers. 
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Since ejπ((2k-1)) is always -1 for every integer value of k, then if zeros are inserted on the 
component of xk   for every even values of k,  
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Appendix C 
 

 

Single User CCSK Detection in TDCS with 
an Embedded Symbol 
 
The CCSK detection by cross correlating the received signal after fading removal with the 
reference basis signal according to (5.5) is as follows: 
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By observing (C.1) we can come to the vector of cross-correlation value: 
*( ). ( )IFFT FFT FFT⎡ ⎤= ⎣ ⎦R y c                                                                              (C.3)    
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Appendix D 
 

 

The Power to Mean Sidelobe Power Ratio 
(PMR) of TDCS basis function 
 
 
In conventional TDCS-CCSK if we assume the transmitted CCSK data is 0, and by observing 
(C.2) the peak of the correlation detection using the reference basis function will occur when 
the received signal is cross-correlated with  the unshifted reference basis function (0 shift). 
The peak term in this case is defined as : 
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Accordingly based on the derivation for eq. (5.7), the peak power to mean sidelobe power 
ratio (PMR) of the TDCS basis function with extra embedded symbol is derived as : 
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Appendix E 
 

 

Multi User CCSK Detection in TDCS with 
an Embedded Symbol 

 
 
 
In a multi-user environment CCSK detection, by cross correlating the received signal after 
fading removal with the reference basis function at user 1 according to eq. (5.13), we derive 
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The inner bracket represents the received signal on user 1 after removal of its own fading. By 
observing (E.1) we can come to the vector of cross-correlation value : 
 

*
1 11 ( ). ( )IFFT FFT FFT⎡ ⎤= ⎣ ⎦R y c                                                                            (E.3)   

 
where R1, y1 and c1  are the cross-correlation vector , the received signal vector, and the 
reference basis signal vector for user 1 respectively. 
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Appendix F 
 

V-BLAST Algorithm 
 
The V-BLAST algorithm is implemented as  [105] : 
 

1. Build a Moore pseudo inverse matrix of H 
                       G= H+= (H*H)-1H* 

 
2. Find the row of G where its Euclidean norm is the smallest one 
                        k= arg min j || Gj || 
        and j is the column of matrix G. In TDCS system  
        the sum is applied for NFFT  samples since one   
        transmitted symbol is represented by NFFT  samples  
 
3. Take the row k of G as the nulling vector w in TDCS w will be in the form of a matrix 

since we want to estimate the whole NFFT  samples 
                        w = (G)k 

 
4.     Obtain the strongest transmit signal 
                        rk= w . Y 
         in the TDCS system rk will be a vector of size NFFT. 
 
5. The vector rk is the output from the V-BLAST signal processing module. It is in 

frequency-domain. The vector rk will be transformed into time domain by IFFT, then 
decorrelated by the reference signal to obtain the estimated symbol d2’ from the 
source data 2. The vector rk  will be used also  to detect the transmitted data on source 
data 1 by multiplying it with the inverse of the frequency-domain form of the shifted 
reference signal. The shift depends on the result derived from the detection of data 
from source data2. Later after averaging the signal over NFFT, symbol demapping is 
proceed to have the estimated symbol d1’ on source data 1. 

 
6. After detection of the strongest transmitted signal, its effect must be cancelled from 

the received signal vector to reduce the detection complexity of the remaining transmit 
signals. The symbol d2’ is mapped again into its TDCS with CCSK representation in 
frequency-domain, and then multiplied with d1’. Later the results of this multiplication 
are fed back to the V-BLAST signal processing module. The cancellation is applied as 

 
            Y = Y – (H)k* d1’* FFT(Mapping (d2’)) 



 
 
 
 
 
 
 

 
                                                                                                                                                  
 

 
 

 
 
 
 
 

198 

 
where k is the column index. The k-th column of channel matrix H is then zeroed for the 
purpose of  detection of the strongest transmitted signal on the next layer.  The algorithm 
returns to step 1 untill the transmitted symbols on all layers have been detected. 
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Appendix G 

Future Work in Wavelet Packet 
Multicarrier Modulation Based Cognitive 
Radio System 

 
The application of the tree extension on the subcarrier with good channel condition to 
compensate the loss of data source due to de-activated carriers is depicted in Figure G.1. In 
the figure an example of de-activated carrier is signed by the cross, and implemented by 
allocating zero symbol to the carrier. 
 
At this stage the design of the wavelet basis functions used in this thesis cannot accommodate 
the notching part of its spectrum on a LU band by itself. Notching can only be applied by de-
activating carriers located at the LU band. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure G.1:  Proposed future work on WPMCM to compensate the loss of data source due to 
de-activated carriers by extending the tree on a subcarrier with good channel condition 
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Complex basis wavelet function 

П(l) Permutation matrix that will do the interleaving 
σI

2
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fDfilter   Estimated Doppler frequency for filter design  
fn   Frequency on carrier n 
fLU Frequency in the range of LU band, 
FLU Fourier transformation matrix for the signal in LU band 
g(t) Window function 
Hn,l Actual channel state on subcarrier n of OFDM symbol l 

knH ,  Final estimated value of the frequency-domain channel transfer 
function  (CTF) at subcarrier n of OFDM symbol k 

Ĥs,n Estimated value of signaling subcarriers 
In,l   Interference term on subcarrier n of OFDM symbol l 
I Signal part of the cognitive radio signal in LU band  

,n̂ lI  Estimated interference on subcarrier n of OFDM symbol l 
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NFFT   Number of FFT points which refers to the possible number of total 
OFDM/TDCS subcarriers,   

Nn,l    Noise term on subcarrier n of OFDM symbol l 

,
ˆ

n lN    Estimated noise on subcarrier n of OFDM symbol l 

Pbudget Total allocated power per OFDM symbol 
pn   Allocated power on carrier n 
ps(γ) Probability of a signaling error given SNR γ 
PThreshold   Limit of interference power that is still tolerable by the LUs 
Q(x) Area covered by the normal distribution function from x to infinity 
Rn Number of allocated bits in subcarrier n 
Rs,n Received symbols in the signaling subcarriers 
Rtarget Target total bits per OFDM symbol 
TGI OFDM guard interval duration  
TS     OFDM symbol duration including the guard interval 
Tu Useful OFDM symbol duration 
Xn    Modulated  data on subcarrier n of OFDM symbol l 
XP

n,l   Modulated pilot  on subcarrier n of OFDM symbol l 
X Symbol vector 
ym

 The mth time domain OFDM symbol including the guard interval 
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Samenvatting 

 

Adaptive Baseband Verwerkingstechnieken 
voor Cognitieve Radio Systemen 

 
Cognitieve Radio is een nieuw paradigma in de draadloze communicatie. Het voegt 
intelligentie en een dimensie van ‘bewustzijn’ toe aan het radiocommunicatiesysteem. Een 
cognitief systeem is zich bewust van veranderingen in zijn omgeving. Het ‘bewustzijn’ dat in 
dit proefschrift beschreven wordt heeft betrekking op het spectrum en de kanaalkeuze. Door 
op een intelligente manier te leren en de omgeving te begrijpen kan een cognitief systeem zijn 
transmissieparameters aanpassen aan de veranderende omgeving. Het doel van een cognitief 
systeem is betrouwbare communicatie en efficiënt spectrumgebruik. 
 
 
Alhoewel het grootste deel van het radiospectrum al gelicentieerd is, hebben studies en 
metingen aangetoond dat het spectrum niet druk bezet is. Sommige banden worden zelfs 
nauwelijks gebruikt. Congestie treedt op als gevolg van een slechte 
spectrumtoegangstechniek. Hierdoor ontstaat de mogelijkheid om spectrum te ‘huren’ of te 
gebruiken als de gelicentieerde gebruiker niet actief is, danwel in combinatie met een 
gelicentieerd systeem een extra gebruiker toe te laten door middel van een cognitief systeem 
waarbij  gebruik gemaakt wordt van de gaten in het spectrum. Op deze manier wordt het 
spectrum efficiënter gebruikt. De uitdaging is om een win-win co-existentie te bereiken tussen 
het cognitieve radiosysteem (het huursysteem) en het gelicentieerde systeem. In de literatuur 
is Spectrum pooling voorgesteld als een techniek waarmee het spectrum gedeeld kan worden 
met het gelicentieerde systeem, door gebruik te maken van Orthogonal Frequency Division 
Multiplexing (OFDM) als modulatietechniek. Sommige OFDM-carriers die zich in de 
gelicentieerde band bevinden worden ge-deactiveerd zodat deze draaggolven niet interfereren 
met het gelicentieerde systeem. Door deze flexibiliteit wordt OFDM beschouwd als een 
geschikte techniek voor cognitieve radio. Interferentie op het signaal van de gelicentieerde 
gebruiker kan verder beperkt worden door meer carriers te de-activeren, door windowing en 
door verschillende signaal-bewerkingstechnieken. Deze technieken worden in dit proefschrift 
bestudeerd en de resultaten worden gepresenteerd. De techniek om spectrum te delen kan 
alleen werken als er nauwkeurige informatie over de bezetting van het spectrum beschikbaar 
is. Deze informatie is afkomstig uit een spectrum sensing module. Voor spectrum sensing is 
een geavanceerde module nodig, welke veel aandacht vraagt. Dit proefschrift richt zich niet 
op de spectrum sensing module, maar gaat er vanuit dat de informatie over de bezetting van 
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het spectrum beschikbaar en nauwkeurig is. Onze onderzoekspartner bij de Universiteit 
Twente† behandelt het onderwerp van spectrum sensing. 
 
Om het doel van cognitieve radio, namelijk betrouwbare communicatie, te realiseren, is het 
belangrijk om niet alleen stil te staan bij de techniek aan de kant van de gelicentieerde 
gebruiker, maar ook bij die van de huurgebruiker. Naast het veiligstellen van betrouwbare 
communicatie op het gelicentieerde systeem moet de gewenste kwaliteit en Quality of Service 
(QoS) van het cognitieve systeem worden gehaald. De praktische parameters waarnaar 
gekeken moet worden zijn de Bit Error Rate (BER) en de bitrate van het systeem. Het 
toepassen van OFDM met spectrum shaping met als doel de bijdrage van interferentie in het 
gelicentieerde systeem te beperken, kan alleen gedaan worden ten koste van de ‘eigen’ QoS. 
Onderzoeksresultaten in de literatuur hebben aangetoond dat door toepassing van Adaptive 
Bit Loading de BER van een OFDM-systeem kan worden verbeterd. Bij Adaptive Bit 
Loading worden afhankelijk van de kanaalkwaliteit de bits op een intelligentie manier 
toegewezen aan elke afzonderlijke OFDM-carrier en worden de als doelgestelde BER en 
bitrate van het hele systeem aangepast. In de thesis stellen we voor om Adaptive Bit Loading 
toe te passen in combinatie met Spectrum Shaping, met als doel de QoS van het cognitieve 
systeem te behouden. De impact van deze combinatie op de toename van de OFDM Peak to 
Average Power Ratio (PAPR) wordt geëvalueerd door simulaties. 
 
Er bestaat een groeiende interesse om de Fourier-transformatie in OFDM te vervangen door 
Wavelet Basis functions. Deze techniek wordt ook wel Wavelet Packet Multi Carrier 
Modulation (WPMCM) genoemd. In de literatuur zijn onderzoeksresultaten gepresenteerd 
waarin WPMCM geëvalueerd wordt en de resultaten worden vergeleken met  OFDM. Op 
basis van succesvolle toepassing van een Frequency Selective Wavelet in een Ultra Wide 
Band systeem evalueren we in dit proefschrift de geschiktheid van de Frequency Selective 
Wavelet in WPMCM, gecombineerd met het concept van Spectrum Pooling, om te worden 
toegepast in een cognitief radiosysteem. Omdat efficiënt spectrumgebruik één van de 
hoofddoelen is van cognitieve radio, is er voldoende reden om Multiple Input Multiple-Output 
(MIMO) op te nemen in het cognitieve radio systeem. In dit proefschrift wordt dit onderwerp 
bestudeerd en worden de prestaties van MIMO in een OFDM- en WPMCM-gebaseerd 
cognitief radiosysteem geëvalueerd. 
 
Channel estimation (kanaal schatten) is de cruciale module in elk OFDM-systeem. Wij stellen 
een effectief channel estimation schema voor, gebaseerd op optimale piloot patronen 
aanwezig in conventionele OFDM en gebruikmakend van virtuele ‘piloot-tonen’ om te 
worden toegepast in cognitieve radiosystemen. De virtuele piloottonen worden afgeleid uit de 
combinatie van lineaire interpolatie/extrapolatie tussen twee echte piloottonen via de 
zogenoemde decission directed method. Zonder beperking in algemene toepasbaarheid 

                                                 
† Dit proefschrift is onderdeel van het Werkpakket 3 (WP3) in het Nederlandse Adaptive Adhoc Freeband 
(AAF) project. In WP3 zullen 3 proefschriften worden voltooid, één over Spectrum Sensing, één op Baseband 
Processing (dit proefschrift) en het derde proefschrift handelt over het in kaart brengen van Spectrum Sensing en 
Baseband Verwerking tot een heterogene architectuur. 
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gebruiken we het Wiener-filter als channel estimation techniek, vanwege zijn efficiëntie en 
recht-toe-recht-aan-manier waarmee de kanaalcorrelatie-eigenschappen van de afstand tussen 
de piloottonen en de data worden uitgenut. We werken het Single Input Single Output (SISO) 
op OFDM gebaseerde cognitieve radiosysteem uit en breiden het daarna uit met de      
MIMO-applicatie. 
 
Naast OFDM- en WPMCM-gebaseerde cognitieve radiosystemen zijn recentelijk ook het 
Transform Domain Communication System (TDCS) en het Wavelet Domain Communication 
System (WDCS) geïntroduceerd als veelbelovende modulatietechnieken voor cognitieve 
radiotoepassingen. TDCS en WDCS hebben beperkingen in bitrate. In een poging om de 
bitrate van TDCS en WDCS te verbeteren, stellen we voor om een extra embedded symbool 
toe te voegen aan TDCS en WDCS. We analyseren de impact van het embedded symbool op 
de datadetectie in een multi-useromgeving. Deze aanpak wordt al ondersteund in 
conventionele TDCS en WDCS. Bovendien evalueren we de prestaties van TDCS met een 
embedded symbool in een MIMO-systeem. 
 
Als een soort verificatieplatform voor cognitieve radio hebben we een praktische 
Demonstrator voorgesteld, die bestaat uit een spectrum scanning module en een transceiver 
module werkend in basisband. De spectrum sensing wordt gebruikt door de Universal 
Software Defined Radio Peripheral (USRP), terwijl de baseband processing transceiver 
module is toegepast in een FPGA development board. De huidige versie van het cognitieve 
radiosysteem verificatieplatform is simpel, maar heeft beperkte mogelijkheden. Verdere 
ontwikkelingen op dit gebied zijn nodig en details voor gerelateerd toekomstig werk zijn ook 
in dit proefschrift opgenomen. 
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