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A B S T R A C T

Power systems transport an increasing amount of electricity, and in the future, involve more distributed
renewables and dynamic interactions of the equipment. The system response to disturbances must be secure
and predictable to avoid power blackouts. The system response can be simulated in the time domain. However,
this dynamic security assessment (DSA) is not computationally tractable in real-time. Particularly promising is
to train decision trees (DTs) from machine learning as interpretable classifiers to predict whether the system-
wide responses to disturbances are secure. In most research, selecting the best DT model focuses on predictive
accuracy. However, it is insufficient to focus solely on predictive accuracy. Missed alarms and false alarms have
drastically different costs, and as security assessment is a critical task, interpretability is crucial for operators.
In this work, the multiple objectives of interpretability, varying costs, and accuracies are considered for DT
model selection. We propose a rigorous workflow to select the best classifier. In addition, we present two
graphical approaches for visual inspection to illustrate the selection sensitivity to probability and impacts of
disturbances. We propose cost curves to inspect selection combining all three objectives for the first time. Case
studies on the IEEE 68 bus system and the French system show that the proposed approach allows for better
DT-selections, with an 80% increase in interpretability, 5% reduction in expected operating cost, while making
almost zero accuracy compromises. The proposed approach scales well with larger systems and can be used
for models beyond DTs. Hence, this work provides insights into criteria for model selection in a promising
application for methods from artificial intelligence (AI).
1. Introduction

A power system is a network of transmission equipment that fa-
cilitates the transportation of electrical energy, typically from mega
sources (generators) to large sinks (loads). To maintain the equilibrium
of the system, the generator output must always equal load demand.
The system operator is responsible to prevent blackouts and ensure the
security of the power system by conducting security assessments. Secu-
rity assessments measure a power system’s vulnerabilities to faults and
equipment failure. To maintain equilibrium, typically, these generators
are fossil fuel-based and consist of prime-movers that automatically and
in real-time adjust the generator output to match the demand. Conse-
quently, the power system can, on most occasions, accommodate the
uncertainty in energy demand via increasing or reducing the generator
output, as the case may be. However, the introduction of large amounts
of renewable energy sources in the generation mix is accompanied by
power electronics devices that make real-time controlling the generator
output difficult.
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In the future, power systems must integrate large-scale renewable
energy. A critical future change for power system operation is the
uncertainty in energy generation, and this is specifically challeng-
ing for the management of the reliability of the system [1]. The
reliability of the system is the ability to supply electricity to the end-
users with sufficient enough probability (adequacy) and to withstand
imminent disturbances/contingencies without interruption of service
(security) [2]. The adequacy measures the reliability of the system over
a long period (around months). In real-time operation, the (static-)
security is typically assessed and controlled.

1.1. Security assessment

In the analysis of the security, typically, two parts are separated:
the static and the dynamic security analysis. In static analysis, the focus
is on whether the system operating condition (OC) fulfils all physical
limits in the post-fault state (OC c and d in Fig. 1). Dynamic security
vailable online 8 August 2021
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Fig. 1. Different post fault trajectories from an operating condition (OC) (a), to an
unstable OC (b), a static and dynamically secure OC (c), a static secure but dynamically
insecure OC (d) [3].

analysis focuses on whether the system survives the transition from
the pre-disturbance to the post-disturbance condition (OC c in Fig. 1).
This dynamic security analysis is more difficult than the static analysis,
and hence, stronger static security limits are often selected in place of
dynamic security [4]. However, operations can be more efficient if DSA
is considered in real-time.

The analysis of dynamic security involves the study of various types
of system-wide stability phenomena, such as rotor angle, frequency,
or voltage stability [5]. The analysis of stability can be challenging
as the power system is a nonlinear system, and numeric analysis in-
cluding time-domain simulations would be required [5,6], for instance
for voltage stability or rotor stability. This analysis via time-domain
simulations is challenging in real-time operations as the simulations
require significant computational capacity [7]. This is computation-
ally challenging as each possible disturbance needs consideration as
event-type perturbations, and many possible operating conditions need
assessing, requiring a separate time-domain simulation.

1.2. The machine learning approach to security assessment

The machine learning approach to security assessment is to pre-
dict the outcome of the stability analysis [8]. This prediction can
replace the analysis itself, and the key benefit is that the predic-
tion is instantaneously available. As this benefit is promising, many
variations of the machine learning approaches were proposed [9].
The most common approach is to use a binary classifier as a model,
which subsequently predicts whether an operating condition is stable
or unstable (in situations where the entire DSA outcome is used, then
secure/insecure).

The machine learning approach (Fig. 2) requires training the model
offline before real-time operation and involves these four steps: creating
a training database, pre-processing the data, training the machine
learning model, and evaluating the trained model. In the first step, the
training database is created in a balancing way as done in [10]) or
extrapolated from historical observations that may be biased toward
secure operating conditions [11]. Subsequently, the pre-fault operating
conditions (for instance load scenarios) are assessed with the stability
analysis for a single or set of disturbances, and a post-fault metric
for stability/security is adopted (e.g., as in [12]). The combination
of pre-fault operating conditions and the post-fault metric makes up
the training database. In the second step, the data is pre-processed
for the concurrent training of the model. The database is analysed to
select or extract relevant features for reducing the number of dimen-
sions [13] and representing the information in a lower dimension [14].
This pre-processing, for example, the Synthetic Minority Oversampling
Technique (SMOTE) [15], can also balance the database as often more
2

Fig. 2. Overall workflow for data-driven security assessment.

secure than insecure data is available. In the third step, the machine
learning model is trained. DTs are often used because of their high
interpretability, which is crucial for such a critical task as security
assessment, where operators require a manual inspection to understand
and rely on these machine learning models. Typically one DT model is
trained per disturbance as the stability/security is different for each dis-
turbance [8,16]. In the fourth step, the models are evaluated, selected,
and eventually updated. This is discussed in the following section.

1.3. Selection of the machine learning model

The selection and evaluation of the DT model involve finding the
model with the highest performance out of a large set of trained
models. Typically, the performance is measured by testing how the
model performs on data that is not part of the training. For instance, a
testing set is used to compute the testing error (the ratio of inaccurate
predictions). Other performance metrics as the 𝐹1 score [17] allow for a
harmonic balance of the precision and recall for different errors [18] as
used in [19], or the G-mean score that computes the geometric mean as
used in [20]. Also, graphical approaches can be used to select models,
such as the precision–recall (PR) curve [21] or receiver operating
characteristic (ROC) curve [22] as applied to DSA in [23,24]. However,
selecting a model based on a single criterion may be sub-optimal. In
DSA, the following three need to be considered:

Firstly, predicting errors for the different classes can have various
impacts. A missed alarm is much more severe than a false alarm.
Missing an alarm can result in power blackouts and load shedding that
have high expected costs, however, a false alarm may require only pre-
ventive and corrective control measures (e.g., generation re-dispatch)
to be taken that are significantly cheaper. Considering the different
impacts of errors is important when training the model specifically if
the training database is imbalanced in the classes [9]. This difference
in the impact of errors renders several performance criteria unsuitable,
such as the test error. The ROC curve or 𝐹1 score may be more suitable.
However, the expected outage cost to the end-customer should be con-
sidered as the performance metric in security assessments [25] and non
of these scores allows for directly measuring the performance in terms
of expected costs. Computing the outage cost is difficult as it depends
on the disturbance and the load condition [25,26]. However, estimates
of the costs are considered in cost-sensitive learning by adjusting the
decision threshold when predicting with the model [27,28]. Cost-
sensitive learning was applied to DSA in combination with ensemble
DTs [29], with deep learning [30] and with SMOTE as the imbalance
challenge addressed is similar [20].

Secondly, it is crucial to consider the interpretability (and complex-
ity) of the selected model. Models that are high in their complexity are
not interpretable for operators [9] and this renders them unsuitable
for the application to DSA. Operators responsible for the critical task
of security assessments may prefer interpretable DT models in their
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decision-support tools such that manual inspection remains possible
and errors can be identified [16,31]. Therefore, the interpretability of
the models needs consideration when selecting models for DSA.

Thirdly, it is also crucial to consider frequent changes in the system.
Frequent changes in system parameters may require to change the
selection of models. For instance, the weather changes frequently, and
with that, the likelihood of contingencies [32,33]. If the probability
is high, an operator may select more conservative DT models than at
times with low likelihood. In practice, 1000s of models may be used in
real-time [16] and a fast, adaptable selection process is needed.

1.4. Contributions

The contribution of this work is to propose a rigorous workflow
that considers all three aforementioned specific needs (accuracy, in-
terpretability, and cost sensitivity) to select the best classifier for the
application of security assessment, and in addition two approaches
for graphical inspection to demonstrate the selection sensitivity to key
parameters such as probability and impact of disturbances. The cost-
curves [34], that are based on ideas from cost sensitive-learning [27]
are introduced. This workflow allows for the first time, selecting
the best machine-learned DT model for DSA in response to frequent
changes of expected costs or likelihood of contingencies, as well as
their uncertainty. The proposed workflow is fast, simple, and effective
in selecting the best models.

The proposed workflow is studied on the IEEE 68-bus system and
further extended to the French transmission system. The challenge
of selecting models/classifiers based on predictive accuracy is pre-
sented, resulting in sub-optimal selections. Subsequently, the benefits
of the proposed multi-objective selection procedure are demonstrated.
Finally, the cost-curve approach is showcased.

The remainder of the paper is structured as follows. Section 2
presents the three different objectives when selecting a model for
DSA. Section 3 presents the proposed workflow and the two graphical
approaches that allow considering all three objectives together. Finally,
Section 4 presents the case study and Section 5 concludes this work.

2. Objectives in selecting DT classifiers for DSA

In supervised machine learning, the procedure of learning and se-
lecting a classifier starts with defining the models and hyperparameters
to study. After these are defined, the range of hyperparameters is
typically explored with a cross-validation search procedure to address
under- and overfitting of the data. In the cross-validation search, typ-
ically many different combinations of values for the hyperparameters
are explored, and for each, a classifier is trained using the gini index
or entropy in DTs. The result of this exploration of combinations of
hyperparameter values is a set of classifiers (one per combination).
Subsequently, one classifier of this set must be selected. For this se-
lection, various metrics can be used. Typically, the validation accuracy
(an approximation of the testing accuracy) is chosen. As pointed out
earlier, choosing the performance of the testing accuracy may not rep-
resent the needs for DSA to balance the different costs of inaccuracies,
interpretability, and robustness.

2.1. Minimising the effects of inaccuracies

One of the objectives of selecting classifiers is to minimise the effect
of inaccurate predictions. Two types of inaccurate predictions exist:
missed alarms (false positives) and false alarms (false negatives), and
these have different effects/costs. The symbols 𝐹𝑃 and 𝐹𝑁 correspond
to the absolute numbers of inaccurately predicted operating conditions,
of the types of false positives and false negatives, respectively. The
specific effects (or impacts, costs) of these inaccurate predictions are
𝐶𝐹𝑁 for false-negative predictions and 𝐶𝐹𝑃 for false-positive predic-
tions, where 𝐶 ≫ 𝐶 as missed alarms have higher impacts than
3

𝐹𝑃 𝐹𝑁
Fig. 3. The ROC curve for evaluating a classifier. Different combinations of 𝑇𝑃𝑅 and
𝐹𝑃𝑅 are obtained by varying the decision threshold 𝑍 (shown with arrows). The
perfect classifier would be in the top left corner having 𝑇𝑃𝑅 = 1 and 𝐹𝑃𝑅 = 0.

false alarms. For missed alarms, these involve the expected outage
cost to the end-consumer, and for false alarms, these are the expected
costs for unnecessary preventive/corrective control actions. Accurate
predictions have zero costs, hence 𝐶𝑇𝑃 = 𝐶𝑇𝑁 = 0 for true negatives
(𝑇𝑁) and true positives (𝑇𝑃 ), respectively. The cost ratio is

𝛾 =
𝐶𝐹𝑃

𝐶𝐹𝑃 + 𝐶𝐹𝑁
. (1)

Typically, the objective in binary classification is to minimise the test
error 𝐹𝑃+𝐹𝑁

𝐹𝑃+𝐹𝑁+𝑇𝑃+𝑇𝑁 , however, firstly, the test error cannot directly
be modelled; hence in the training, an approximation for the test
error is typically used (e.g., the training error, entropy). Secondly, by
minimising this objective, this imbalance in the cost/impact of the
two different types of inaccuracies is not considered. Another way to
evaluate and train a classifier in binary classification is to maximise the
𝐹1 score.

The 𝐹1 score equally weights precision and recall, however, it does
not consider the different costs of the two classes [17], similarly as the
training error and entropy. One approach to consider both inaccuracies
is to use the ROC curve. The ROC curve is a graphical approach that
shows the true positive rate 𝑇𝑃𝑅 = 𝑇𝑃

𝑇𝑃+𝐹𝑁 and the false positive
rate 𝐹𝑃𝑅 = 𝐹𝑃

𝑇𝑁+𝐹𝑃 [22]. Various combinations of 𝑇𝑃𝑅 and 𝐹𝑃𝑅
are computed by varying the threshold 𝑍 that the classifier uses for
prediction. This threshold 𝑍 is used to obtain the predicted class.
Initially, the classifier outputs a score 𝑆 ∈ [0, 1]. Subsequently, this
score is compared against the threshold 𝑍 (the default value is 𝑍 = 0.5)
to determine the predicted class. If the score 𝑆 ≥ 𝑍, then the prediction
is the positive class 𝑌 = 1, otherwise negative 𝑌 = 0. Hence, for a
testing set, the combinations of (𝑇𝑃𝑅, 𝐹𝑃𝑅) values are computed for
varying 𝑍s. Then, these points build the ROC curve.

The ROC curve is used to evaluate classifiers with cost-sensitivity as
shown in Fig. 3. Each point corresponds to a single classifier where the
decision threshold was varied in 𝑍 = [0, 1]. It is possible to estimate the
optimal �̃�∗ from an effect/cost minimising viewpoint. The objective of
minimising costs/impacts of inaccurate predictions is

𝛴 = 𝐹𝑁 ∗ 𝛱+ ∗ 𝐶𝐹𝑁 + 𝐹𝑃 ∗ 𝛱− ∗ 𝐶𝐹𝑃 , (2)

where

𝛱− =
𝑁−

𝑁− +𝑁+
and 𝛱+ =

𝑁+
𝑁− +𝑁+

(3)

are the two class distributions of positive 𝑁+ and negative 𝑁− points
in the testing set [28]. Typically 𝑁+ and 𝑁− are not exactly known,
however, 𝛱+ and 𝛱− can be assumed to be similar to the distributions
in the training set. Note that in DSA, often 𝛱+ ≫ 𝛱− is an additional
(class) imbalance to 𝐶𝐹𝑃 ≫ 𝐶𝐹𝑁 . Although, 𝐶𝐹𝑁 and 𝐶𝐹𝑃 are un-
known, estimates could be assumed �̃�𝐹𝑁 and �̃�𝐹𝑃 and the expected
costs are
̃ ̃ ̃ (4)
𝛴 = 𝐹𝑁 ∗ 𝛱+ ∗ 𝐶𝐹𝑁 + 𝐹𝑃 ∗ 𝛱− ∗ 𝐶𝐹𝑃 .
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Then, the estimated cost ratio �̃� is computed by using Eq. (1) and the
estimates �̃�𝐹𝑁 and �̃�𝐹𝑃 . Subsequently, the expected costs from Eq. (4)

𝑁�̃� =
(1 − 𝑇𝑃 ) ∗ 𝛱+ ∗ ( 1−�̃��̃� ) + 𝐹𝑃 ∗ (1 −𝛱+)

𝛱+ ∗ ( 1−�̃��̃� ) + (1 −𝛱+)
. (5)

his (normalised) expected cost is minimised when selecting the deci-
ion threshold at the estimated cost-optimal point as

�̃�∗ =
𝛱− ∗ �̃�𝐹𝑃

𝛱− ∗ �̃�𝐹𝑃 +𝛱+ ∗ �̃�𝐹𝑁
. (6)

.2. Maximising the interpretability

The second objective of a classifier for DSA is to maximise in-
erpretability. If the learning approach is interpretable, then human
xperts, here the system operator, can build trust in using these ap-
roaches. The classifier is interpretable when the learned model can
e understood and offers insights into the process of how a prediction
s being made. This requires models and data that are non-complex.
or instance, the model complexity can be described by the type of
arametrisation, the number of hyperparameters, and the number of
eatures. In DTs, the type of parametrisation is a linear splitting scheme.
s this linear splitting scheme is not complex, DTs are known for

heir interpretability. In DTs, the number of hyperparameters can be
easured as the number of nodes/splits as each node involves a single
yperparameter. Hence, the number of nodes is a measure for the
odel complexity (and inversely interpretability). For trading-off the
odel complexity with accuracy, regularisation is typically used in

raining for the purpose of avoiding overfitting. Hence, in a similar way
ccuracy and interpretability can be traded-off as in [31].

.3. Maximising the robustness of classifiers

The third objective is to maximise the robustness of the clas-
ification decisions under uncertainties in the input parameters, as
osts/impacts and probabilities of contingencies. The cost/impact of
ontingencies on the system �̃�𝐹𝑁 , �̃�𝐹𝑃 and �̃� may be wrongly estimated

and these uncertainties result in sub-optimal prediction decisions. Some
classifiers may be more prone to these uncertainties than others, hence,
it is proposed to consider this uncertainty to select classifiers that are
less prone.

The objective is to minimise Eq. (2). However, actually, Eq. (4) is
minimised as the cost ratio 𝛾 is unknown and the estimate �̃� is used.
The impact of the uncertainty in these estimates can be studied in a
sensitivity analysis involving comparing the expected normalised costs
𝑁�̃� from Eq. (5) with the normalised actual costs

𝑁𝛴 =
(1 − 𝑇𝑃 ) ∗ 𝛱+ ∗ ( 1−𝛾𝛾 ) + 𝐹𝑃 ∗ (1 −𝛱+)

𝛱+ ∗ ( 1−𝛾𝛾 ) + (1 −𝛱+)
(7)

hat is similarly derived as Eq. (5). These two costs 𝑁�̃� and 𝑁𝛴 are
ompared for various errors 𝛥𝛾 in the cost-ratios, where �̃� = 𝛾±𝛥𝛾. This
ensitivity analysis involves computing the false negatives and false
ositives (𝐹𝑁, 𝐹𝑃 ) = 𝑓 (𝑍) for a given test set, where 𝑓 is the prediction
unction of the classifier and the decision threshold 𝑍 is varied. Then,
he normalised actual costs 𝑁𝛴 are computed from Eq. (7) using 𝛾
nd the normalised expected costs 𝑁�̃� from Eq. (5). Subsequently,

the differences in these costs are compared, and the various estima-
tion errors 𝛥𝛾 are studied to understand the sensitivity of this cost
difference. These studies can be repeated for multiple classifiers and
various decision thresholds to find the best combination of classifiers
and threshold 𝑍 most insensitive (robust) against uncertainties in the
costs.
4



Fig. 4. Proposed cost-curve workflow to select the best DT classifier offline. The
selection can be updated with real-time data.

3. Multi-criteria selection of classifiers

This section presents the proposed rigorous workflow to select the
best DT classifier, and subsequently, introduces two approaches for
graphical inspection to illustrate and show the selection sensitivity
to estimated parameters. The first graphical approach modifies the
ROC curve and allows considering the first two objectives: to min-
imise inaccurate predictions and maximise the interpretability as shown
in Fig. 11. The second approach modifies the cost-curves, as shown
in Fig. 6. The proposed modification to the second approach allows
trading-off on all three objectives.

The proposed workflow has two parts: (i) offline training and (ii)
online selection. The first part is the proposed offline workflow to train
and prepare classifiers for application in the online selection workflow.
The offline workflow of using the proposed cost-curve approach is
illustrated in Fig. 4. Initially, many classifiers are trained by varying
some (hyper-)parameters, such as the DT depth, and each classifier
training follows cross-validation resulting in  candidate DTs, 𝛺 =
{(𝑝)

𝑖 , ∀ 𝑖 = 1, 2,… , }, and 𝑝 ∈ ℜ is the number of DT nodes.
Subsequently, the task is to select the best DT classifier from this set
𝛺 according to the introduced criteria of Section 2.

The second part is the proposed online selection workflow to con-
sider realtime information when selecting a classifier. The probabilities
of contingencies 𝛱+,𝛱−, the expected cost of contingencies �̃�𝐹𝑃 , �̃�𝐹𝑁 ,
and the probability cost function’s range of interest [𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] ∈
0, 1] are updated with real time data. The range [𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] repre-
ents various expected combinations of contingency probabilities and
xpected contingency costs. Then, for each DT (𝑝)

𝑖 , the normalised
xpected costs 𝑁�̃� are computed with Eq. (5) within the range of
𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] at 𝐾 user-defined, equidistant steps. The average nor-
alised expected cost is then computed as 𝑁�̃� =

∑𝐾
𝑖=1 𝑁�̃�
𝐾 , where 𝑁�̃�

measures on average the expected impact (e.g. cost of loss of load)
of wrongly classifying the security status of an operating condition.
Subsequently, the average normalised actual cost 𝑁𝛴 (𝑁𝛴 computed
with Eq. (7)) is calculated assuming �̃� = 𝛾 ± 𝛥𝛾 within the same
[𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] range and 𝐾 equidistant steps, where 𝑁𝛴 measures on
average the actual impact of wrongly classifying the security status of
an operating condition. This step is done to compare the sensitivity of a
classifier (𝑝)

𝑖 to estimation errors 𝛥𝛾 of the cost ratio �̃� that is assumed.
The number of steps 𝐾 is selected by the user, and the more steps
are selected, the better the resolution of both actual 𝑁𝛴 and expected
𝑁�̃� costs. Finally, the proposed, optimal DT (𝑝)

𝑖 is the one with the
minimum average relative costs across the range of [𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] as
(𝛴) = 𝑁𝛴−𝑁�̃� , and DT nodes 𝑝 ≤ 𝑎, where 𝑎 is a user-defined criterion,
𝑁𝛴
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Fig. 5. Construction of cost-curves: In (a), each dashed linear curve corresponds to one blue point in the ROC curve Fig. 3. The combined minimal expected cost 𝑁�̃� of (a) is
where the selected 𝑍 equalled the cost-optimal decision threshold �̃�∗ = 𝑃𝐶𝐹 and is shown in (b).
Fig. 6. Proposed cost-curve based selection considering multiple criteria. The lime
classifier has the best trade-off in terms of interpretability and expected cost in the
relevant interval 0.8 ≤ 𝑃𝐶𝐹 ≤ 1. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

and keeping 𝑎 small aims for high interpretability. This is the optimal
DT as the contingency probabilities and contingency expected costs are
uncertain.

The final cost-curve provides a graphical illustration of the sensitiv-
ity of selecting the best classifier to minimise costs of missed and false
alarms considering inaccurate estimations of the costs �̃�𝐹𝑃 , �̃�𝐹𝑁 and
probabilities of contingencies 𝛱+,𝛱−. The DT (𝑝)

𝑖 whose cost-curve
has the least variation in the range [𝑃𝐶𝐹𝐿, 𝑃𝐶𝐹𝑈 ] is the most suitable
DT and would be the ideal DT from the perspective of cost uncertainty.
The two proposed graphical approaches are introduced as follows.

3.1. Visual inspection using the ROC curve

A colour bar is used for the interpretability on the ROC curve, and
interpretability of a DT model (here, in terms of number of nodes)
correlates inversely with the DT model complexity. The ROC curve
allows to study the performance of a binary classifier when adjusting
the decision threshold 𝑍 as illustrated in Fig. 3. The advantage of the
ROC curve is the visual ability to compare classifiers across ranges of
various 𝑍s instead of a single point comparison that does not allow for
variability, such as in selecting based on computing the cost-optimal
�̃�∗ using Eq. (6). Classifier comparison using the ROC curve starts
by drawing each classifier’s ROC curve. Subsequently, the cost-optimal
decision thresholds �̃�∗ are marked. An example is presented in Fig. 11.
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In this example, the DT classifier corresponding to the blue curve is
the best in terms of interpretability (fewer nodes), and the brown is the
best in terms of accuracy (closest to the top left corner). However, when
considering these two objectives in the ROC curve together, the best
trade-off is the classifier corresponding to the cyan curve. Although the
interpretability is slightly worse than the blue classifier, the 𝑇𝑃𝑅 is sig-
nificantly better (almost 0.05 higher). Also, the classifiers represented
by the brown and green curves only offer marginal improvements in
terms of 𝑇𝑃𝑅. However, they are worse in terms of interpretability.
Therefore, cyan curve is the best classifier in this example. This selec-
tion procedure can be quickly and visually performed by an operator
to trade-off the cost-optimality, accuracy, and interpretability using a
single graphical approach.

3.2. Proposed cost-curve approach for graphical inspection

The proposed approach modifies cost-curves to include information
on the sensitivity of inaccurate estimations of the costs/impacts. The
cost-curve shows the normalised expected cost 𝑁�̃� from Eq. (5) with
varying probability cost function 𝑃𝐶𝐹 . This is the main difference
to the ROC curve where the expected costs of inaccurate predictions
are not directly presented such as in the cost-curve. The proposed
modification of the cost-curve allows selecting the best classifier by
considering all three aforementioned objectives.

The construction of the cost-curve starts with the ROC curve of
the classifier. The ROC curve is constructed from a set of (𝑇𝑃𝑅, 𝐹𝑃𝑅)
points corresponding to applying different decision thresholds 𝑍 to the
score-output 𝑆 of the classifier as illustrated in Fig. 3. Subsequently, the
cost-curve aims to investigate the normalised expected costs for each of
these points dependent on changes in �̃�𝐹𝑁 , �̃�𝐹𝑃 , 𝛱− and 𝛱+. Changes
in these are considered by using a single parameter, the probability cost
function, defined as:

𝑃𝐶𝐹 =
𝛱− ∗ �̃�𝐹𝑃

𝛱− ∗ �̃�𝐹𝑃 +𝛱+ ∗ �̃�𝐹𝑁
. (8)

Subsequently, the normalised expected cost from Eq. (5) are

𝑁�̃� = (𝐹𝑃 − 𝐹𝑁) ∗ 𝑃𝐶𝐹 + 𝐹𝑁, (9)

where 𝐹𝑃 and 𝐹𝑁 can be directly computed from the ROC values 𝑇𝑃𝑅
and 𝐹𝑃𝑅. Then, Eq. (9) is the linear equation connecting the points
(𝑃𝐶𝐹 ,𝑁�̃�) = (0, 𝐹𝑁) and (𝑃𝐶𝐹 ,𝑁�̃�) = (1, 𝐹𝑃 ). The constructions
of the lines corresponding to the blue points in Fig. 3 are presented
in Fig. 5(a). The lower envelope of the cost-curve is the minimum
costs that can be obtained. This lower envelope represents selecting
the cost-optimal �̃�∗ where the 𝑍 applied to the classifier equalled
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Fig. 7. The predicting performance of classifiers with 7 different DT depths. The box plots in (a) show min, max, interquartiles, and median for 22 × 7 = 154 trees. Using (a), the
22 classifiers with the highest 𝐹1 score are selected and the selection-frequencies are in (b).
𝑍 = �̃�∗ = 𝑃𝐶𝐹 . This final minimal cost-curve is presented in Fig. 5(b).
The cost-curve shows the classifier performance across all cost-class
distributions whereas the ROC curve allows presenting only a single
cost-optimal point. Subsequently, the proposed approach is to use cost-
curves for selecting the best classifier along with the relevant range of
cost-class distributions as shown in Fig. 6 to ensure the best selection
according to the discussed multiple objectives.

The sensitivity of errors in estimating the cost ratio �̃�, on the
selection based on cost-curves can be studied by computing the corre-
sponding actual cost-curve for 𝑁𝛴 based on the actual cost 𝛾 assuming
an error 𝛥𝛾 as pointed out in Section 2.3. Firstly, recall that the
estimated cost ratio �̃� influences the choice of 𝑍∗, and that the cost-
curve is defined by 𝑍 = �̃�∗. If the choice of estimated cost ratio �̃�
differs from the actual cost ratio 𝛾, then the normalised actual cost
can be computed based on the actual value of 𝛾 and can be presented
similarly as the estimated cost-curve. The PCF values do not differ for
the normalised expected and actual costs as the threshold 𝑍∗ is based
on the expected cost ratio of �̃�. This modification of the cost-curve
allows for considering the cost/impact of estimation errors in �̃� and
represents another advantage over the ROC curve. Subsequently, the
proposed cost-curve approach can consider interpretability using colour
schemes in the same way as in the ROC curve approach. Consequently,
this approach considers all 3 objectives as criteria for visual inspection.

4. Case study

In this case study, firstly, the challenge of sub-optimal selections
when using a single objective in selecting classifiers is studied. Sec-
ondly, the effectiveness of the proposed workflow that considers mul-
tiple objectives concurrently to select the best DT classifier is stud-
ied, with visualisation using the two proposed graphical approaches.
Thirdly, the proposed workflow is studied when considering the uncer-
tainty of the cost-estimations. Finally, the computational times of the
proposed workflow is studied and the limitations discussed. Finally, the
limitations of the proposed approach are discussed.

4.1. Test system and assumption

The case study is mainly carried out on the IEEE 68-bus system and
the scalability is demonstrated in a study of the French transmission
system.

The first data set for this case study was generated using the
network data from the IEEE 68-bus system [35]. 𝑁𝐷 = 12000 operating
conditions were sampled as follows. The active loads were sampled
from a multivariate Gaussian distribution (via Monte Carlo sampling),
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and the correlation was assumed to follow Pearson’s correlation with
a correlation coefficient of 0 75. The distribution was converted to
a marginal Kumaraswamy(1.6, 2.8) distribution using the method of
inverse transformation. The AC-model of the network was used to
compute the active and reactive powers of generators to ensure fea-
sible operating conditions. This sampling process of the IEEE 68-bus
system results in 12000 samples, where each describes the operating
condition of the power system in a steady-state. Then, all phase angles
and voltages, reactive and active power flows, and the reactive and
active power injections were used to construct the feature vector 𝑋 ∈
𝑁𝐷×𝑁𝐹 , where 𝑁𝐹 = 438 was the number of features. For each of these
12000 operating conditions, the transient stability response to faults was
simulated using MATLAB Simulink. 𝑁𝐶 = 22 different three-phase line
outages were simulated as event-type events on the pre-fault steady-
state condition and the faults are cleared after 0.1 s. The simulation
time was 10 s on a standard desktop computer. If at any point in time
the difference of any phase angles of the generators was larger than
180◦, then the operating condition for that particular contingency was
considered as unstable, and the corresponding element of the label
matrix 𝑌 ∈ {0, 1}𝑁𝐷×𝑁𝐶 was set at 0 for unstable, otherwise stable 1.
In total 𝑁𝐷 ×𝑁𝐶 = 12000 × 22 = 264000 simulations were performed as
each of the 22 contingencies need to be simulated independent.

The second data set of the French transmission system was used. The
French transmission system had 1955 transmission lines, 798 transform-
ers, 1886 buses, 411 generators and 127 shunt elements. This data-set
consisted of 𝑁𝐷 = 16722 operating conditions in a feature vector
𝑋 ∈ 𝑁𝐷×𝑁𝐹 , where 𝑁𝐹 = 35873 is the number of features. To generate
a single data point required 56 s time on a computer cluster [16]
and 1980 different contingencies were analysed where each required a
single time-domain simulation. Subsequently, the time-domain simula-
tions were assessed and 9 reliability metrics were computed, including
overload, loss of synchronisation, over/under-voltages, small-signal sta-
bility, transient stability, et cetera. More details can be found in [16,
36]. This second data set was used to demonstrate the scaling of the
proposed approach.

The subsequent processes of the training workflows (feature selec-
tion, DT training, et cetera.) were carried out on a Dell XPS 13 9360
running an Intel(R) Core(TM) i5-8250U processor with 8 GB installed
RAM. DTs were trained with the CART algorithm [37] from the package
scikit-learn 0.18.1 [38] in Python 3.5.2. The default training settings
were selected except using gini impurity instead of entropy to measure
the quality of the splits. The data-set was split into training/testing
sets in ratio of 75%/25%. The feature variable 𝑋 was used and the
labels 𝑌 were used as the input for the training of the classifier,

however, for each contingency, a single DT was trained (in total 22
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Fig. 8. Tree structure of a DT with DT depth of 3. P and Q are the active and reactive
power-flow between buses, and V is the voltage at the bus.

Fig. 9. Ratio between missed ( ) and false( ) alarms for the 22 DTs without
considering the impact of different costs. 𝛱+ is the class ratio of positive conditions.

DTs). 5-fold cross-validation was applied to address under-/overfitting.
Subsequently, the Platt method was used to calibrate the score-output
𝑆 of the classifier [39].

4.2. Selections based on single criteria

The first study illustrates the effect on the model interpretability
when predictive accuracy is used for selecting the model. Typically,
the 𝐹1 score or the test accuracy is used for selecting the model. In
this study, firstly, DTs were trained for the depths {1 − 20} for each
of the 22 contingencies. Subsequently, 5-fold cross-validation was used
to select the best DT depth based on the highest 𝐹1 score. Fig. 7(a)
presents the 𝐹1 accuracy values for all different tree depths involved in
this study showing that an increase in tree depth on average results in
higher 𝐹1 scores, however, over-fitting occurred for larger depths than
9 and no tree was selected with a depth larger than 9. Fig. 7(b) shows
the exact breakdown of the final selected classifiers and most of the
selected 22 DT depths were around larger depths of [5, 9]. However, the
DT structures of larger trees are not easily readable (interpretable). For
example, a DT with DT depth = 3 (Fig. 8) has 15 nodes. Conversely,
a DT with DT depth = 9 has 100 nodes. When focusing only on the
predicting accuracy, the user may select the DT with depth = 9 as the
𝐹1 score of 0.975 outperforms the tree with depth = 3 having an 𝐹1
score of 0.96. However, when focusing only on the interpretability, the
operator may select the tree with DT depth = 3 with a lower 𝐹1 score of
0.96. These two criteria are contrasting and require a suitable trade-off.

The second study investigates the impact when considering neither
the difference in expected costs nor the class imbalances. Typically
classifiers are trained to minimise the test inaccuracy, and this is
7

Fig. 10. Ratio between missed ( ) and false ( ) alarms for the 22 DTs by considering
the impact of different costs.

insensitive to the differences in costs and the imbalance and is therefore
prone to more missed alarms than false alarms. The 22 DTs from the
first study were used, and their relationship between missed and false
alarms was investigated in Fig. 9. In this training procedure, neither
the impact of costs nor class imbalances were considered. It shows:
when the imbalance is large, for instance when many more positive
than negative operating conditions are in the database (toward high
𝛱+), the share of missed alarms increases significantly. This is not in
favour of operators, as typically the expected cost for missed alarms is
large than that of false alarms 𝐶𝐹𝑃 ≫ 𝐶𝐹𝑁 , hence the operators aim
to avoid missed alarms. Here, it is assumed that 𝐶𝐹𝑃 ∶ 𝐶𝐹𝑁 = 2 ∶ 1.
However, when the 22 DTs and a shifted decision threshold �̃�∗ from
Eq. (6) was used as described in Section 2.1, then the ratio of missed
alarms decreased significantly as demonstrated in Fig. 10. Ideally, when
considering the costs and imbalances, the ratio of missed and false
alarms would have been constant for all different contingencies with
different imbalances. However, Fig. 10 shows an increase of missed
alarms toward high class imbalances of high 𝛱+. The reason is that
these trained classifiers for high 𝛱+ have more knowledge available on
positive than on negative operating conditions and are therefore more
accurate on positive conditions. Cost-sensitive learning aims to address
that imbalance, however, can never fully address it. This highlights
another trade-off that needs to be made between minimising test inac-
curacy and the impact of different costs. These two studies showed that
considering a single criterion is insufficient when selecting a classifier.

4.3. Multi-criteria selection with modified ROC approach

In this study, the proposed selection workflow is investigated using
the modified ROC approach. This workflow allows for a visual inspec-
tion of the accuracy performance and interpretability at the same time
when selecting the classifier. Firstly, a variety of classifiers were trained
with tree depths of {2, 3, 4, 5}. To select the best classifier, the ROC
approach was applied as follows: the 𝑇𝑃𝑅 and 𝐹𝑃𝑅 values for each
tree were obtained by varying the decision threshold �̃�∗ within [0, 1].
The 𝑇𝑃𝑅 and 𝐹𝑃𝑅 values are obtained from the test set and each
combination 𝑇𝑃𝑅 and 𝐹𝑃𝑅 values represent the classifier being used
with a different decision threshold. Subsequently, their values were
plotted for each of the 4 trees in Fig. 11. The colour spectrum shows
the different levels of interpretability (or DT depths). The blue tree
is most interpretable while the brown tree is the least interpretable.
Subsequently, the cost-optimal points for each tree were marked with
the X symbol for an assumed cost ratio �̃�𝐹𝑃 ∶ �̃�𝐹𝑁 = 2 ∶ 1. These
points represent the cost-optimal use of the given tree with the specified
cost ratio. The ROC approach can be used to select the best among
these 4 cost-optimal DTs. For instance, the lime and cyan curves (and
points) are noteworthy. Both classifiers have similar values for 𝑇𝑃𝑅
and 𝐹𝑃𝑅. However, the classifier represented in the cyan colour offers
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Fig. 11. Selection based on modified ROC curves for multiple criteria. The DT classifier
in cyan has the best trade-off in terms of cost-optimality (x on the curve) and
interpretability (the number of DT-nodes from 0 to 50, where 0 is on the left side of the
colour scheme ). (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

higher interpretability and is the final classifier. It would be difficult
to see the similarity of these two curves by analysing the predicting
performances based on data and hence the proposed selection is more
robust as the entire curve can be assessed while keeping the focus
on the comparison of the cost-optimal points. The proposed approach
increased interpretability by 82% (on average 30 DT nodes in the
proposed approach and 54 nodes when focusing only on accuracy)
while the accuracy slightly decreased (0.960 in the proposed approach
and 0.964 otherwise).

4.4. Multi-criteria selection with cost-curves

In this study, the proposed selection workflow with graphical in-
spection using the cost-curve approach is in focus. The cost-curve
approach allows for visual inspection of the accuracy performance, the
interpretability, and quantifies the expected costs of misclassifications.
The same DT classifiers with tree depths of {2, 3, 4, 5} were used as
in the previous study. The construction of the cost-curves followed
the steps described in Section 3.2. The four resulting cost-curves are
presented in Fig. 6. Showing these curves allows comparing classifiers
across different intervals of costs instead of a single point-wise com-
parison as in the ROC curve approach. This is useful as the class-cost
distribution 𝑃𝐶𝐹 can change frequently (𝑃𝐶𝐹 is a function of the
likelihood of contingency and the outage costs). In this example, the rel-
evant region is 0.8 ≤ 𝑃𝐶𝐹 ≤ 1 as this is where high class imbalances are
(toward large 𝛱+). The brown classifier has the lowest expected costs
𝛴 and the blue classifier has the highest interpretability. The expected
cost of the brown and lime classifiers are similar within the relevant
region, however, the lime classifier has a steeper curve for 𝑃𝐶𝐹 values
lower than around 0.9. Also here, an operator may select the lime
classifier as it represents a good trade-off between interpretability and
normalised expected cost in the relevant interval. This proposed novel
cost-curve approach can be used by an operator to study cost-class
distribution intervals, and goes beyond the point-wise comparison that
would be possible with ROC-curves or other data-based comparisons.
These are additional insights to the model-selection.

4.5. Reduction of loss of load costs under uncertainties

In this study, the proposed selection workflow is investigated when
considering uncertainties in estimates of the cost parameter �̃�. An error
of 20% was assumed, where 𝛥𝛾 = ±0.2𝛾 for the two classifiers from
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Table 1
Actual normalised costs 𝑁𝛴 (to the basis 10−2) considering errors of
20% in �̃�. The presented values are averages and standard deviations in
the interval 0.8 ≤ 𝑃𝐶𝐹 ≤ 1 of Fig. 12.
𝛥𝛾 −0.2𝛾 0 +0.2𝛾

Lime classifier (depth 4) 2.7(.7) 3.1(.7) 3.5(.7)
Brown classifier (depth 5) 2.4(.7) 2.8(.8) 3.3(.9)

Table 2
Computation time for the offline and online workflows showing the proposed approach
to compute cost curves for classifier selection scales well to large systems.

State Process IEEE 68 bus French System (1886 bus)

Offline

Data generation 40min 260 h
Feature selection (4.0 ± 0.8) s (8.7 ± 3.8)min
DT training (0.40 ± 0.01) s (2.4 ± 3.5) s
DT testing (0.01 ± 0.01) s (0.03 ± 0.02) s
Cost curve plotting (0.06 ± 0.01) s (0.07 ± 0.03) s
Selection by operator 5 s 5 s

Online Prediction < 0.01 s < 0.01 s

the previous study (lime and brown of Fig. 6). The actual normalised
cost for loss of load 𝑁𝛴 using 𝛾 for the various 𝑃𝐶𝐹 values based on
�̃� were computed for three cases as described in Section 3.2, where
the baseline is 𝛥𝛾 = 0 representing no error and the two error cases
𝛥𝛾 = ±0.2𝛾. Subsequently, the three cases are presented in Fig. 12. In
the baseline case, the normalised expected cost 𝑁�̃� for loss of loads
equals the normalised actual costs 𝑁𝛴 of loss of loads. In cases with
errors, the actual costs 𝑁𝛴 deviate from the expected costs 𝑁�̃� in both
classifiers. In the relevant region, 0.8 ≤ 𝑃𝐶𝐹 ≤ 1, the brown classifier
shows a higher variability in the impact of parameter estimations. This
is also demonstrated by analysing the average costs 𝑁𝛴, 𝑁�̃�, and
standard deviations 𝜎𝑁𝛴 , 𝜎𝑁�̃� . Table 1 shows the brown classifier has
a higher standard deviation than the lime classifier. In addition, the
relative change in operating costs for loss of load (𝛴) is lower in the
lime classifier 13% versus 18% for the brown classifier (in the case 𝛥𝛾 =
+0.2𝛾). Thus the lime classifier is more robust against uncertainties,
estimation errors and is, therefore, the final selected classifier under
this viewpoint.

4.6. Computation time and scalability

The scalability of the proposed selection workflow is analysed both
for larger systems and for comparing many DT classifiers.

Table 2 shows the computational times for the offline workflows and
testing the classifiers online on both the IEEE 68-bus and French sys-
tems. The table shows the average time for ten contingencies selected
at random that have a balanced class distribution (𝛱− ≥ 35%).

4.6.1. Scalability of proposed selection workflow to larger systems
The proposed selection workflow scales well with the size of the

system. Table 2 shows the average time for plotting cost-curves is
similar for both the IEEE 68 bus and French systems, 0.06 s and 0.07 s
respectively. The data generation and feature selection are, however,
dependent on the size of the network.

4.6.2. Comparing many classifiers with cost curves
Table 2 shows the data generation is the most computationally

intensive step in the ML workflow with more than 99.9% of the time.
The DT training time, on average 0.4 s for the IEEE 68 bus system, and
2.4 s for the French system, is negligible in comparison. Thus, many
DTs can be trained and afterward compared. However, as the proposed
selection workflow allows for the comparison of a small number of
classifiers at a time (in the order of 5), a pre-selection step can be added.
For instance, a metric-based selection approach can be used (example
F1-score), to reduce the number of candidate classifiers.
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Fig. 12. Sensitivity study on errors in estimations of parameter �̃�. The actual costs 𝑁𝛴 under the error of +20% ( ) and −20% ( ) are presented against the estimated costs
𝑁�̃� that is shown as the baseline. In (a) and (b) are the lime and cyan DTs from Fig. 6. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
4.7. Discussion

The proposed selection workflow selects security rules with 5%
lower relative operational costs under uncertainties in the potential
impacts of contingencies (e.g., loss of load). Additionally, the proposed
workflow increases model interpretability by up to 80%. This proposed
workflow is a pivotal step toward manual inspection of security rules
and supports operators building up the trust for using these rules in
the critical task of DSA. The proposed workflow is fast and adaptive. It
takes less than 1 s to plot the cost-curves and around 5 s to select the best
security rule. In addition, the workflow allows studying sensitivities on
the input parameters when the basis for choosing decisions changes,
and in response, adjusts quickly to these changes. Such an adaptive
approach for model selection is needed as the future power system is
ever-shifting. For instance, the probabilities of contingencies and the
impact of faults can change within hours.

A first limitation of the proposed workflow is to conceptualise an
intuition for the parameter sensitivities as they do not directly have a
physical meaning. The sensitivity serves as a relative comparison be-
tween different security rules as a tool to compare them and decide on
the best security rule. A second limitation is that the proposed workflow
does not support different types of models (e.g., neural networks and
DTs), as in this work, interpretability is defined for a single type of
model, DTs. In the future, a general definition for interpretability can
be developed to select among different types of models.

5. Conclusion

This proposed work showcased a promising application for methods
from the field of AI which is DSA for power systems. This work also
provides insights into the importance of metrics and criteria to learn
models from AI for DSA and beyond. Those insights are transferable
from DTs exercised in this work to other AI models. This work fo-
cuses on selecting a DT model for power system security assessment.
Typically, a single selection criterion, the predictive accuracy is used,
resulting in sub-optimal data-driven security rules. As a result, secu-
rity rules are often not interpretable and can result in many missed
alarms. These missed alarms have very high risks and economic costs
for system operations. In response, we propose a rigorous selection
workflow to consider multiple objectives in the model selection: ac-
curacy, interpretability, and cost-robustness. The workflow increases
interpretability by more than 80% while making minimal compromises
in the predictive accuracy. Likewise, the proposed workflow reduces
expected relative operating costs by around 5% with little compromise
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in the predictive accuracy. Other single-objective-based selection ap-
proaches miss such trade-offs, and finding these trade-offs is the key
advantage of the proposed workflow. Also, the proposed workflow is
fast and adaptive to new situations of system operation. The proposed
workflow computes cost-curves within less than 0.1 s, and operators
can select the best security rules based on analysing the sensitivity to
new situations. This adaptation is crucial as it increases interpretability
through visual inspection and offers a high degree of situational aware-
ness to the operators. In the future, this work shall consider selections
across different types of models and include a general definition of
interpretability.
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