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1
Introduction

State-of-the-art industrial and research systems consist of many sensors and sub-components. Time,
or timing rather, is a key principle in control and data acquisition routines. An illustration of a large
distant control- and sensor-network is the Large Hadron Collider (LHC) at CERN, which can be seen
in Figure 1.1. This particle accelerator and collider resides in a 27-kilometre ring, packed with mag-
nets and sensors [11]. High-precision timing is required to change polarity of the magnets and induce
push and pull forces to accelerate particles. Each particle detector, temperature sensor or speed mea-
surement device, requires ultra high timing precision in order to provide accurate reconstruction of the
experimental data. To quote CERN: ”Collision of particles is similar to firing two tiny needles from 10
kilometres apart, expecting them to collide” [11]. One can imagine that slight inaccuracies in timing or
measurement may quickly result in a miss.

Figure 1.1: The chain of LHC collider and experiment points with sensors in a 27-kilometre ring at CERN. [45]

It is imperative to achieve a common shared notion of time throughout the LHC to provide accurate
control signals. Hence, all clocks should tick at the same speed with identical offset at every instance.
That is especially problematic when nodes are connected through miles and miles of cables, hubs and
other delay-adding elements.

Custom-made solutions, such as in the GMT (General Machine Timing) network at CERN, are able to
meet these sub-nanosecond requirements. Yet the custom-made solutions lack compatibility with other
protocols, require extensive calibration procedures and function solely on dedicated time synchroniza-
tion networks [15][49].

To overcome the aforementioned limitations, they developed the White Rabbit (WR) protocol: a new
open-source project with enhanced accuracy, scalability and compatibility. Above all, White Rabbit runs
on packet-based networks such as Ethernet, requiring no dedicated network infrastructure.

1



1.1. Function of a White Rabbit switch 2

1.1. Function of a White Rabbit switch

To construct a packet-based network that supports White Rabbit, the present hardware has to be re-
placed with specialized White Rabbit devices, which use synchronization techniques to obtain an accu-
rate and precise time reference at every point in the network. Each of these devices can be categorized
as nodes (i.e., single-port) and switches (i.e., multi-port).

The function of the node devices can be simplified to dictating current time to adjacent nodes (master-
mode) or receiving current time from adjacent nodes (slave-mode). White Rabbit switches aremulti-port
devices and are crucially important in the construction of network hierarchies. They maintain their input
port in slave mode and accept current time from an adjacent node. The remaining ports are in master
mode and distribute the acquired reference time to other downstream nodes and switches. Figure
1.2 illustrates the function of the switch in a White Rabbit network. The switch receives the current
time, which is compensated for the transmission delay by White Rabbit. Subsequently, it outputs White
Rabbit messages to the adjacent nodes, such that they also receive the current reference time. The
switch has also compensated the current time for the transmission delay via White Rabbit.

Figure 1.2: Schematic illustration of the function of a White Rabbit switch in a network.
The switch receives a message containing the current reference time at arrival. Note that

the master (represented by the clock image), compensated the time message for a
transmission delay (10 sec.). The switch performs tasks represented by the F(x) notation.
Lastly, the switch outputs messages to all adjacent nodes with similar transmission delay

compensation, such that time information is valid upon arrival. The compensation
combines internal processing time (1 sec.) and transmission time (10 and 15 sec.)

The following list epitomizes main tasks that are part of the function F(x):

• Acquisition of and adjustment to the reference time via the White Rabbit protocol.
• Compensation for internal transport delays and processing time.
• Distribution of the reference time to multiple downstream instances.
• Measurement of and compensation for the downstream transport delays (transceivers, optic ca-
bles etc.).
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1.2. Motivation

Over the years, White Rabbit has been considered as a potential successor for other legacy timing net-
works: not only for particle accelerator systems, but also for distributed oscilloscopes, telescope arrays
or metrology instruments (VSL, Delft) [32]. Even at smaller scales, timing networks are imperative for
ultrasound or Light Detection and Ranging (Li-DAR) sensors on vehicles.

To encourage development, the White Rabbit project is open-source. Therefore, the designs for the
nodes and switches are publicly available with different Field-Programmable Gate Array (FPGA) tech-
nologies [43]. In Figure 1.3, one can see an implementation of the open-source switch from Seven
Solutions. Looking at the switch designs, a common characteristic among the switches stands out:
each contains a single expensive FPGA (red) and a large set of Small Form-factor Pluggables (SFP)
(yellow). The SFPs are controlled by transceivers in the FPGA and only expensive and advanced pro-
duction lines contain enough transceivers (e.g., a Xilinx Virtex-6 FPGA in Figure 1.3). The size of the
FPGA is also related to the fact that they replace regular Ethernet switches in a network and have to
implement their features as well. However, the implementation lacks capabilities (e.g., user-friendly
APIs, DDoS mitigation solutions) when compared to Ethernet switches from well-known brands (e.g.,
Cisco, Linksys, NETGEAR).

Figure 1.3: Implementation of the open-source switch from Seven Solutions. Accentuated in red, one can find the Virtex-6
FPGA. The yellow markings denote the 18 SFP-modules for the 18-port configuration of the switch [7].

To conclude, one observes that current White Rabbit switches are expensive, implement White Rab-
bit on FPGA platforms from ten years ago (Virtex-6), lack features and require entire replacement of
present network infrastructure. Therefore, the embedded hardware company, Topic (Best, The Nether-
lands), wants to explore alternative concepts of a White Rabbit Switch to improve the state-of-the-art,
to allow Ethernet switching from established brands, to mitigate the entire replacement of the present
network infrastructure and to define a more cost-effective switch concept.

1.3. Research question

To explore alternative concepts of theWhite Rabbit switch, the process is guided by a research question
that will be formulated as follows:

Can we define a distributed low-cost White Rabbit switch,
which requires minimal calibration and maintains sub-nanosecond synchronization accuracy?
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To address each aspect of the research question, this work will formulate sub-questions to guide the
research process.

1. What is time synchronization?

This question will give a precise answer to the definition of time synchronization.
2. What is White Rabbit and how does it work?

This question will provide an answer to the emergence, motivation and operation of White Rabbit.
3. What are the limitations of White Rabbit in terms of design and implementation?

This question will initiate a study of the current open-source designs in terms of their specifications,
components, implementation platforms and limitations

4. What are the requirements for a newly defined White Rabbit Switch?

This question will initiate a translation of the limitations of current designs into improvements and
requirements for the newly defined switch.

5. Which functions have to be fulfilled and how to implement these?

The operation of the switch will be divided into smaller functions, after which there will be a search
for possible implementations thereof.

6. Does the definition fit the requirements?

This question will verify whether the newly defined switch fits the earlier proposed requirements
7. How can the newly defined switch be improved?

This will trigger the search for improvements of the newly defined switch, such that subsequent
works can continue research in those directions.

1.4. Outline

• Chapter 2: In the first chapter (’Background’), an overview on time references, time synchroniza-
tion and the White Rabbit protocol is provided.

• Chapter 3: The design and implementation is thoroughly described in this specific chapter. Firstly,
it discusses the current state ofWhite Rabbit and its concurrent limitations, after which new design
requirements and a distributed switch model is introduced. Lastly, it compares the design options
and concludes with a proposed switch design.

• Chapter 4; This chapter verifies the newly introduced three-line asymmetry calculations from
Chapter 3 and provides a cost comparison of the current and newly defined switch.

• Chapter 5: The concluding chapter summarizes the work, revisits the research question and
concludes an answer to those questions. Lastly, recommendations are made regarding the con-
tinuation of the work.



2
Background

In the previous chapter, the White Rabbit switch and its function was introduced. Subsequently, the
motivation was provided to define a new White Rabbit switch, followed by the research question and
sub-questions.

This chapter investigates sources that provide the notion of time to digital systems (Section 2.1) and the
process of time synchronization in a packet-based multi node network (Section 2.2). Subsequently, it
explains recurrent terminology of Field Programmable Logic Arrays, regarding the relevant components
and standards for communication of high performance signals and the variability of propagation delays
(Section 2.3). Moreover, it motivates the complementary addition of two existing protocols into White
Rabbit, whilst analyzing the operation (Section 2.4).

2.1. Time references

In data acquisition systems, such as the LHC, it is often necessary to register current timing information
with a data sample to identify causal relationships between events. Therefore, a network requires a
reference time to facilitate operation and protocols throughout.

2.1.1. Sources

The time references are often provided by atomic clocks. Atomic clocks count time based on different
energy states of electrons in atoms by applying microwave radiation. Firstly, the electrons of a set of
atoms is brought into a certain energy state. When this set is subjected to microwave radiation close
to the atom oscillation frequency, some electrons will transition to other energy states. The closer
the frequency to the oscillation frequency, the more electrons will transition. The oscillator for the
microwave radiation is therefore tuned to the oscillation frequency of atoms by maximizing the amount
of transitions. For a good reason, as the atom oscillation frequency is very stable and deterministic. A
second, which is the SI unit of time, is defined by the multiplication of the oscillation period of Cesium
and a numeric value. Thus, 9192631770 periods of the oscillation frequency of Cesium-133 is defined
as 1 second [5][37]. It forms the basis for International Atomic Time (TAI), which composes current time
in date, hours, minutes and seconds. The Coordinated Universal Time (UTC) is more widely used, as
it is an advanced version of TAI that compensates for the variations in Earth’s rotation period.

Albeit precise, Cesium clocks require expensive hardware to provide correct time. Therefore other
types of atomic clocks exist, such as rubidium and hydrogen clocks. These are smaller and cheaper

5
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than Cesium clocks, but require extensive re-calibration against Cesium clocks. Namely, their frequen-
cies change over time due to internal and external influences, such as buffer gas and electromagnetic
inferences [52].

Another standard to provide time is by using clocks based on the Global Positioning System (GPS).
These clocks use the frequency of the carrier signals and code sequences received from the satellites to
determine location and time. The satellites themselves will carry two Cesium clocks and two Rubidium
clocks onboard to correctly keep track of time and to lock the transmitted carrier frequency [33]. In
essence, GPS clocks derive their time and frequency from external atomic clocks. In high accuracy
applications, a combination of Cesium and GPS clocks is found for added redundancy [32].

All previously-mentioned clock types have their output interface in common: Namely, a Pulse-Per-
Second (PPS) signal, a 10 MHz reference clock and UTC time. The receiver of the information, will
first receive UTC time after which it uses the PPS signal to update its local version of UTC time if
necessary.

2.1.2. Offset and oscillation

It becomes clear from the previous paragraph, that correct notion of time is constructed from two vari-
ables: time offset and oscillation. To illustrate: a time signal (the offset, i.e. UTC) is received, and
subsequently updated by a 1-PPS signal (the oscillation) to retrieve current time.

Figure 2.1: Schematic illustration of two concepts: time offset and oscillation. The same stopwatch at T0 (left) and at T40

(right), whilst Toffset = 5 seconds and Fosc = 1 Hz

To illustrate, two stopwatches are introduced in Figure 2.1. The left stopwatch denotes seconds at T0,
whilst the right stopwatch denotes seconds at T40, 40 seconds later. At T0, the offset time Toffset is
equal to 5 seconds. At T40, the stopwatch shows correctly 45 seconds. The time of the stopwatch at
time Tn can be mathematically described by the following equation:

Tn = n ∗ Fosc + Toffset (2.1)

In this case Fosc represents the update frequency of seconds on the stopwatch, whilst Toffset represent
the initial offset time. The stopwatch counts ideally every increment of seconds. Therefore, in a well
functioning stopwatch, Fosc should be equal to 1 Hz.

However, real-world oscillators have imperfections in phase and frequency. If Fosc changes only slightly
to 0.99 Hz, the stopwatch will give inaccurate readings over time. Even Cesium clocks are not ideal and
will oscillate with infinitely small imperfections. Even worse, most devices contain less stable oscillators
than Cesium- or GPS-based clocks, due to size, material and cost constraints.
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2.1.3. Crystal oscillators

Most digital devices contain internal crystal oscillators (abbreviated to XO). These oscillators put quartz
crystals in resonation and are typically small, inexpensive and low in power usage [35]. However, they
are also prone to errors induced by noise, ageing, temperature, voltage and other internal or external
influences. Table 2.1 lists several types of crystal oscillators that contain features to reduce the influence
from aforementioned external factors. Combinations of these features can also be found (i.e. Voltage
Controlled Temperature Compensated Oscillator or VCTCXO).

Table 2.1: Several types of simple crystal oscillators with their respective abbreviation [35].

Oscillator Acronym

Temperature compensated TCXO
Voltage controlled VCXO
Microprocessor controlled MCXO
Oven controlled OCX
Acceleration compensated ACXO

As previouslymentioned, crystal oscillators suffer from ageing and noise. Ageing is a long term variation
due to induced stress or natural degradation of the materials used inside the oscillator. This may result
in different oscillator frequencies (Fosc). Jitter on the other hand, is short term variation on the oscillation
and may result in phase or frequency divergence.

2.1.4. Accuracy and precision

Drift and jitter lead to accuracy and precision loss. Both are used as quality indicators. If one refers
to accuracy loss, one typically describes the average divergence from the desired value. To illustrate,
if a crystal oscillator should resonate at 19 MHz, but on average resonates at 22 MHz, it is a 2 MHz
accuracy loss. Figure 2.2 shows this example. If one refers to precision loss, one typically describes
the deviation from its own average value. To illustrate, if one refers to a 1 MHz precision of the same 22
MHz oscillator, it indicates fluctuations of the frequency from 21 to 23 MHz. In conclusion, accurate and
precise clock signals have a small average error compared to the desired value, whilst having small
deviations throughout different measurements.

2.1.5. Summary

Considering previously mentioned imperfections in (crystal) oscillators, it appears non-trivial to let two
digital devices present the exact same time. Our best approach would involve the attachment of Cesium
clocks to all digital devices for the best accuracy and precision among the notions of time. However,
attaching a clock that is at least the size of a briefcase, is rather impractical and too costly. Therefore,
(crystal) oscillators are ubiquitously found among digital systems. To maintain a shared notion of time
the offsets and drift/jitter from have to be compensated. Therefore, the following sections will introduce
the concept of synchronization.
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Figure 2.2: Graph visualizing the concept of accuracy and precision. The accuracy deviates 3 Mhz from a desired value, whilst
the precision diverges maximally 1 MHz from the average value.

2.2. Synchronization

Synchronization is the process of tuning parameters of a secondary clock such that their presented time
and update frequency are equal to a reference time and clock. Clock A represents a reference clock
(i.e. Cesium clocks) presenting a correct reference time, with offset time TAoffset

and frequency FA.
Clock B is a secondary clock that represents a device with incorrect offset time TBoffset

and incorrect
update frequency FB . Both time references can be mathematically described by:

TA = n ∗ FA + TAoffset
(2.2)

TB = n ∗ FB + TBoffset
(2.3)

Herein, n represents the amount of sample time away from the initial measurement T0. Equations 2.2
& 2.3 show that clock A will be synchronized to B when the time offsets are equal (TBoffset

= TAoffset
)

and the clocks are syntonized (FB = FA). Therefore, synchronization consists of two processes: time
offset equalization and syntonization.

2.2.1. Time offset equalization

Time offset equalization is the process of assimilation of the offset time. Suppose Clock A could send
its current offset time TA to Clock B over a transmission line with one-way transmission delay δ. Then,
Clock B will receive the value of TA at time TA + δ. The absolute correction of offset time TB , can be
expressed as:

∆ = TA − TB + δ (2.4)

However, Clock B remains unaware of transmission delay δ and cannot adequately correct its offset
time TB . Only when Clock A and Clock B are synchronized, accurate one-way delay (OWD) can
be estimated. This presents the exact problem that time offset equalization protocols try to solve by
approximation.
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2.2.2. Network Time Protocol

Network Time Protocol (NTP) is an Ethernet-based time offset protocol that shares reference offsets
through a packet-based network. It was designed to provide time references to large groups of comput-
ers with Ethernet access. Therefore, a software-based solution was chosen to provide a wide platform
support, without needing specialized hardware. Additionally, it requires no extra physical interconnec-
tion to time references, as it fully remains in the Ethernet domain.

NTP structures computers in hierarchical fashion. Figure 2.3 shows a schematic representation of such
a network. Each level in the hierarchy is known as a stratum. The highest level devices are connected
to atomic clocks and referred to as servers. Thereafter, the time reference is distributed through nodes,
or clients, with increasing stratum levels 1 tomaximally 16. The stratum number represents the distance
to a reference time offset.

Figure 2.3: Hierarchical network of Ethernet nodes at different stratum levels. The stratum number represents the distance
from the time reference source

Timestamp exchange

A client requires two sets of information to acquire a correct offset time: current time at a server and
the transmission delay δ from the server to the client.

Figure 2.4: Symmetrical transmission delays from client to
server and vice versa

The server-to-client delay is based upon the exchange of four timestamps. Figure 2.4 indicate them as
T1, T2, T3 and T4. The registration and communication proceed in the following manner:

1. The client sends a request packet to the server at time T1. The client registers time T1 at which
the request was sent via a software-based time-stamping unit.

2. The server receives the request at time T2 and stores the timestamp.
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3. The server modifies the request packet and sends it back to the client at time T3

4. The client receives the modified request packet and stores the arrival time T4.
5. Timestamps T2 and T3 are communicated to the client.

The client can calculate the round-trip time ∆ of the request-packet as follows:

∆ = (T4 − T1)− (T3 − T2) (2.5)

NTP assumes that transmission delays are symmetric. Figure 2.4 shows equal transmission times
from client to server and vice versa. Hence, the one-way server-to-client delay δ equals:

δ =
(T4 − T1)− (T3 − T2)

2
(2.6)

After determination of the one-way server-to-client delay, the server sends its local. The client can
correct that offset at arrival by adding the one-way delay.

Performance and improvements

In most cases, transmission delays are asymmetric instead of symmetric [39]. To illustrate, Figure 2.5
shows the orange traversal path of packet from a client to a time reference server. Due to different
routing decisions by the network nodes, the packet returns through the green path. Figure 2.6 shows
transmission delays from the packet in time. Note that green path is longer than the orange one. There-
fore, Equation 2.6 will not hold and induce substandard estimations. Moreover, network fluctuations
in between NTP updates will contribute to accuracy loss. The following list contains elements that
contribute to performance degradation combined with mitigation solutions:

• Routing

Request packets are routed from client to server through a network of other nodes. Routing deci-
sions from nodes may differ during a two-way packet exchange (Figure 2.5). Efforts have shown
that back-tracing routing information can improve estimation of the server-to-client transmission
delay [39].

• Layers

Increased number of traversed stratum layers creates an accumulative increase of server-to-
client delay and deteriorates the desired accuracy [17]. Therefore, cluster, combine and selection
algorithms have been developed to allow NTP to select the closest time reference source from a
bundle of atomic clocks [34]. Similarly, unstable reference sources can be excluded and replaced
by the next best time reference source [28].

• Congestion

Bandwidth and throughput limitations in the network influence traversal time for request packets.
Therefore, efforts have been made to estimate congestion and queuing in nodes [20]. If a client
sends two packets at a controlled difference interval, then the difference in receiving time can be
presented as a metric for congestion.

• Time-stamping

Software-based time-stamping introduces random and non-deterministic delays. Even if they
are produced in the kernel space of the operating system, they still depend on current system
workload. The overall delay of the time-stamping accuracy can be improved by size reduction
of the NTP packet [17][27]. Thereby, the overall influence on the asymmetry is reduced, but the
variability is not. One would assume that operating system load could be correlated to software-
based delays. Based on this hypothesis, variability could be estimated. To the authors knowledge,
no literature on this topic has been published. Other works have concluded that only hardware-
based time-stamping will provide less total and more deterministic delay [28].
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• Syntonization

Oscillators in NTP nodes are not syntonized. In between NTP updates, local oscillators update
time and consequentially depreciate accuracy when jitter or drift is present. Therefore, the original
author of NTP showed a necessity for controlled and stable local oscillators in order to further
improve accuracy [38].

• Wide Area Network

NTP is designed to work in Wide Area Networks with many computers. Previously mentioned
delay fluctuations of NTP packets over Ethernet, limit the accuracy of NTP to single-digit millisec-
ond range. However, in Local Area Networks (LAN), delays are smaller and more deterministic
leading to several tens of microseconds accuracy [28].

Figure 2.5: Hierarchical network of Ethernet nodes at different stratum levels. The stratum number represents the distance
from the time reference source

Figure 2.6: Asymmetrical transmission delays from client to
server and vice versa

Summary

The accuracy of NTP is affected by the network type, asymmetric delays and local oscillator stability.
When higher accuracy requirements are needed, specialized hardware implementations and setup
calibration can lead to improvements. Nevertheless, the objective of NTP was to correct time offset in
Ethernet networks with nodes from different platforms in a scalable and cost-effective manner. Further
improving accuracy, defeats the objective of NTP.
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2.2.3. Precision Time Protocol

The Precision Time Protocol (PTP) shifts the objective of NTP to Local Area Networks and improves the
previously discussed limitations in NTP. Subsequently, single-digit microseconds to sub-microseconds
accuracy can be maintained at the cost of needing more specialized hardware and configuration invest-
ments. On account of specialized hardware addition, PTP redefines names and functionalities in the
network. These are defined as follows:

• Master (M)

A master represents a node in the PTP network that can share its time offset with downstream
nodes. The downstream nodes use the master as a time reference.

• Slave (S)

A slave represents a node in the PTP network that has to adjust its time offset to an associated
master clock.

• Grand-master clock (GM)

Represent the highest level master node in a network. It provides reference time throughout the
network via an atomic clock. It is therefore equivalent to a server in NTP.

• Ordinary clock (OC)

An ordinary clock represents a lowest level node that has to adjust its time offset to an associated
(grand-)master clock.

• Boundary clock (BC)

A boundary clock, or switch, has an input and multiple output ports. The input port is configured
as a slave, whilst the output ports are configured as masters. A boundary clock uses the slave
port to adjust its time offset to an associated (grand-)master via PTP. Once adjusted, the output
ports serve as masters for downstream nodes (e.g. slaves). Boundary clocks reduce the amount
of layers necessary for request packets to traverse and improve distribution of the network. As
a consequence, it improves routing and overcomes the limitation of an increased amount of tra-
versed stratum layers in NTP, whilst reducing the amount of packets that grand-masters need to
process.

• Transparent clock (TC)

A transparent clock was later introduced in PTP version 2 (PTPv2) and greatly attributes to the
accuracy in PTP [26]. These transparent clocks measure the variable residence time of request
packets, whilst moving through the device. That time is registered in the packet and compensated
by its slaves, as if they were transparent. This improves layer limitations compared to NTP, where
cascading of multiple nodes throughout the path degraded accuracy exponentially. Similarly, vari-
ability in the time traversal of nodes can be measured, reducing the influence of congestion on
one-way delay calculations.
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Figure 2.7: Hierarchical PTP network with specialized hardware to provide improved accuracy

Figure 2.8: Timestamp exchange in PTP between master and slave for
one-way transmission delay calculations (master-to-slave). The sum of

variable residence times (R) in TCs is included in the communications, as is
the asymmetric delay parameter (D)

Figure 2.7 shows the devices inside a PTP network. The time offset corrections proceed in two steps:
from grand-master to boundary clock (slave) and from the boundary clock (master) to the ordinary clock
(slave). Note the transparent clock in between the boundary clock (master) and slave.

Timestamp exchange

One significant difference between NTP and PTP is the source initiating the time offset equalization: In
NTP, the client or slave initiates a request packet to correct its offset time, whereas in PTP the master
alerts each of its slaves. Figure 2.8 shows the PTP timestamp exchange cycle, which is typically
repeated every 1-2 seconds per slave [51]. Equations 2.8 and 2.7 are slightly modified versions of the
equations fromNTP. The correction of the sum of variable residence times (R) is now included. Similarly,
if asymmetric delay properties of paths are known before timestamp exchange, an asymmetric delay
parameter can be added [50].

∆ = (T4 − T1)− (T3 − T2)−R−D (2.7)

δ =
(T4 − T1)− (T3 − T2)−R−D

2
(2.8)
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Performance and improvements

PTP improves the performance of NTP by adding specialized hardware. Namely, routing is improved
by shortening the packets path to a time reference via boundary clocks. Transparent clocks correct
the round-trip time for variability in the packet residence time (R) [41]. Measured delay parameters
of certain paths (D) further improve the asymmetric limitations [50]. Local oscillators are sped up or
tuned down by comparison of the time-offsets of the master and slave in a known interval [29]. Lastly,
the time-stamping is now hardware-based instead of software based [29]. However, the following list
contains elements that still contribute to performance degradation:

• Routing

The addition of TC has reduced, but not annihilated, the influence of nodes in between master-
slave links. Therefore, complete elimination of nodes in between master-slave connections would
improve link asymmetry and routing problems.

• Syntonization

PTP provides a correction of local oscillator frequency by comparison of the added time offsets
from the master and the slave, as was suggested by the original author of NTP [38]. However
clocks inside the network are still not shared and syntonized, which leaves room for improvement.

Summary

In short, PTP introduces specialized hardware in the form of transparent clocks and boundary clocks
(switches) to reduce the amount of traversal layers and asymmetry in transmission paths. In combina-
tion with the addition of delay parameters, local oscillator control and hardware-based timestamping,
accuracies up to sub-microseconds can be maintained. To further enhance accuracy, syntonization of
local clocks and elimination of nodes in between master-slave connections, could be realized.

2.2.4. Syntonization

Syntonization is the process of frequency assimilation and refers to simultaneous updates of the notion
of time. Devices can by syntonized by provision of equal oscillations to each device. Placing similar
oscillators with each device may seem trivial. However, oscillators on digital devices drift and are
therefore unequal. Devices could share their oscillators over transportation media, such as PCB traces,
optic fibre cables or even wirelessly, at the cost of noise addition and degradation. If a clock A sends
its oscillations, Clock B has to capture, measure and restore the received oscillation signal. Therefore,
Phase-Locked loops (PLL) are often integrated to ordain its integrated oscillator to match the incoming
frequency.

2.2.5. Phase-Locked Loop

A generic simplified Phase-Locked loop contains three main blocks: a phase-frequency-detector (PFD),
a low-pass filter (LF), a Voltage Controlled Oscillator (VCO) and a frequency divider (FD). Figure 2.9
shows a block diagram of a generic PLL. The PFD generates a signal proportional to the phase dif-
ference between the incoming clock and feedback loop. A simple PFD can be realised by using the
exclusive-or operation (XOR) that generates a difference signal between the input clock and feedback
clock from the VCO. This can be seen in Figure 2.10. The low-pass filter generates a voltage signal
from the square wave output of the PDF. If the bandwidth of the filter is too low, the ripple on the output
voltage will be small and the voltage will change only slightly upon receiving a different square wave
input from the PFD. The PLL will not be able to react to changes of the input signal. If the bandwidth is
too high, the ripple will make the signal unstable. The low-pass change in output voltage will signal the
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VCO to slow down or ramp up the VCO frequency. Subsequently, the VCO frequency goes through a
frequency divider back to the PFD.

Figure 2.9: Block diagram of a generic PLL with four main
building blocks: PFD, LF, VCO and FD

Figure 2.10: Phase-frequency-detector with exclusive-or
operation on inputs X and Y, resulting in a

pulse-width-modulated signal proportional to their phase
difference. As the frequency of X and Y are equal, no change
in the low-pass filter voltage will occur. Therefore, the VCO

frequency remains unchanged.

2.2.6. Synchronous Ethernet

In regular Ethernet networks, each node contains a free-running oscillator for transmission of data pack-
ets. Synchronous Ethernet (SyncE) specifies additional capabilities to transfer and syntonize oscillation
signals on the lowest physical layer of Ethernet (L1) via data carrier frequency transmission [24]. The
source of the oscillation signals can be traced back to GPS or Cesium-based clocks.

Phased-Locked-Loops (PLL) are integrated to recover and lock the carrier frequency from received
data signals. Nodes in a network receive this carrier frequency from GPS or Cesium-based reference
clocks that inject the oscillations into the hierarchical network. Hence, the oscillations are equal in
frequency, but not in phase as time offsets are not guaranteed. One can conclude that by the specified
definitions, SyncE provides syntonization, rather than synchronization.

Figure 2.11 and 2.12 illustrate the difference between regular Ethernet and synchronous Ethernet. Both
slave nodes N1 and N2 receive data from the master node with a carrier frequency injected from the
reference clock. Slave nodes in regular Ethernet, send data back at their own free-running oscillator
frequency. However, slave nodes in SyncE extract the reference oscillation frequency from the received
data and use it for transmission back to the master node.

Figure 2.11: Different clock domains in regular
Ethernet between nodes

Figure 2.12: Recovered and restored clocks with
PLL’s between nodes
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2.2.7. Summary

To provide equal notions of time, offsets and oscillations can be shared among the devices, better
known as the process of synchronization. In packet-based networks, such as Ethernet, distribution
protocols between devices, such as NTP and PTP, provide time offset equalization. It can be regarded
that time offset equalization protocols share many features but present different objectives and trade-off
decisions. NTP was designed for time offset distribution in large scale computer networks and values
cost and flexibility constraints at millisecond to tens of microseconds time accuracy. In LAN networks,
the accuracy improves to tens of microseconds. PTP aims for high-accuracy implementations in LAN
networks by applying solutions to accuracy limitations in NTP, at the cost of hardware and configura-
tion investments. It results in single-digit microsecond to sub-microsecond accuracy. Revisiting the
requirements of this work, neither PTP nor NTP will adhere to sub-nanosecond accuracy on their own.
However, it was also concluded that further improvement of accuracy could be found along the lines
of clock syntonization and elimination of nodes in between the master-slave paths. Clock syntoniza-
tion in packet-based networks could be realized through synchronous Ethernet (SyncE). PTP and NTP
could therefore greatly benefit from the addition of SyncE to comply with the synchronization process.
The section ”White Rabbit” will further discuss this option, to demonstrate that the accuracy can be
stretched to the objective of this work by means of White Rabbit. The next section will first discuss
Field Programmable Logic Arrays, which provide the platform for White Rabbit instances.

2.3. Field Programmable Logic Arrays

This section explains key characteristics of Field Programmable Logic Arrays (FPGAs). Among oth-
ers, delay variability between devices is discussed, as it influences per device propagation delays.
Secondly, it highlights signaling types and transmission options on the FPGA that could provide inter-
communication with external devices such as sensors, micro-controllers and other FPGAs. Moreover,
clock capable pins and transmission delay differences through optic links are touched upon.

2.3.1. Delay variability

Delay variability is generally described as the propagation delay deviation of a component compared
to the expected delay value. This could be due to process variation during fabrication, degradation
over time, temperature variations and difference of the supplied voltage [59]. Propagation delays are
preferably minimized. Therefore, FPGA quality is graded based on the slowest hardware component
at the initial test of the device after production. Throughout the course of its lifetime, the device is
exposed to various other operating conditions and hardware loads. The speed grade of the FPGA is
a poor indication of the actual physical delay of the components during initial measurements at the
testing facilities. More importantly, it is a measure for the slowest element in the device, rather than an
indication of the speed of the remaining pieces. There will be delay variability within a FPGA, which
causes propagation delay differences between presumably identical components. Thus, they do not
only suffer from inter-die delay differences, but also intra-die variations.

2.3.2. Intercommunication

FPGA’s contain several components that provide inter-communication to external devices, which can
be selected based on speed, direction, voltage and throughput requirements. The terminology used in
the upcoming subsections is frequently used in this work and are therefore briefly explained.
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Buffers

Data signals move from internal paths to pins via Input/Output buffers. Their functions can be classified
into either one-way receiving (input), one-way transmitting (output) and bidirectional (in-out) buffer [3].
The latter can be continuously reconfigured to either receive, transmit or power off via tri-state buffers.

Clock signals move through different regions in the FPGA via clock buffers (e.g., BUFG, BUFH, BUFR,
BUFIO [3]). They reach separate lines in the FPGA to minimize jitter and skew behaviour on the clock
signals.

Single-ended signaling

Traditional digital logic uses single-ended Input/Output buffers. Conventionally, these require a single
link between two circuits to provide one-way communication whilst a common ground is assumed. A
signal is transceived at a specified voltage, after which it is received and compared against a reference
voltage at the other component. Thresholds determine if a digital high or digital low was received. Xilinx
FPGA’s handle several types of Single-ended standards (e.g., LVCMOS, LVTTL, HSTL etc. [3]) to
comply with different connected devices. They can be broadly categorized into two groups: standards
with fixed input thresholds and variable input thresholds. Variable threshold types can shift the threshold
from ground (standard) to different values to remove dependence on the common ground, to lower the
voltage swing and to allow control over the voltage levels. Primarily, the lower swing allows for higher
frequency signals on the link [54].

Differential signaling

If high speeds or high applications are considered, differential signaling is employed. Namely, this
standard trades off performance at the cost of two communication lines instead of one. Digital signal
assertion is determined based on the voltage difference between the two lines. Similar to single-ended
standards, the reference voltage differs per standard (e.g., LVDS, differential HSTL and SSTL [3]). If
a communication line contains a higher voltage compared to the complement signal line, the signal is
asserted as digital high. This way, differential signaling is less susceptible to noise, temperature and
voltage biases.

Transceivers

Transceivers are dedicated devices embedded in FPGAs to facilitate high speed serial data commu-
nication with external components. High throughput can be realized at the cost of increased power
consumption. Most FPGA’s contain a limited amount of transceivers per chip.

Input/Output blocks

Input Output blocks (IOB) are elements on the FPGA through which communication with outside de-
vices can be facilitated. Compared to their high speed counterparts, the transceivers, they provide
more flexibility regarding protocols and standards, operate at lower speeds and are present in larger
numbers.

Clocking Pins

Transceiver and IOBs connect through buffers to physical output pins. Some of these pins are Multiple
Region Clock Capable (MRCC) and Single Region Clock Capable (SRCC). These posses minimal,
deterministic and high quality routings to clock lines via buffers (e.g., BUFG [1]). Therefore, clock skew
(to external entities) and jitter are minimized.
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Small Form-factor Pluggable

Small Form Factor Pluggable (SFP) is a fiber optic module that typically connects to Ethernet-based
devices via an SFP socket. It provides conversion from electrical signals to optical waves that travel
through optical cables. This transmission type provides high speed bidirectional communication using
light. The transmission wavelength differs from the receiving wavelength, such that data can be sepa-
rated. In White Rabbit, 1310nm and 1490nm wavelengths are employed to provide bidirectional data
transmission. Due to the difference in wavelenghts, a phenomenon called chromatic dispersion (i.e.,
interaction of light with electrons in the medium) causes velocity differences [44]. Whilst both wave-
lengths traverse the same optic cables, transmission delay between the two will be asymmetric. This
means that transmission delays differ between sending data from a node A to a node B, compared to
transmission in the opposite direction.

2.3.3. Summary

To summarize, FPGA’s are susceptible to inter-die and intra-die propagation delay differences, which
cause inequality between supposedly identical devices. Secondly, to transfer high performance sig-
nals, differential signaling standards should be adopted. Serialized signaling should be considered
when high-throughput data is required, but is not beneficial for the quality of lower speed high accu-
racy signals. Intercommunication signals between FPGA’s that are used as internal clocking signals,
shall enter the chip via Multi-region Clock-capable pins and Single-region Clock-capable pins, as these
provide minimal and deterministic input delay paths to clock lines inside the FPGA. To output clock
signals, regular I/O pins can be adopted at the cost of increased nondeterministic I/O delay. Lastly,
bidirectional optical transmission via SFP modules suffers from chromatic dispersion, causing delay
differences between transmission in one direction compared to transmission in opposite direction.
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2.4. White Rabbit

The White Rabbit project is a hardware development project of the open-source White Rabbit protocol.
Initiated by CERN, the project is primarily maintained by academic laboratories and research institutions
to find a combined solution for high-accuracy synchronization of time and high-speed transfer of data.
Therefore, the following objectives can be formulated:

1. Synchronization of nodes at sub-nanosecond accuracy compared to reference time [41].
2. Establishment of a deterministic, synchronous and scalable network without the need for sophis-

ticated configuration, maintenance or calibration procedures [15].
3. Provision of deterministic routing and robust delivery of packets [15].
4. In accordance with an open-source paradigm for hardware and software development [48].

To fulfill the requirements of synchronization, the resulting protocol comprises techniques mentioned in
the previous chapter:

• Synchronous Ethernet

Provides syntonization at the physical layer by transferring the frequency over data links.
• Precision Time Protocol

Provides time offset equalization and improved link asymmetry compensation.

However, White Rabbit does not solely add two existing protocols: It adds phase compensation through
a clock feedback loop to improve time-stamping and improves link asymmetry by complete removal of
nodes in the path (such as TCs). Moreover, it adds a parameter based on fiber propagation asymme-
tries [39]. Figure 2.13 shows the new network situation in a White Rabbit network. Note the removal
of transparent clocks compared to PTP, leaving the ordinary clocks (slave), the grand-master(master)
and boundary clocks (slave-master).

Figure 2.13: Hierarchical network of White Rabbit nodes, such as grand-master clocks, boundary clocks and ordinary clocks.
Transparent clocks are no longer present in WR networks
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To follow the steps in the protocol, a single master-slave connection (e.g. boundary to ordinary clock)
is considered and depicted in Figure 2.14. It shows two entities, a master and slave, connected via
an optical link without nodes in between. The bidirectional transmission connection via the optical link
is represented by two one-way arrows. After all, transmission delays may differ according to Section
2.3. The two components inside the master and slave represent a phase detector and phase shifter
respectively. Together, these add the phase compensation capability of White Rabbit. The figure also
shows two transceivers and two receivers to facilitate the communication.

Figure 2.14: Schematic of the connections between master and slave over optic fibre (Adapted from Wlostowski et al. [57]).
Variable delay sources are denoted by δ, whereas fixed delay values from calibration are denoted by ∆

The goal is to find an estimate of the adjusted offset time for the slave (Tmsoffset
based on the one-way

transmission delays from slave to master (delaysm) and master-to-slave delay (delayms). The latter two
can be expressed as follows:

delayms = ∆txm + δms +∆rxs delaysm = ∆txs + δsm +∆rxm (2.9)

Herein, ∆txm respresents the calibrated transmission circuit (tx) delay in the master (m), whereas the
other subscripts present the receiver circuit (rx) and the slave (s).

2.4.1. Syntonization

According to Section 2.2, one can only relate current time with offset time, if the clock frequencies
are equal. Hence, syntonization is firstly realised through synchronous Ethernet at 125 MHz clock
oscillations. The reference clock (1 in Figure 2.14) is used to encode the data transmitter on the master
side. By means of a PLL, the clock is then extracted from that data at the slave receiver as the slave
recovered clock (2). Note that the clock signals are not in-phase and delayed by the one-way delay
from master to slave. The phase of the retrieved clock can be adjusted by the phase shifter with the
value phases to represent the phase-shifted clock.
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2.4.2. Coarse delay measurement

After syntonization of both nodes, the PTP time measurement is executed. Figure 2.15 shows the trans-
mission delay from both connections. Through the exchange of PTP timestamps, the slave possesses
the timestamps. Recall Equation 2.7 for the round-trip time from PTP measurements. Both factors R
and D are not relevant, since there is no presence of nodes in between the link path. Therefore the
round-trip time simplifies to:

delaymm = (T4 − T1)− (T3 − T2) (2.10)

Figure 2.15: Symmetrical transmission delays from client to
server and vice versa

2.4.3. Fine delay measurement

To perform measurements on the clock signal, the phase-shifted clock on the slave side is again em-
bedded in the transceiver signal of the slave. The master then retrieves the master recovered clock(4).
At arrival, the phase between the reference clock (1) and master recovered clock (4) is measured
(phasemm) and can be expressed as:

phasemm = (∆+ δms + δsm + phases) mod Tref (2.11)

Herein, ∆ represents the combined circuit delay from both receivers and transmitters, whereas Tref =
1/Fref . phasemm is typically referred to as the fine delay measurement, as it only represents the phase
difference between the clocks. It cannot describe the amount of clock cycles that have passed during
the round-trip time of the clock. This is expressed through the coarse delay measurements via PTP.

The increased accuracy of White Rabbit compared to PTP, lies in the use of the fine delay difference
that was measured (phasemm). Both PTP and White Rabbit timestamp incoming packets at 125 MHz.
These timestamps are retrieved throughout different clock domains with fine delay differences, leading
to inaccuracy in the timestamp calculations. White Rabbit compensates the fine delay differences by
alteration of the timestamps.

In the authors opinion, White Rabbit documentation is rather overly-complex, erroneous and not com-
prehensible regarding the alteration of the timestamps. Moreover, related works seem to either restate
or replicate the same exact explanation, or assume the protocol as common knowledge without proof
of its functionality. A few of the main contributors to the project noted that improving the timestamps
is not at all a trivial process [14]. One reckons that it is more illustrative to work out the understanding
through equations and illustrations, rather than restating previous explanations.
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Counters with clock domain synchronization

Firstly, it is important to understand the timestamp synchronizer-counters in both the slave and master.
Figure 2.16 shows a block diagram of the counter. It contains two sets of three flip-flops, to align the
incoming edges from the asynchronous trigger with the reference clock/compensated clock. Then two
counters count from 0 to 124,999,999, each on a different clock transition of the reference clock. Upon
receiving the asynchronous trigger, which is synchronized after the three flip-flops, the timestamps are
saved into registers. Normally, the rising edge timestamp is used. However, if the phase between
the reference clock and the phase-shifted clock is almost zero, the falling edge timestamp could be
preferred due to the instability of the rising edge timestamps or vice-versa. The choice of a valid
timestamp is dictated by a device specific parameter ϕtrans, which has to be calibrated during boot or
factory calibration [57].

Figure 2.16: Time counter with synchronization of asynchronous trigger pulse (Adapted from Wlostowski et al. [57]).

Improved timestamps

To understand the correction that is applied to the timestamps, one should revisit Figure 2.14. In the
master, only the reference clock (1) is used to produce timestamps, as it is synchronous to the system
clock. Similarly, the phase-shifted clock (3) produces timestamps at the slave side. Both clocks also
receive timestamp triggers from signals that are asynchronous to their own clock domain: Namely, the
slave recovered clock (2) and the master recovered clock. These explain the use of synchronization
flip-flops in the previously discussed timestamp counter. Figure 2.17 shows an example of a single
time-stamping round between master and slave to clarify the inaccuracies in timestamps. The Figure
2.17 is accompanied by the textual explanation below.

Assume a PTP packet is transmitted from the master at 0 ns in the simulation waveform. Timestamp
T1 is set to the value of timestamp_m_rising, namely T1 = 0 ∗ Tref . The start of the packet can
be defined through a 8 ns pulse. Suppose that delayms is equal to an arbitrary value, namely 17.4 ns.
Therefore, the pulse will arrive at the slave at simulation time 17.4 ns. It is in-phase with the slave recov-
ered clock, as the syntonization and transmission of the reference clock similarly experience delayms.
Subsequently, the pulse moves into the timestamp counter. For simplicity and comprehensibility sake,
the three cycles that are normally required for synchronization and thereafter compensated, are as-
sumed to be zero. Therefore, the pulse is immediately synchronized at arrival to the clock domain of
the counter.

The counter, counting at the rising edge of phase-shifted clock (3), notices the synchronized packet
pulse and registers the timestamp T2 = 18 ∗ Tref according to timestamp_s_rising. However, the
packet arrived earlier at 17.4 ns, instead of 19.9 ns. This is due to the fact that the slave recovered
clock and the phase-shifted clock are out of phase, due to an arbitrary value phases = 2.5ns.
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Figure 2.17: Illustration of the White Rabbit timestamp exchange in wave-form from Vivado

After the timestamp registration, the slave sends the packet back to the master, synchronously to the
phase-shifted clock. It registers timestamp T3 = 19∗Tref , at 27.9 ns. The packet experiences delaysm
and arrives at 45.3 ns. However, the counter is synchronous to the reference clock (1). After immediate
synchronization, the pulse is detected at the rising edge of the reference clock and stores T4 = 7∗Tref

at 48 ns. The difference between the arrival time and the registration time is related to the phase
difference between the reference clock and master recovered clock: phasemm

One can see that the registered counter values and timestamps T2 and T4 are not registered syn-
chronously to their respective arrival time due to phase differences. Hence, the timestamps are cor-
rected and annotated by T4p and T2p in order to correctly calculate one-way transmission delays:

T4p = T4 − Tref + phasemm (2.12)
T2p = T2 − phases

Equation 2.10 can be adjusted to the improved timestamps as follows:

delaymm = (T4p − T1)− (T3 − T2p) (2.13)

2.4.4. Asymmetric transmission delay

The improved timestamps provide a more accurate value of the round-trip delay delaymm due to the
added fine phase measurement. However, it is not the round-trip delay, but rather the one-way delay
frommaster to slave, that is desired. To calculate the one-way delay, asymmetry calculations are vital to
provide sub-nanosecond accuracy. From Figure 2.14, it could be seen that circuit and Transceiver/Re-
ceiver asymmetry is calibrated through the parameters∆txm,∆rxm,∆txs and∆rxs. These parameters
can be obtained via complex measurements or can be found in the White Rabbit database for specific
Transceiver/Receiver devices. For example, the transceivers on the Xilinx 7 series devices can be
found, as can parameters for the SFP modules. The combined set of circuit/transceiver/receiver de-
lays is typically referred to as ∆. The difference in transmission line delays from master-to-slave (δms)
and from slave-to-master (δsm) are related through a calibrated factor α [14]:

δms = δsm(α+ 1) (2.14)



2.4. White Rabbit 24

With these last these last parameters, the final calculation can be established:

delaymm = delayms + delaysm = ∆+ δms + δsm (2.15)

delaymm = ∆+ δms +
1

1 + α
δms (2.16)

delayms =
1 + α

2 + α
(delaymm −∆) +∆txm +∆rxs (2.17)

Based on the delayms, the counter and phase adjustments can be calculated to equalize the time offset
to reach synchronization.

2.4.5. Fine delay compensation

The clocks of the White Rabbit instances can be aligned, such that they increment their time counters
simultaneously. Since delayms is a known value, the fine delay compensation can be calculated to
align the edges of the reference clock (1 in Figure 2.14) and the phase-shifted clock (3 in Figure 2.14).
Recall that the recovered clock (2 in Figure 2.14) can be phase shifted by a value phases, which can
be calculated as follows:

phases = (delayms) mod Tref (2.18)

Herein, phases presents the clock phase correction and delayms represent the one-way transmission
delay.

2.4.6. Coarse delay compensation

Since the clocks at both instances are aligned, the counter offsets have to be equalized. Upon receiving
a timestamp from the master via PTP, the slave should adjust its counter to that value added with:

coarse_delays =
delayms − phases

Tref
(2.19)

2.4.7. Summary

In short, White Rabbit enhances the accuracy of PTP by complementary addition of SyncE, a clock
feedback loop and removal of TCs. It can adhere to sub-nanosecond accuracy requirements, whilst still
offering the scalability and robustness of an Ethernet network. Through (factory) calibration parameters
∆, ϕtrans and α, it estimates the asymmetric one-way transmission delay based on the coarse and fine
delay measurements. After the measurements and calculations, the phase of the slave clock is shifted
such that the edges align with the master (reference) clock. Lastly, the coarse counters are updated
with the result that the time offsets are equalized.
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2.5. Conclusions

Highly accurate time sources, such as Cesium-based or GPS clocks, are the best candidates to provide
a correct notion of time, but are too costly and impractical for implementation in every modern digital
device. Ubiquitously, (crystal) oscillators are employed instead. To maintain a shared notion of time,
the offsets and drift/jitter have to be compensated via the concept of synchronization, divided into time
offset equalization and syntonization. Packet-based distribution protocols such as NTP and PTP can
provide time offset equalization, whilst synchronous Ethernet can deliver syntonization. To reach high
synchronization accuracy, PTP and synchronous Ethernet can be combined into an improved proto-
col, referred to as White Rabbit. Additionally White Rabbit removes Transparent Clocks to improve
asymmetry estimations and introduces a clock feedback loop to improve accuracy. White Rabbit en-
hances the one-way delay calculation through fine and coarse delay measurements. These improve
PTP timestamps to reach sub-nanosecond synchronization accuracy.



3
Design and implementation

The previous chapter defined time synchronization and provided the motivation and operation of White
Rabbit.

This chapter introduces the current state of White Rabbit design and the concurrent limitations (Section
3.1). Subsequently, it motivates an alternative switch design and defines the design requirements (Sec-
tion 3.2). Subsequently, the FPGA platform will be introduced (Section 3.3). Afterwards, a novel White
Rabbit switch model is proposed to comply with the research question, whilst mitigating the previously
discussed limitations (Section 3.4). Consecutively, it focuses on fine delay measurements and pro-
vides an implementation comparison (Section 3.5). In addition, it discusses mathematical approaches
to mitigate the asymmetry problem through opting for a three-line interconnect between FPGAs, rather
than a two-line approach with additional calibration parameters (Section 3.5). Also, it discusses and
compares implementations of the fine delay compensation (Section 3.7). Lastly, it concludes the cho-
sen combination of elements for a final model, which will be used for subsequent chapters (Section
3.8).

3.1. Current state and limitations of White Rabbit designs

As mentioned before, the White Rabbit protocol is implemented via two open-source designs, namely
the design of the switch and the node [10]. The current White Rabbit protocol and its hardware design
were explored in greater detail (Appendix B) to uncover whether improvements could be made. This
lead to descriptive subsections on applicability, performance and costs in the current state of the White
Rabbit design.

3.1.1. Applicability

White Rabbit requires (factory) calibration parameters ∆, ϕtrans and α, to calculate link asymmetry in
order to estimate a one-way transmission delay (see Equation 2.9). Firstly, the set of parameters is
extensive and not intelligible. Whilst the parameters ϕtrans and α consist of a single value,∆ represents
a large set of values that configure and estimate the transmission through the transceivers and SFP
modules. These sets are large and therefore difficult to understand and implement for the end-user.
This is in contrast with the initial White Rabbit project objectives that state that no complex calibration
sets should be needed. Future designs should not increase the amount of calibration parameters, in
order to improve applicability for end-users. In addition, the calibration parameters are only available
for hardware (e.g., SFP) of certain types and from certain manufactures. Namely, the hardware has to

26
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be present in the CERN parameter database [9]. Therefore, White Rabbit cannot be implemented on
existing or multi-purpose FPGA platforms that do not contain the correct hardware.

Lastly, the design cycle of the current switch design is slow, meaning that the last hardware update is
based on the Virtex-6 (2009). The commercial interest of big manufacturers is low, due to the open-
source nature of the protocol and the hardware. As a consequence, updates are sporadic when com-
pared to the widely applied node designs, that are smaller and easier to work on for smaller parties.
In addition to sporadic updates, built-in security features lack extensive feature sets from well-known
brands (e.g., Cisco, Linksys, NETGEAR).

3.1.2. Performance

The aforementioned calibration parameters are static and do not account for hardware variability. FPGA
platforms are susceptible to inter-die and intra-die propagation delay differences between logic that
cause inequality between supposedly identical devices. This deteriorates the accuracy of the parameter
based asymmetry estimation. Similar to die variations, interconnection lines, pins and buffers are also
susceptible to delays that deviate from the expected value. To account for the variability, determination
of the one-way delay clearly favours measurement rather than estimation through parameters.

3.1.3. Costs

Large hardware costs are mainly caused by the FPGA platform and the external components. Firstly,
a more expensive FPGA (about 3000 US dollars) is required, since each port on the switch requires a
transceiver. Moreover, as only one FPGA is present in this design, a lot of BRAM and logic cells are
required (See Appendix B). The high accuracy external components necessary for the node and switch
design, are expensive as well. This is mainly caused by the components for the softPLL, which costs
around 80 dollars.

When implementing the White Rabbit protocol within your network, one has to replace all the devices
present in the infrastructure, entailing high costs. Future designs should therefore focus on the preser-
vation of present Ethernet switches, to overcome costs, as well as, applicability constraints.
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3.2. Requirements

From the previous section, it can be concluded that White Rabbit has limitations: it relies on exten-
sive calibration parameter sets, fiber-based one way transmission delay estimations, limited hardware
options, costly components and expensive full-stack switches to build up the network.

The goal of this work is to define aWhite Rabbit switch, that mitigates the previously stated limitations at
low-cost whilst maintaining sub-nanosecond synchronization with other devices. Therefore, the work-
load will be distributed over several FPGA’s. The switch should also be modular, such that multiple
configurations can be realised. This leads towards a design exploration that adheres to the following
requirements:

• Distributed and modular design

The synchronization task will be distributed over several smaller FPGA’s. If a larger White Rabbit
Switch is required, FPGA’s can be added to sustain ports and workload. Moreover, distribution
of the same workload over less expensive FPGA’s may lead to cost reduction.

• Minimal factory calibration

The calibration procedure has to be kept minimal and automatic to support modularity and keep
user interference at a minimum. This includes one-way transmission delay calculations.

• Low-cost implementation

To maintain a low-cost implementation, solutions for the synchronization tasks should reside in
the FPGA as much as possible. In this manner, expensive external components can be reduced.
This has an additional advantage, where it is possible for this design to be implemented on existing
hardware boards.

• Synchronization with sub-nanosecond accuracy and precision

White Rabbit specifications require sub-nanosecond time accuracy between nodes over large
distances (5-10 km of fibre cables)[12]. The experimental setup presented in this study, requires
distances of at most 50 centimeters of copper betweenWhite Rabbit ports. Therefore, inaccuracy
and jitter will be introduced, similarly to the long optic fibre cables. The switch should provide
methods to retain the signal quality and phase, such that the synchronization between nodes in
a network can be maintained at sub-nanosecond accuracy and precision.

3.3. Platform

The FPGA platform that will be used for this research, is provided in the form of development boards
specifically designed by Topic for this purpose. The set consists of two FPGA boards and a carrier
board (See Figure 3.1). An FPGA board contains an Artix-7 FPGA, a SFP module, two oscillators, two
Digital-to-Analog converters and other external components (e.g., flash and uart pins). Each of these
boards contain all components to handle a White Rabbit node design. Besides power, the carrier board
provides five differential and bidirectional copper pairs between the I/O pins of the FPGAs (See Figure
3.2).
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Figure 3.1: Carrier board with two Topic Artix-7
boards attached. Both boards are denoted as
WR_NODE_1 and WR_NODE_2 respectively.
Logically, a carrier board for an 18-port White

Rabbit switch will contain 18 slots and 18 attached
boards.

Figure 3.2: Block diagram of the Carrier board with two
Topic Artix-7 boards. Accentuated in green, one can find

the Artix-7 FPGAs. The red markings highlight the
SFP-modules. The five colored lines represent five
differential pairs of interconnection lines. The slotted
FPGA boards, separated by dotted lines, can be

programmed with the minimal White Rabbit node design.

3.4. Introduction to a new switch model

This section will introduce a new model of a White Rabbit Switch based on current designs of the
White Rabbit nodes to distribute the operation of the White Rabbit switch over several smaller FPGAs.
Recalling the definition of aWhite Rabbit switch (See Section 2.2.3), it is amulti-port device that contains
a single input port that acts as a slave, whilst the several output ports dictate time to downstream devices
in master mode. As discussed in Section 3.1, it is therefore costly and difficult to implement and modify.

The node design, on the other hand, is relatively small, well maintained and consists of a minimal set
of components to provide the White Rabbit protocol. It is therefore opted to distribute the workload
of the current switch design to several smaller FPGAs, implemented with a smaller node. To explore
the idea further, the schematic illustration in Figure 3.3 is considered. The upper image (1) shows an
abstraction of the current switch design containing: a slave port (orange), several master ports (red)
and a large FPGA that controls both port types. The lower image (2) shows the proposed model, where
each port (orange/red) contains a small FPGA (green) running the minimal implementation of the node
in either slave or master configuration.

Since, each port contains a separate FPGA with separate time information, the nodes in the newly
proposed model have to be synchronized. Moreover, the processing of Ethernet traffic can be off-
loaded to separate Ethernet switches. This was previously performed by the large FPGA and a separate
ARM processor (See Appendix B). The current node design contains the fabric interface, which guides
White Rabbit traffic to the LM32 and passes other traffic through to the user code output ports (See
Appendix A). Although this is a topic worth of further research, in this thesis the focus mainly lies on
synchronization of time between the two White Rabbit nodes.
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Figure 3.3: This schematic illustration shows the transition of the current White Rabbit switch into a multi-FPGA switch
containing White Rabbit node design. The upper image (1) shows an abstraction of the current switch design containing: a

slave port (orange), several master ports (red) and a large FPGA. The lower image (2) shows the proposed model, where each
port (orange/red) contains a small FPGA (green) running the minimal implementation of the node. The third schematic (3)

zooms in on the slave-master interconnection

To design a synchronization method that fits the proposed switch model in Figure 3.3, a 1-port switch
is regarded, which contains a single input port (slave) and output port (master) interconnected through
several copper lines on a PCB. As seen previously, transportation of signals between FPGA’s is not
infinitely fast, nor without added jitter and asymmetry. Similarly to the White Rabbit protocol, sub-
nanosecond synchronization performance has to be retained through fine delay measurements, asym-
metry estimations and fine delay compensation.

The following sections will discuss each of these tasks, compare selected solutions, in order to create
an optimal switch design. Within each of these sections, the discussed design options will be scored on
several criteria involving three categories: applicability, performance and costs. Applicability refers to
the ability of the presented option to be used and implemented in the new switch design. Performance
refers to the influence on the accuracy and precision. Costs provides a measure of the potential impact
on resources and financial constraints.
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3.5. Fine Delay Measurement

This section describes the options for fine delay measurements between the slave and master clocks.
They were found by studying relevant literature regarding sub-clock-cycle time measurements in FP-
GAs. Three different techniques are considered, after which they are compared through simulation,
specifications or characteristics.

Figure 3.4: A schematic of the fine delay measurement performed by block phi. It measures phaseij , which is the phase
difference between the reference clock sent to the master with delay δ1 and the received feedback clock delayed by δ2. The

sum of the delays is represented by ∆12.

A fine delay measurement block represents an entity that measures the phase difference between the
output clock and feedback clock over several paths. Figure 3.4 illustrates this principle in the form of
measurement block phi, which represents the fine delay measurement. The following equation holds:

phaseij = (δi + δj) mod Tref (3.1)

Herein, Tref presents the transmitted clock period, δi/j represent the one-way transmission delays and
∆ij represents the sum of both delays.

3.5.1. Option 1: Time-to-Digital converter

In application-specific integrated circuit (ASIC) designs, the phase-difference between clock signals is
often determined via time-to-digital converters (TDC). Herein, the phase difference between syntonized
clocks is regarded as a shift in time. The TDCs that are discussed in this section are typically referred
to as flash TDCs [46]. The name hints at the relation with flash Analog-to-Digital converters, which
compares an analog signal to a given set of voltages to construct a digital signal. Figure 3.5 shows
an illustration of the flash TDC. It is seen that a delay line is constructed, through which the leading
edge clock signal (green) propagates. The second lagging edge clock signal (orange) can toggle an
array of flip-flops, which creates a temporary digital measurement of the passed delay elements. The
amount of passed elements is related to the propagation delay of a single delay element. Combined,
they provide a digital measure for phase difference.

To translate the ASIC based TDC to FPGA platforms, each delay element has to be replaced with an
FPGA native element. The most important requirements for the implementation are high resolution
and a measurement range of at least one clock cycle of the input clocks (8ns). Therefore, the carry
chains are considered, as they are in fact the fastest native elements (i.e., with the smallest propagation
delay). Each slice contains a CARRY4 element with four carry elements [2]. Each carry element can
be configured by asserting digital high and low signals on the inputs of the carry component, which
ensures that the carry-in propagates to the carry-out.
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Figure 3.5: A schematic of the flash TDC can be seen, where a leading edge clock (green) propagates through a set of delay
elements with delay δ. The lagging edge clock toggles the flipflop array upon reaching its rising edge. It therefore outputs the
amount of delays δ that the leading edge clock precedes the lagging edge clock. The schematic shows an example with 3δ

phase difference

Within each CARRY4 block, the interconnection between the carry elements is small, whilst the connec-
tion between the CARRY4 blocks is larger (approximately 1-2 ps). Therefore, an expected non-linearity
is introduced per introduction of a new CARRY4 block. Moreover, this FPGA contains six clock do-
mains, each containing 50 slices or 200 carry elements. Longer carry chains will have to cross a clock
domain, which requires a larger physical gap to be crossed to the next CARRY4 element. Therefore,
more non-linearity is introduced (approximately 10-100 ps). Additionally, when longer delay lines are
considered, the variability of the propagation delay per element increases. Furthermore, one needs
to be aware that carry elements are process/voltage/temperature (PVT) dependent, which introduces
dynamic propagation delay differences [22].

Considerations

• The resolution and measurement range are limited by the propagation delay of a CARRY4
element.

The carry-in to carry-out propagation is approximately 18 ps (Topic Artix 7, xc7a35tcsg325-1),
which defines the maximum resolution of the type of TDC.

• The measurement range can be traded off against area and power.

By using less delay elements, inherent area will go down. Power will also decrease, as less
toggling delay elements and flip-flops are required.

• The delay line is limited by length and cannot fit a full cycle of the input clock.

Variability of the propagation delay per element increases with longer delay lines. This causes
uncertainty and linearity issues. Similarly, clock domain crossings induce extra delay after 200
carry elements. To measure a full cycle of the 125 MHz input, a delay line of approximately 450
elements is required.
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3.5.2. Option 2: Digital Dual Mixer Time Difference

The Digital Dual Mixer Time Difference (DDMTD) is a digital counterpart of the Analog Digital Dual
Mixer Time Difference (ADMTD) presented in 1975 [4]. It samples two clock signals to determine their
phase difference. Normally, one may over-sample both signals greatly to count the amount of samples
a clock signal proceeds the other. As a result, a value of the phase difference can be given with respect
to the sampling frequency. However, oversampling a 125 MHz signal with an adequate resolution of
8 ps, would require at least a 125 GHz sampling frequency. Naturally, such speeds are impossible to
reach inside FPGAs.

Under-sampling

The concept of under-sampling can be used to obtain similar sampling resolutions. For that, one needs
a sampling clock (referred to as clkDDMTD) close but not equal to the frequency of both input clocks.
By using a flip-flop that is clocked by the sampling clock, both input clock signals are sampled each
cycle at slightly different places compared to their previous cycle. Subsequently, the sampled signals
will be deglitched, whilst the amount of samples between the edges of the sampled clocks is to be
expressed in a phase difference value. A block diagram of the DDMTD can be found in Figure 3.6.
Appendix C.1.2 contains a simulation of the DDMTD operation.

Figure 3.6: A schematic of the DDMTD under-sampler with syntonized out-of-phase input clocks and a close frequency
DDMTD clock. The two syntonized clock signals (clk1 and clk2) are inserted at the inputs. The third clock clkDDMTD is

inserted, which deliberately differs slightly in frequency compared to the input clocks. A variable n is used to define the factor
between the input frequency and the DDMTD frequency. A deglitcher counter, deglitches the sampled signals and counts the

phase difference between them.

Generation of the sampling clock

White Rabbit utilizes the DDMTD technique and implements an external oscillator to create the close
DDMTD sampling clock [47]. However, some authors experimented with clock creation from an internal
PLL rather than generating the sampling clock from an external oscillator [40]. It was concluded that the
internal PLL introduced approximately 34 ps more jitter on the DDMTD clock. Other works have worked
with two cascaded PLLs inside the FPGA, that could provide reasonable resolutions, simpler designs
and lower costs [30]. In Table 3.1, the resulted resolution is compared to two external oscillators that
are typically implemented with DDMTDs.The White Rabbit repository states that the synchronization
result is even slightly improved with cascaded PLLs compared to an external oscillator, but remains
unclear about the improvement metric [8].



3.5. Fine Delay Measurement 34

Table 3.1: Comparison of the DDMTD measurement resolution with two external oscillators (typically implemented with
DDMTDs) and a set of cascaded internal PLL’s in Xilinx Spartan 6 technology (XC6SLX45T-4CSG324C)

VCXO (100 ppm) VCXO (122 ppm) Hongming[30]

Resolution (ps) 0.977 1.953 3.906
n 16384 8192 4096
Input clock (MHz) 62.5 62.5 62.5

Both external oscillators and internal PLL’s contain phase jitter, which can cause inconclusive phase
measurement results. An illustrative simulation of the phase jitter can be found in Appendix C.1.3).
Similarly, the input clocks and metastability issues from the flip-flops will add unwanted noise. The
metastability is mitigated by replacing each of the flipflops with three cascaded flipflops. Deglitching
reduces the influence of jitter by means of a stability counter that counts the amount of consecutive
samples at which the sampled clock is high, before addressing that a rising edge has been found.
Thirdly, phase measurements are performed several times and subsequently averaged, to increase
accuracy as a trade-off to execution time.

Considerations

From the above examples and further simulations, the following statements can be concluded:

• The resolution depends on the difference frequency between the input and sampling clocks.

By correctly defining the PLL constants for the internal PLLs, a maximal n value of 4096 can
be obtained (See Table 3.1). The external oscillator implementation uses an n value of 16384.
If one compares both implementations, the external oscillator will provide a four times higher
resolution whilst less jitter will be introduced. This will be at the cost of introducing a set of external
components.

• Accuracy is heavily influenced by jitter in the measured and reference clock signals

Jitter in the input signals causes inconclusive phase measurement results (See Appendix C.1.3).
Therefore, a stability counter and averager are deployed to improve the performance, at the cost
of increased execution time and area.

• Higher resolutions increase measurement time and area.

By increasing the resolution, the measurement time increases approximately linearly. Similarly,
larger counters, deglitchers and averagers are required, which increase the FPGA utilization.

• The DDMTD can fully reside inside the FPGA.

The counters, flipflops, an averager, stability counters and a frequency divider can be realized
inside the FPGA, provided that the frequency division is performed by an internal component (i.e.
PLL). This is at the cost of measurement resolution and added phase jitter in the measurements.

• Phase differences can only be measured if the input clocks are syntonized.

Without syntonized input signals, DDMTDs cannot be used and will provide inconsistant results.
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3.5.3. Comparison

To compare both options, the following criteria are considered: Full cycle measurement, complexity,
non-linearity, execution time, resolution, the necessity of external components and area on the FPGA.

Firstly, the TDC implementation cannot measure a full cycle of the 8 ns input clock, without crossing
clock domains. The crossing of clock domains induces extra non-linearity to the measurement. The
design of the DDMTD is invariant to the large period of the input clock and can measure the full clock
cycle. However, the operation and construction of the TDC is less complex.

Moreover, due to the large stability window and the averager in the DDMTD, it can take several seconds-
minutes before a result can be obtained. In comparison, a TDC can measure the phase difference in
each cycle, with few additional cycles required for the FPGA to process the data. However, this is at
the cost of increased area needed for the data processing.

Lastly, the DDMTD can maintain a resolution in the range of 1-4 ps, depending on the creation of the
sampling clock. The TDC is limited to a resolution of 18 ps due to the CARRY4 elements.

Table 3.7 summarizes the discussed criteria and scores the design options. The favored option for
that criteria is scored with a ’1’, whilst the other is scored with a ’0’. In the case of equal benefit, both
designs received a ’1’. Based on this comparison, the DDMTD option is favored.

Figure 3.7: This table lists the discussed criteria, assigned to the following classes: applicability, performance and costs. The
favored option for each criteria is scored with a ’1’, whilst the other is scored with a ’0’. In the case of equal benefit, both

designs received a ’1’.

3.6. Asymmetric Transmission Delay

Synchronization protocols, such as White Rabbit, are often limited to a single bi-directional connection,
simply because running two or three 100-km optic cables to another White Rabbit instance is rather
expensive. Therefore, one-way transmission delays can only be estimated, unless the two nodes are
both synchronized [18]. Some works try to estimate one-way delays by measurement of round-trip
times with several other nodes in a network with bi-directional links [21]. Finally, a measurement deter-
mines the time of a packet, when it is sent through all nodes. The combination of these measurements
results in improved one-way delay estimations.

However, when the new switch model is considered, one is not limited by a single bi-directional link
connection to the other node. Instead, one PCB line can be used to send a clock signal, whilst another
line can be used to receive the feedback clock. Even more links can be created as multiple links
between nodes are available on PCBs. These are far less costly than running an extra 100m optic fiber
cable to another node.

Therefore, the following situation is considered, whereby a slave node and master node are connected
through two sets of sending and receiving links. Each link is noted by the link number and a direction
arrow, whereas the transmission delay is denoted by δ and a number. Figure 3.8 shows a schematic
of the situation. The left node (the slave) can measure round-trip-times between two lines (∆). These
measured round-trip times (∆) can be expressed as follows:
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∆ij = δi + δj (3.2)

The number i represents the forward path, whereas j represents the return path. To improve asymmetric
link calculations, one wants to obtain the one-way transmission delays δ from the round-trip-times (∆).
Let A be an 4x4 matrix, relating the transmission delay vector δ⃗ to the round-trip time measurements
∆⃗. The system of equations can be expressed in the vector form:

A ∗ δ⃗ = ∆⃗ (3.3)

A =


1 1 0 0

0 1 1 0

0 0 1 1

1 0 0 1

 δ⃗ =


δ1

δ2

δ3

δ4

 ∆⃗ =


∆12

∆32

∆34

∆14



Figure 3.8: Interconnection via four transmission lines (2 forward, 2 backwards) between two nodes (slave, master)

Theorem 1 (Invertible Matrix [36]) Let A be an n x n matrix, and let T:Rn be the matrix trans-
formation T(x) = Ax. The following statements hold equivalent:

1. A is invertible.
2. A has n pivots
3. The columns of A are linearly independent
4. Det(A) ̸= 0
5. The columns of A span Rn.
6. Ax = b has a unique solution for each b in Rn

According to Theorem 3.6, a system of equations can be solved with a unique solution for each δ, if the
matrix A has an inverse. By using Laplace expansion [36] on the 4th row of A (A4), one can deduce
that the determinant is equal to zero. Therefore, A has no inverse and cannot be solved with a unique
solution for δ⃗. By using Gaussian elimination, one can find that indeed the rank of A is less than 4,
whilst the diagonal elements confirm that the determinant value is zero:

Det(A) = 0 A =


1 1 0 0

0 1 1 0

0 0 1 1

0 0 0 0

 (3.4)

To find a unique solution, assumptions have to be made to alter the transmission delay matrix A. Sup-
pose one assumes that the one-way transmission delay δ2 is equal to δ3. Measurement ∆32 will have
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no added value to the system of equations, as δ3 can now be obtained by solving for δ2. Through this
dimension reduction, the set of vectors and matrices change accordingly to:

A =


1 1 0 0

0 2 0 0

0 1 0 1

1 0 0 1

 =

1 1 0

0 1 1

1 0 1

 δ⃗ =

δ1δ2
δ4

 ∆⃗ =

∆12

∆34

∆14


By using Laplace expansion [36] on the 1st row of A (A1), it can be found that the determinant is equal
to:

Det(A) = 1 ∗

∣∣∣∣∣1 1

0 1

∣∣∣∣∣ + 1 ∗

∣∣∣∣∣0 1

1 1

∣∣∣∣∣ = 2 (3.5)

The newly found system of equations has a unique solution for every δi according to Theorem 3.6. In
that case the following equations hold, where I denotes the identity matrix and A denotes the inverse
matrix of A:

A−1 ∗A ∗ δ⃗ = A−1 ∗ ∆⃗

I ∗ δ⃗ = A−1 ∗ ∆⃗

δ⃗ = A−1 ∗ ∆⃗ (3.6)

δ⃗ =

δ1δ2
δ4

 A−1 =
1

2
∗

 1 −1 1

1 1 −1

−1 1 1

 ∆⃗ =

∆12

∆34

∆14


By considering multiple transmission lines and assuming that the one-way transmission delay of two of
the lines is equal, improvements on the estimation can be made. To illustrate this, one may follow the
numeric example with δ1 = 2ns, δ2 = 3ns and δ4 = 4ns. The measurement data ∆⃗ will consecutively be
retrieved as follows:

∆⃗ =

57
6

ns

By substituting these numbers in Equation 3.6, one yields the following correct transmission delay for
the first link:

δ1 =
1

2
∗ (5− 7 + 6) = 2ns (3.7)

Synchronization protocols (e.g., White Rabbit, PTP) would only posses the round-trip time and approx-
imate the one-way delay to:

δ1 = δ2 =
∆12

2
≈ 2.5ns (3.8)
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3.6.1. Discussion

The improved performance can only be acquired by using multiple interconnection lines and by assum-
ing that the one-way transmission delay δ2 is equal to δ3. As of yet, this may seem to be an arbitrary
hypothesis, but makes sense when Input/Output buffers are considered (See Section 2.3.2). Instead
of using four separate lines, three lines can be used instead, where one of the lines is bi-directional, as
it is connected with Input/Output buffers on the FPGAs. In essence, these buffers can be used to alter-
nately send and receive signals through the same line. Naturally, such alink cannot be used to share a
constant clock signal from the slave with the master, but would be perfect for periodic transmissions to
measure the round-trip times. The opted idea is schematically illustrated in Figure 3.9. Again, this op-
tion can only improve the performance by assuming that the transmission delay over the newly added
link, is approximately equal when a signal moves from slave to master and from master to slave. If that
is the case, this method eliminates the error in one-way transmission delay calculations by calculating
the asymmetry between the links.

Figure 3.9: Schematic of the slave-master connection with three links instead of two. The direction of each path is denoted by
the direction of the arrows.

3.7. Fine Delay Compensation

This section discusses three methods that can delay an input clock signal by a programmable amount.
As presented in the requirements, the option should be low-cost and should therefore not require any
external components. The function of the fine delay compensation block can be mathematically de-
scribed as:

phasec = (δ1) mod Tref (3.9)

Herein, phasec presents the clock phase correction and δ1 represent the one-way transmission delay
from slave to master, where the syntonized clock is sent through.

3.7.1. Option 1: Tapped Delay Line with CARRY4

A tapped delay line can typically be constructed by a cascaded set of small delays to induce a phase
shift in the clock signals. It was previously seen that a CARRY4 chain can be used, as it provides a low
delay per element in the FPGA [2]. Figure 3.10 shows a delay line constructed of CARRY4 elements.
Each delay can be tapped to acquire a desired delayed version of the clock. However, non-linearity
is introduced due to clock-crossings and continuation of the chain in other slices. The propagation
delay of each delay unit is also affected by temperature, voltage and power fluctuations [31]. It should
therefore be continuously calibrated against a known delay threshold.
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Figure 3.10: This schematic shows a chain of delay elements (blue) to delay a clock signal. The total chain delay is measured
through phase measurement between the clock and the chain output clock

Considerations

The following characteristics should be regarded, when implementing a tapped delay line:

• Resolution: The resolution is limited to the propagation delay of the CARRY4 elements: Namely,
18 ps.

• Chaining of elements: Running an input clock with an 8 ns period through many cascaded
delay elements cannot fill a full clock cycle in the Artix-7 FPGAs. The delay per carry element is
small, leading to a large number of elements to fill a single clock cycle. Moreover, clock regions
in the FPGA have to be crossed, which induces non-linearities. It is also possible to increase
the clock frequency, which decreases the amount of elements that have to be passed, or use
multiple phase-shifted versions of the clock as calibration points [23]. However, this makes the
implementations more complex.

• Delay variability: Using voltage and temperature measurements to compensate delay differ-
ences is difficult, as it requires extensive measurements and calibration to rhyme temperature/-
voltage measurements against delay change. Additionally, reduced voltage and increased tem-
perature both increase the propagation delay, but these effects are complex and correlated to
other non-linear CMOS phenomena, making it hard to find the cause and accurately compensate
the effect.

• Delay measurement: To reduce the effect of total variability of the delay line, one could measure
the added delay against a non-delayed reference, to approximate the delay per tap value. This
option is depicted in Figure 3.10. However, the accuracy of the tapped delay is now dependent
on the accuracy of the phase measurement component.

3.7.2. Option 2: Input/Output Delay

Input/Output Delay (IODelay) primitives are Xilinx specific Intellectual Property and are used to induce
a tunable delay at input and output ports [3]. These can also be used for minor phase adjustments to
increase the phase offset of a clock [53]. This work focuses on Artix-7 devices and therefore only the
input delay (IDELAY2) elements are considered, as these solely contain High Range Banks (HR).

Inside the FPGA

IDELAY2 elements are delay elements that experience reduced influence from Process, Voltage and
Temperature (PVT) through calibration inside the FPGA [60]. The amount of added delay can be
adjusted in 31 taps. Although the IDELAY2 themselves are asynchronous, the resolution of the element
is dictated by a reference clock to the IDELAYCTRL primitive, which configures the delay elements
based on an input clock frequency. Table 3.2 shows delay per tap at specified frequencies.
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Table 3.2: Delay specification for the IDELAY2 primitive in Xilinx Artix 7 series FPGAs with speed grade -1. [6]

Frequency (MHz) Per tap tunable delay (ps) Maximum tunable delay (ns)

200 78 2.496
300 52 1.664
400 39 1.248

Protected intellectual property

Both primitives are protected IP. It is therefore impossible to see what is inside the building blocks.
Some effort has been made to obtain more information from Xilinx, but with limited results. Looking
at the instantiation template, a generic attribute SIGNAL_PATTERN hints that different structures are
used for either CLOCK or DATA signals. One could speculate that for phase shifts in clock signals,
a structure close to a PLL could be probable with a temperature-compensated VCXO, combined with
dynamic phase shift capabilities. However, this remains speculation.

Simulation

To test the functionality of the delay elements and gain more information about them, simulations are
executed in Vivado 2021.2. For improved readability and intelligibility, both IDELAY2 and IDELAYCTRL
are wrapped into one entity, as not all input ports are relevant in this situation. Table 3.3 contains each
port signal in the wrapper entity.

Table 3.3: Ports in the wrapper entity.

Signal Type Direction Function

clk std_logic In Clock to synchronize the input signals to (125 Mhz)
clk_ref std_logic In Seperate clock signal to feed the IDELAYCTRL primitive
rst std_logic In Active High Reset signal
data_in std_logic In Input signal to be delayed, either clock or data signals
count_value std_logic_vector In Set the delay value (0 to 31)
count_load std_logic In Load count_value into the element
data_out std_logic Out Delayed output signal

In simulation, a testbench sets the delay (count_value) to 22 taps and enables the phase shift. Figure
3.11 showswaveforms of the behaviour of the wrapper entity in a post-synthesis and post-implementation
timing simulation. There is a difference in the static delays before phase shift between the post-
synthesis and post-implementation simulations. The latter includes wire delay estimations, which ex-
plains a different initial or static delay compared to post-synthesis. The rest of the static delay is induced
by I/O ports, port buffers and the delay element itself. Table 3.4, summarizes the delays per simulation
for 22 taps.
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Table 3.4: Delay specification for the IDELAY2 primitive in Xilinx Artix 7 series FPGAs with speed grade -1. [6]

Simulation type Frequency (MHz) Static delay (ns) Added delay (ns)

Post-synthesis 200 3.121 1.716
Post-implementation 200 3.727 1.716

(a) Post-Synthesis simulation.

(b) Post-Implementation simulation.

Figure 3.11: Post-Synthesis and Post-Implementation simulations with clk_ref = 200 MHz. In the Post-Synthesis waveform,
the first blue label highlights a rising edge of data_in and the second label shows the rising edge of data_out when no delay has
been added. A glitch is introduced, as the signal is only high for a small bit, after which the added delay value kicks in. The
third label shows the rising edge of data_out when delay has been added. In the Post-Implementation waveform, the first two
blue labels show the initial delay difference between data_in and data_out. After count_load has finished, both show a correct

addition of 1.716 ns delay, which aligns with 22 taps of 78 ps.

Considerations

The following characteristics were found by simulating and testing the IDELAY element:

• Resolution: Table 3.2 specifies per tap tunable delays ranging from 39 to 78 ps.
• Input delay elements: Artix-7 devices contain HR-banks that lack output delay elements.
• Chaining of elements: Several IDELAY elements can be cascaded to create larger delays [13].
• Instant delay adjustment: The adjustments cause glitches whenever delays happen near edges
of the input clock signal. This behaviour can be seen in Figure 3.11a. Glitch-less behaviour can
only be achieved if a sample point at the point of delay inset has the same value as the sample
point from our desired delay value before. Xilinx states that in this case the state machines and
Clock-Management-Tile elements (such as PLLs) running on the output clock signal will not be
distorted [3]. However, one assumes that single increments of the tap delay are more desirable
compared to large phase jumps.
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• Forwards phase adjustment: With IDELAY elements, one can only delay a signal in time. If the
edge of the clock signal has to be shifted to an earlier moment in time, the delay elements have
to delay the input clock signal by almost an entire period of that clock signal to obtain our desired
output clock. Instead it may have been easier to displace the clock forward in time. Nevertheless,
the execution time of delay remains the same.

• Static delay addition: Timing reports in Vivado denote a 0.6 ns static delay for signals to pass
through a single IDELAY element without added tap delays.

• Ambience variations: The IDELAYCTRL module provides a reference clock input that allows
internal circuitry to derive precise tap delay values via a voltage bias, independent of process,
voltage, and temperature [56][55][3].

• Jitter addition: High performance mode reduces period jitter in delay chains for clock signals to
0 ps per tap [6].

• Setup/hold time: The IDELAYCTRL primitive needs 3.67 ns to setup after reset, whilst setup
and hold times for input signals in the IDELAY2 elements require at least 0.21 ns [6].

• Stabilization clock: IDELAYCTRL requires a stable clock signal up to 400 MHz to be delivered
on an input pin or via an MMCM that drives a global clock buffer. It will enable synchronization
and grouping of all delay elements in the same clock region.

3.7.3. Option 3: Mixed-Mode Clock Manager

As previously discussed, Phase Locked Loops are devices that generate periodic signals based on
frequency characteristics of the input signal. They can also filter jitter, de-skew clocks and shift the
phase of a clock [1]. The latter is explored in this section.

Inside the FPGA

Xilinx 7 series devices contain several Clock Management Tiles (CMT), which include two types of
PLLs: a mixed-mode clock manager (MMCM) and a regular phase-locked loop (PLL) [1]. MMCMs are
advanced PLLs that provide important features including dynamic phase-shifting, fine phase-shifting
and fractional divide [1].

Phase Shifting

Every PLL and MMCM can output eight different output clocks of the same input clock. With static de-
lays, one can create eight different phases of a clock with 45 degrees phase differences. The MMCMs
can provide even more phase shifted versions through dynamically shifting a clock up to 360 degrees
with linear steps depending on the Voltage-Controlled-Oscillator (VCO) frequency. The relation be-
tween the tap resolution and the VCO frequency can be found below in Equation 3.10 [1]. Figure 3.5
shows the maximum and minimum VCO frequencies and the calculated tap delays associated.

Ttap =
1

56 ∗ FV CO
(3.10)

Table 3.5: Delay specification for a MMCM in Xilinx Artix 7 series FPGAs with speed grade -1. [6]

Name Description Frequency (MHz) Per tap rounded delay (ps)

FV COmin
Minimum VCO frequency 600.00 29.76

FV COmax
Maximum VCO frequency 1200.00 14.88
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Configuration of the MMCM

The frequency of the VCO influences the behaviour of the output clock. Namely, a higher VCO fre-
quency induces less jitter and smaller phase errors [53]. The VCO frequency can be calculated by
Equation 3.11. It can be seen that VCO frequency depends on the input frequency, the multiplication
(M) factor and division (D) value for the frequency divider in the PLL/MMCM feedback loop. The goal
is to make D and M values as small as possible, while maximizing VCO frequency for the aforesaid
reasons [1]. Both values depend on the input frequency (FIN ), the maximal VCO frequency (FV COmax

)
and maximal PDF frequency (FPDFmax

). One finds the ideal values for M and D by using Equation 3.13
and 3.12.

FV CO = FIN ∗ M

D
(3.11)

Dideal = ceil(
FIN

FPDFmax

) (3.12)

Mideal = floor(
Dideal ∗ FV COmax

FIN
) (3.13)

MMCMs also support fractional frequency division. This means that the division factor of the frequency
divider can take on fractional values with steps of 0.125. This way, one could create a wider variety
of output frequencies at the cost of larger output jitter. However, integer division is preferred in the
feedback path as it only needs internal paths inside the MMCM, which minimizes jitter [1].

Not only the VCO frequency and division values have influence on jitter behaviour from an MMCM: the
update frequency of the feedback loop determines the influence of input jitter. If the feedback path
bandwidth is minimized, the VCO will be adjusted less frequently through the feedback loop and is
therefore less prone to short-time jitter from the input clock. This way, the MMCM can be used as a
jitter filter. However, this is at the cost of increased output jitter and static delay between the input and
output clock [53].

Simulation

To test the functionality of dynamic phase shifting for adjustment of a clock phase, simulations are
executed in Vivado 2021.2. The design consist of two blocks: a configured MMCM in a clock wizard
block and a MMCM controller.

Clock wizard block

Firstly, the MMCM primitive has to be initiated with appropriate configuration to match the desired out-
put characteristics. The output clock should have high precision and therefore minimal output jitter.
Additionally, the MMCM should preferably add minimal static delay to the system, that has to be com-
pensated otherwise.

Based on aforementioned statements, the attributes and parameters for the MMCM can be seen in
Table 3.6). These lead to estimated characteristics of the MMCM, that can be seen in Table 3.7. Finally,
the MMCM primitive was instantiated via the Clock wizard block in block design to ease the process of
interconnecting ports with different controller designs.
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Table 3.6: Attributes and parameters chosen for a MMCM in Xilinx Artix 7 series FPGAs with speed grade -1. [6]

Attribute Description Value

BANDWIDTH Feedback path bandwidth High
CLKIN1_PERIOD Input clock period 8 ns
CLKOUT_PERIOD Output clock period 8 ns
M Multiplication factor 9.000
D Division factor 1.000

Table 3.7: Summary of estimated characteristics from Vivado based on a MMCM with attributes from 3.6

Attribute Description Value (ps)

Jitter Pk-to-Pk jitter estimate with ideal input clock 111.194
Pk-to-Pk jitter estimate with 10% Pk-to-Pk jitter on the input clock 190.304

Phase Offset Phase difference estimate between the input and feedback clock 89.430
Per tap delay Per tap delay based on Equation 3.10 15.873

Controller

To control the MMCM dynamic phase shift, a controller is designed to produce a sequence of pulses to
reach a desired phase shift by means of single increments and decrements. From Table 3.8, it can be
seen that the phase shift delay (count_value) denotes a positive number that represents the amount of
phase shift to be added in order to align the positive edges of the output clock and the desired output
clock. Subsequently, the controller has to decide whether incrementing or decrementing the phase is
faster to reach the desired edge alignment. Therefore, it has to calculate the amount of steps in either
direction. Figure 3.12 shows an example situation, where the the input phase shift delay is 6 ns, to
align the clock edges. However, it is faster to use single decrements until -2 ns is reached, instead of
increasing the phase to 6 ns. This means that the phase will be shifted at most 4 ns in either direction
to align the clock edges. Projecting this onto the instantiated MMCM, it will take at most 252 taps (Ntap)
according to Equation 3.14 with 4 ns (T).

Ntap =
T

Ttap
(3.14)

Figure 3.12: Example of the forward and backward phase shift capability of the MMCM
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Table 3.8: Controller ports for dynamic phase shift in a MMCM[1]

Signal Type Direction Function

clk std_logic In Controller clock (125 Mhz)
count_value std_logic_vector In Set the positive phase shift delay
count_en std_logic In Enable phase shift
rst std_logic In Active High Reset for the controller
psdone std_logic In Indicates if the MMCM has finished a phase shift
locked_mmcm std_logic In Indicates if the MMCM is locked
clk_missing std_logic In Indicates if the MMCM is receiving an input clk
rst_mmcm std_logic Out Active High Reset for MMCM
clkout_phase std_logic Out Initial phase shift for MMCM
psclk std_logic Out Phase shift control clock
psen std_logic Out Enables a phase shift
psincdec std_logic Out Indicates a decrement (0) or an increment (1) of phase shift

(a) Simulation of a phase shift of 22 taps.

(b) Phase difference before phase shift (c) Phase difference after phase shift

Figure 3.13: Post-Implementation simulations with clk_in = 125 MHz. Figure 3.13a has two blue labels that denote the begin
and end of the shift operation. Figure 3.13b and Figure 3.13c contain two blue labels that denote the phase difference between
the input clock and output clock of the MMCM. The difference is 597 ps before phase shifting and 946 ps after. This means a

correct addition of 349 ps, or 22 taps of 15.8 ps.
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Simulation

Finally, a testbench was constructed that increased the phase difference to 22 taps (349 ps). The
controller checked and correctly decided that 22 single increments is faster than 482 decrements, as
can be seen in Figure 3.13a. One can see that the controller signals the MMCM 22 times to increment
its phase via psen (See Table 3.8), after which the MMCM signals done via psdone. Figure 3.13b and
Figure 3.13c denote the phase difference between the input clock and the output of the MMCM before
and after phase shifting.

Considerations

The following characteristics were found by studying and simulating the fine phase shift capability of
the MMCM element:

• Resolution: The resolution of the MMCM is 15.873 ps according to Table 3.7. It is bounded by
the VCO frequency

• Full cycle adjustments: Can delay a clock for a full cycle of the input clock and is therefore
suitable for fine phase delay compensation

• Gradual phase adjustment: The adjustments are glitch-less and shift the phase in a continuous
manner over 12 cycles of the input clock [1].

• Single increments or decrements The phase can only be shifted in single increments or decre-
ments.

• Bidirectional phase adjustment: The MMCM can increment or decrement the phase. There-
fore, the execution time can be minimized by chosen the shortest path.

• Static delay addition: Timing reports in Vivado denote 89.430 ps static phase offset for the
feedback clock with respect to the input clock according to Table 3.7

• Jitter addition: Minimized Output Jitter mode yields lowest Pk-to-Pk jitter estimates of approxi-
mately 100-200ps.

3.7.4. Comparison

To compare the options, the following criteria will be considered: Full cycle compensation, complexity,
resolution, calibration, jitter and voltage-temperature invariance.

Firstly, it was found that CARRY4 based tapped delay line cannot compensate for a full cycle of 8 ns
input clock, without crossing clock domains and introducing non-linearity in the delay line. The IDELAY
has a maximal tunable delay of 1.248 ns at maximal resolution and cannot fill the cycle either. The
elements can be chained, which also introduces delay through the connections. However, since the 32
tap delays in each element remain linear, the added delay through the connections can be regarded
as a static delay addition. Thus, the delay taps remain 39 ps per increased tap delay. The MMCM can
fully shift its delay over the entire 8ns cycle, whilst having the additional ability to shift the clock phase
in either direction. Therefore, the implementation of the fine delay compensation with an MMCM, is
regarded as the least complex, followed by the IDELAY and CARRY4 delay line.

Additionally, the IDELAY is automatically calibrated and process voltage temperature (PVT) invariant
[54]. At least, it is configured through a separate external clocking entity that derives a PVT independent
voltage bias. Similarly, it introduces the least jitter on the clock signals that pass-through (0 ps per tap
[6]), whereas the MMCM is estimated to produce approximately 100-200 ps jitter.

Thirdly, the maximum resolution of the MMCM is 15.873 ps. The CARRY4 delay comes in a close
second with 18 ps, whilst the IDELAY can reach resolutions of maximally 39 ps.
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Lastly, the IDELAYs do not cost extra resources (e.g., LUTs, BRAM), as each I/O port already has one
built-in. If the MMCM is considered, the Artix-7 FPGA on the Topic boards only contain five MMCM
instances, of which three should be available for the White Rabbit node design. Therefore, it is more
expensive in terms of area costs.

Table 3.14 summarizes the discussed criteria and scores the design options. The most favored option
for that criteria is scored with a ’2’, whilst the least beneficial option is scored with a ’0’. In the case
of equal benefit, both designs received the same score. Based on this comparison, the IDELAY and
MMCM have an equal score. However, the IDELAY has the highest score in 4 categories, whilst the
MMCM has the highest score in two categories. Also, the MMCM scores a lot higher on resolution,
whereas the IDELAY scores better in terms of added jitter, PVT invariance and area. As the IDELAY
scores better on three criteria, compared to the MMCM, the IDELAY is chosen for the final design.

Figure 3.14: This table lists the discussed criteria, assigned to the following classes: applicability, performance and costs. The
most favored option for that criteria is scored with a ’2’, whilst the least beneficial option is scored with a ’0’. In the case of equal

benefit, both designs received the same score.
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3.8. Proposed 1-port switch design

Based on previously mentioned considerations, the proposed switch design includes a DDMTD for
fine delay measurements, multiple line asymmetry approach to calculate δ1 and IODELAYs for the fine
delay compensation. The block-diagram has been graphically displayed in Figure 3.15. Four selectors
(SEL) are added, such that the lines over which the clock travels, can be controlled. Similarly, each
one-directional line contains an input-buffer (blue) and an output-buffer, whereas the bidirectional line
contains two input/output buffers. The clock transmission delay is highlighted in gray and annotated
with δ1, whereas the other gray areas define the extra lines that are used by the three-line calculation
(δ2 and δ3).

Figure 3.15: This block-diagram graphically displays the proposed 1-port switch design, which contains the DDMTD, IDELAY
and multiple line one-way delay (δ1) calculation. Four selectors (SEL) are added, such that the lines over which the clock

travels, can be controlled. Similarly, each one-directional line contains an input-buffer (blue) and an output-buffer, whereas the
bidirectional line contains two input/output buffers. The clock transmission delay is highlighted in gray and annotated with δ1,

whereas the other gray areas define the extra lines that are used by the three-line calculation (δ2 and δ3).

3.9. Conclusion

The White Rabbit project has limitations: it relies on extensive calibration parameter sets that are only
available for limited devices and do not account for hardware variability. This is in contrast with the initial
project objectives. Secondly, the update cycle of the hardware implementation is slow. Namely, the
currentWhite Rabbit switch is based on FPGA platforms from ten years ago. Thirdly, the switch contains
costly components and requires full replacement of present network switches upon deployment.

This work opted to define a new switch design, which distributes the synchronization tasks over several
smaller FPGAs to provide a low-cost implementation and improve applicability, whilst requiring minimal
factory calibration and maintaining sub-nanosecond accuracy.

The new switch concept is based on the smaller and widely applied White Rabbit node design. The
proof of concept is based on two interconnected FPGAs forming a 1-port White Rabbit switch. Fine
delay measurements, asymmetry estimations and fine delay compensations are applied to reach syn-
chronization between the FPGAs. The Digital Dual Mixer Time Difference (DDMTD) is preferred for
the fine delay measurements due to its superior resolution, area and invariance to large clock peri-
ods. A three-line asymmetry calculation is introduced and motivated to provide an improved one-way
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delay estimation. Lastly, the IDELAY was selected to provide the fine delay compensation due to its
process-voltage-temperature (PVT) invariance, negligible jitter addition and area demands.



4
Verification

The previous chapter defined a new White Rabbit switch design, based on the smaller and widely ap-
plied White Rabbit node designs. To provide a proof of concept, a 1-port White Rabbit switch was
displayed, in which the functions were filled by the favored implementations from the comparison sec-
tions.

This chapter addresses the verification procedure of the three-line asymmetry calculations (Section
4.1). Secondly, this chapter verifies the cost-effectiveness of the newly defined switch compared to the
current switch design (Section 4.2). For both verifications, the goal and the procedure are explained
after which the results are presented and discussed.

4.1. Three-line asymmetry

Whilst both the fine delay measurement and fine delay compensation were thoroughly discussed by
means of specifications and simulations, the three-line asymmetry calculation was solely theoretically
found and motivated, without verifying its physical ability to improve the regular two-line asymmetry
calculation, as seen in White Rabbit. Therefore, the goal is to verify whether the opted three-line
asymmetry calculation has benefits in the newly defined switch.

4.1.1. Verification procedure

The following two statements have to be verified in order to determine the benefits of the three-line
asymmetry calculation in terms of accuracy:

• The one-way transmission delays are dissimilar between each line.

Transmission lines have asymmetric delay when compared to one another. The transmission
lines include: Input/Output buffers, intra-die connections and PCB traces.

• The bi-directional transmission line has similar delay from slave to master and master to
slave.

Transmission lines have symmetric delay when the delay is measured in either direction on the
same line. The transmission lines include: Input/Output buffers, intra-die connections and PCB
traces.

50
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Platform

The platform from Section 3.3 will be deployed to verify the statements. The Topic carrier board is
placed onto a Topic Florida Plus FPGA board, which will provide power and a LVDS offset voltage
via a FPGA Mezzanine Card (FMC) connector. Namely, the voltage is required for the I/O banks, that
connect to the PCB traces. The five length-matched PCB traces can be seen in Figure 4.1, represented
by the five colored arrows. Similarly two single-ended traces (red/blue) are displayed, connected to the
FMC connector. On these traces, two vias are displayed (yellow circles), which do not appear on the
same distance from the respective source FPGA. Lastly, each FPGA contains an on-board 25 MHz
crystal oscillator and PLL combination that generates 125 MHz clock signals, hereafter referred to as
the ’oscillator’.

Figure 4.1: A schematic abstraction of the carrier board with two interconnected FPGAs. The five length-matched PCB traces
are represented by the five colored arrows. Additionally, two single-ended traces (red/blue) are displayed, connected to the
FMC connector. On these traces, two vias are displayed (yellow circles), which do not appear on the same distance from the
respective source FPGA. Lastly, each FPGA contains an on-board oscillator and PLL combination that generates 125 MHz

clock signals.

Acquiring samples

The fine delay difference between the lines can be measured by transmission of a clock signal over
each line. Subsequently, the phase difference is acquired through comparison with the original oscilla-
tor signal. Ideally, a clock signal from a high-accuracy external source should be provided via coaxial
connectors. Thereafter, the clock signal is transmitted to the other FPGA, which is subsequently out-
putted to the oscilloscope.

However, these FPGA boards are intentionally designed to be compact and therefore have no area to
spare. Hence, the onboard 125 MHz oscillations are adopted as clock sources and their signals are
measured through vias close to the oscillators. Additionally, the output clock signal at the other FPGA
is measured through a via in the single-ended line.

The measurements can now be divided into two sets. The first set contains delay measurements
from the slave oscillator to the master via (red set of arrows, see Figure 4.2). The other set contains
measurements from the master oscillator to the slave via (blue set).

The resulting phase difference includes extra delay induced by the single-ended buffer, single-ended
line and via. Hence, each measurement in the same set, includes the same extra induced delay. Thus,
measurements in the same set can be compared.
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Figure 4.2: An illustration of the one way transmission delay measurement moving over one of the PCB traces. The direction
of transmission is from the slave to the master, highlighted by the red lines and arrows. An oscilloscope measures the clock

difference with two probes (black arrows).

Measurement devices

To measure the fine delay difference, a Teledyne LeCroy oscilloscope (WaveMaster 813Zi-B) is used
in combination with two single-ended active probes (ZS2500) inserted with two via tips (PAAC-PT005).
The active probes were chosen because they have lower capacitive loading compared to passive
probes. Namely, the input capacitance of the probes causes the input impedance to reduce as the
signal frequency increases. Since higher input impedance means that less loading is placed on the
measurement point, less distortion is placed on the to-be measured signal. Thus, they provide more
insight into fast signals, compared to their passive counterparts.

Figure 4.3: Stock image of the Teledyne LeCroy
Oscilloscope of type waveMaster 813Zi-B. It has four
inputs, which can be sampled with 40 GigaSamples/s

Figure 4.4: Stock image of the Teledyne LeCroy Active Probe
of type ZS2500. It has a limited bandwidth of 2.5 GHz, an 8V
range and an ideal input impedance of 1 MΩ, which decreases

over frequency.
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4.1.2. Results

This section presents the results of the three-line asymmetry verification by comparing one-way trans-
mission delays in terms of their deviation based on the transmission direction and the selected trans-
mission line.

Clock measurement

Firstly, the clock signal from the oscillator at the slave was measured at a via close to the oscillator.
The oscillator was set to its maximal bandwidth, which is band-limited to 2.5 GHz. The resulting mea-
surement samples were divided into blocks of 320 samples (40Gs/s of a 125 MHz input signal). At the
master via, the clock signal is also measured and graphically displayed in Figure 4.7. Figure 4.5 shows
the measurement of the via near the slave oscillator. Some step can be observed in the clock signal,
indicating that there is an impedance mismatch, which could be caused by the common mode voltage
circuit that the respective via lies in.

Figure 4.5: This graph plots the averaged clock pulse of the
slave oscillator. The measured signal is divided into blocks of

320 samples (40 Gs/s on a 125 MHz signal). The
measurement is taken from the closest via to the oscillator.

Figure 4.6: This graph plots the averaged clock pulse
measured at the master via. The measured signal is

divided into blocks of 320 samples (40 Gs/s on a 125 MHz
signal). The measurement is taken from the closest via to

the oscillator.

Transmission delays

Each transmission line was measured from slave to master (set of red arrows, see Figure 4.2) and
master to slave (set of blue arrows). The oscilloscope measured the clock signals at 40 Gigasamples
per second. Hence, it takes 320 samples per period of the 8 ns input clocks, at 25 ps accuracy. The
measurement waveforms and tables from the oscilloscope can be found in Appendix D.0.2. The edge-
to-edge delays and their standard-deviation are plotted in Figure 4.7. The x-axis shows each of the
interconnection lines through the carrier PCB, whilst the y-axis shows the delay in ns. Based on the
tables and graph, the following observations can be made:

• Observation 1: There is a maximal delay difference between two links in the red set of 300 ps.
In the blue set, there is maximal difference of 280 ps.

• Observation 2: The minimal delay difference between two links in the red set is 25 ps. In the
blue set, this is 10 ps.

• Observation 3: The maximal delay difference between different transmission directions in the
same link are found in line 3 at 110 ps.
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• Observation 4: The minimal delay difference between different transmission directions in the
same link are found in line 4 at 75 ps.

• Observation 5: The transmission delay from slave tomaster shows the highest standard-deviation
in line 3.

Figure 4.7: This graph plots the edge-to-edge delays and their standard-deviation acquired from the measurements in
Appendix D.0.2. The x-axis shows each of the interconnection lines through the carrier PCB, whilst the y-axis shows the delay

in ns.

4.1.3. Discussion

Based on observation 1 and 2, it can be concluded that there is large delay variability between
the transmission lines. This could be caused by unequal PCB traces or routing differences in the
FPGA. However, these are unlikely since the traces are length matched at 62.5 mm (See Table
D.1 and internal routing differences are negligible due to adjacent I/O pins. The variability is most
likely caused by input and output buffers, which are heavily influenced by hardware variability
during fabrication [59]. Similarly, non-deterministic delays are added since the carrier board ad-
dress regular I/O pins and not clock-capable pins(See Section 2.3). The regular I/O pins are not
designed for deterministic delay from the IO pad to the internal clock lines [1].

Based on observation 3 and 4, there is less varying transmission delay difference in the same link
between a slave-master transmission and amaster-slave transmission (75-110 ps). Thus, a much
more consistent delay for the direction measurements is observed compared to observations 1
and 2. This is graphically verified in the graph, since the red and blue points seem to be at a
consistent delay difference from each other. Hence, it is concluded that a large contribution of
the consistent delay difference is caused by the difference in the single-ended buffer, single-ended
line and distance to the via. Naturally, these contributions will not be present in the implementation
of the three-line delay calculation, since no measurement point is required.

Interestingly, the slave to master delay in line 3 has almost twice as much variance in the mea-
sured delay samples than the other transmission lines (observation 5). Therefore, the measure-
ment has been repeated three times and the measurement time has been extended, to no avail.
However, by switching the FPGAs in the slots, the increased standard deviation was seen on the
measurement in the other direction. Therefore, the inaccuracy is caused by the output buffer of
the slave device on line 3.
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Based on the above discussed observations, it can be concluded that the assumption in Section
3.6.1 is valid: Namely, the transmission delay over the added bi-directional link is approximately
equal when the signal moves from slave to master andmaster to slave. Similarly, the transmission
delay over different links varies, which means that a two-line one-way calculation will suffer from
inaccuracy induced by the link asymmetry. A three-line asymmetry calculation will therefore be
beneficial in terms of one-way delay estimation.
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4.2. Low-cost hardware implementation

The newly definedWhite Rabbit switch model has been thoroughly discussed and designed in the
previous chapter. One of the requirements of the opted model is cost-efficiency compared to the
current design. Hence, it was theoretically motivated to provide the switch functionality distributed
over smaller and drastically less expensive FPGAs, without verifying that the new implementation
is in fact less expensive. After all, extra costs such as multiple PCB assemblies, extra oscillators
and carrier boards were not considered in the motivation. Therefore, the goal is to verify whether
the newly defined switch has low-costs compared to the current switch implementation.

4.2.1. Verification procedure

To verify that the newly defined switch is cost-effective, the estimated costs of the current imple-
mentation are compared with the estimated hardware costs of the newly defined switch.

4.2.2. Results

This section presents the results of the cost-efficiency of the newly-defined White Rabbit switch.
The hardware costs of the current White Rabbit switch design is estimated at $ 3935 according
to Table B.4. Similarly the hardware costs of the currently designed node cost $ 205 according
to Table B.2.

An extended version based of the distributed switch, would require one slave node and 17 master
nodes. Under the assumption that additional costs are required for the carrier board, connectors
and power distribution, the following cost estimation can be made (See Table 4.1).

Table 4.1: Main hardware components of a distributed White Rabbit switch

Component Function/type Approximated cost ($)

Node 1 Slave, 17 Masters 3690
Ethernet Switch Generic 18 port 400
Assembly + PCB Production costs 50
Connectors Each node has one 90
Power adapter 15

Total costs 4245

However, this work also discussed the option to reduce the measurement accuracy from 4 to 1
ps, as presented by Hongming et al. [30] (See Table 3.1. Therefore, one oscillator (VCXO) and
Digital-to-Analog converter (DAC) can be removed from the node devices. Additionally, master
nodes contain an oscillator and Phase-Locked-Loop (PLL) combination, simply because the node
designs have to be capable to become a slave or grand-master too. Since the masters in the
switch, only have to be masters, it could be decided to remove the oscillator (VCTCXO + PLL).
Hence, Table 4.2 shows the new costs per slave and master Table. Table 4.3 compares the costs
of the current White Rabbit switch design, the distributed switch design and the distributed switch
design with reduced node instances.
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Table 4.2: Cost reduction in the Slave and Master nodes.

Component Elimination Approximated cost ($)

Slave VCXO and DAC 183
Master VCTCXO, VCXO, PLL and 2*DAC 130

Table 4.3: Summary of the current White Rabbit switch, the distributed switch and the reduced switch.

Component Approximated cost ($)

Distributed switch 4245
Current switch 3935
Reduced switch 2948

4.2.3. Discussion

Table 4.3 showed that the distributed switch design can only be cost-efficient, if reduced master
and slave nodes are applied. The removal of the phase measurement oscillator (VCXO), results
in slightly decreased measurement performance. Since the fine delay elements (IDELAY) have
a resolution of 39 ps, measurement accuracies below that resolution are not improving the syn-
chronization accuracy. The elimination of the oscillator (VCXO) can therefore be motivated and
replaced by a method with internal PLLs [30]. It was opted to remove the other oscillator as well in
master devices, as they are not strictly required. However, the oscillator is used in a SoftPLL con-
struction (See Section A.1), whereby it can be used as a jitter filter for the incoming clock signal
from the slave nodes. Thus, the reduced distributed switch can be cost-effective as it reduces the
hardware costs with approximately 25%. In contrast, it decreases the performance since input
jitter filtering is reduced.

4.3. Conclusion

Whilst both the fine delay measurement and fine delay compensation were thoroughly discussed
by means of specifications and simulations, the three-line asymmetry calculation had to rely on
a theoretical discussion. As such, measurements have shown that the transmission delay over
an added bi-directional link is approximately equal when the clock signal moves from slave to
master and vice versa. A large delay variability between other transmission lines is subsequently
exposed. The variability leads to inaccurate one-way estimations with a traditional two-line ap-
proach. A three-line asymmetry calculation will be conclusively beneficial for the synchronization
accuracy. The low-cost requirement of the distributed switch can be maintained through elimi-
nation of components in the slave and master node. The reduced switch lowers the hardware
costs with approximately 25% by trading off cost-effectiveness with jitter filtering and consecutive
performance.



5
Conclusions

In this chapter, the thesis will be concluded. Firstly, a summary of this thesis is provided (Section
5.1). The contributions of this work are presented regarding the research question (Section 5.2).
Finally, recommendations are made for research in future works (Section 5.3).

5.1. Summary

Highly accurate time sources, such as Cesium-based or GPS clocks, are the best candidates to
provide a correct notion of time, but are too costly and impractical for implementation in every
modern digital device. Ubiquitously, (crystal) oscillators are employed instead. To maintain a
shared notion of time, the offsets and drift/jitter have to be compensated via the concept of syn-
chronization, divided into time offset equalization and syntonization. Packet-based distribution
protocols such as NTP and PTP can provide time offset equalization, whilst synchronous Ether-
net can deliver syntonization. To reach high synchronization accuracy, PTP and synchronous
Ethernet can be combined into an improved protocol, referred to as White Rabbit. Additionally
White Rabbit removes Transparent Clocks to improve asymmetry estimations and introduces a
clock feedback loop to improve accuracy. White Rabbit enhances the one-way delay calcula-
tion through fine and coarse delay measurements. These improve PTP timestamps to reach
sub-nanosecond synchronization accuracy.

The White Rabbit project has limitations though: it relies on extensive calibration parameter sets
that are only available for limited devices and do not account for hardware variability. This is
in contrast with the initial project objectives. Secondly, the update cycle of the hardware imple-
mentation is slow. Namely, the current White Rabbit switch is based on FPGA platforms from
ten years ago. Thirdly, the switch contains costly components and requires full replacement of
present network switches upon deployment.

This work opted to define a new switch design, which distributes the synchronization tasks over
several smaller FPGAs to provide a low-cost implementation and improve applicability, whilst
requiring minimal factory calibration and maintaining sub-nanosecond accuracy between devices.

The new switch concept is based on the smaller and widely applied White Rabbit node design.
The proof of concept is based on two interconnected FPGAs forming a 1-port White Rabbit switch.
Fine delay measurements, asymmetry estimations and fine delay compensations are applied to
reach synchronization between the FPGAs. The Digital Dual Mixer Time Difference (DDMTD) is
preferred for the fine delay measurements due to its superior resolution, area and invariance to
large clock periods. A three-line asymmetry calculation is introduced and motivated to provide an
improved one-way delay estimation. Lastly, the IDELAY was selected to provide the fine delay
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compensation due to its process-voltage-temperature (PVT) invariance, negligible jitter addition
and area demands.

Whilst both the fine delay measurement and fine delay compensation were thoroughly discussed
by means of specifications and simulations, the three-line asymmetry calculation had to rely on
a theoretical discussion. As such, measurements have shown that the transmission delay over
an added bi-directional link is approximately equal when the clock signal moves from slave to
master and vice versa. A large delay variability between other transmission lines is subsequently
exposed. The variability leads to inaccurate one-way estimations with a traditional two-line ap-
proach. A three-line asymmetry calculation will be conclusively beneficial for the synchronization
accuracy. The low-cost requirement of the distributed switch can be maintained through elimi-
nation of components in the slave and master node. The reduced switch lowers the hardware
costs with approximately 25% by trading off cost-effectiveness with jitter filtering and consecutive
performance.

5.2. Contributions

This work set out to explore an alternative concept of the White Rabbit switch and find an answer
to the following research question:

Can we define a distributed low-cost White Rabbit switch,
which requires minimal calibration and maintains sub-nanosecond accuracy?

The research question is translated into a design with four requirements. The following list dis-
cusses the requirements and defines whether the objective of the research question is attained:

– Distributed and modular design

The new switch concept is based on the smaller and widely applied White Rabbit node de-
sign. The proof of concept is based on two interconnected FPGAs forming a 1-port White
Rabbit switch. Fine delay measurements, asymmetry estimations and fine delay compensa-
tions are applied to reach synchronization between the nodes in the distributed switch. Ad-
ditionally, these nodes lie on separate boards and the amount of output ports can be scaled.
The design is therefore modular, easily upgradeable and replaceable. The requirement is
therefore attained.

– Minimal factory calibration

White Rabbit relies on extensive calibration parameter sets and the new switch does not add
any. Instead of using calibration parameters and traditional two-line transmission delay es-
timations, a three-line asymmetry calculation is shown to improve performance. It provides
a designer with flexibility regarding the physical implementation of the distributed switch, as
the influence of asymmetry and trace length are reduced. This leads to minimal factory
calibration and the attainment of the requirement.

– Low-cost implementation The low-cost requirement of the distributed switch can only be
maintained through elimination of components in the slave and master node. The reduced
switch lowers the hardware costs with approximately 25% by trading off cost-effectiveness
with jitter filtering and consecutively, accuracy. Secondly, the reduction of the nodes de-
creases the modularity of the switch, since nodes are no longer interchangeable. Hence,
the newly defined switch can be low-cost, but thereby reduces performance and modularity.

– Synchronization with sub-nanosecond accuracy and precision

Fine delay measurements, asymmetry estimations and fine delay compensations are ap-
plied to reach synchronization between the FPGAs. The Digital Dual Mixer Time Difference
(DDMTD) is preferred for the fine delay measurements due to its resolution of 3.9 ps, area
and invariance to large clock periods. The IDELAY provides the fine delay compensation
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with steps of 39 ps and due to its process-voltage-temperature (PVT) invariance, negligible
jitter addition and area demands. In combination with the link asymmetry compensation,
the accuracy can reach up to the resolution of the fine delay compensation (39 ps). There-
fore, the switch can have a fine delay difference of 39 ps between the input and output port,
which is considered low compared to the sub-nanosecond accuracy requirement between
the White Rabbit devices. However, it cannot be concluded yet that the design fits the re-
quirement, until the White Rabbit accuracy can be tested when connected to other White
Rabbit devices.

The new switch design distributes the synchronization tasks over several smaller FPGAs to pro-
vide distribution of the load.

5.3. Future work

Multiple opportunities for potential improvements are identified during the elaboration of this work.
These opportunities are either outside of the scope of this work or do not fit the time- frame of the
project. Since these opportunities are not acted upon, recommendations are provided for future
work. These recommendations can be found below:

– Deployment of the newly defined switch with clock capable pins.

The current verification platform contains two FPGAs and a carrier board, which connects
PCB traces regular I/O buffers (non-clock-capable). These buffers contain non-deterministic
delays and induce more jitter on the passing clock signals. Non-determinism aims at the in-
ability of the manufacturer to guarantee a constant propagation delay from the I/O pad to
the clock lines. This also reduces accuracy and induces short-term changes that the asym-
metry calculation cannot counter, since it only reduces the effects of long-term variation. A
verification platform with interconnected clock-capable pins can be considered for improved
performance in terms of short-term jitter and measurement accuracy.

– Hardware control through the deployed microprocessor in the FPGA.

The components in the switch design are controlled through hardware controllers and manu-
ally scheduled through assertion of a control line. To improve applicability and performance,
efforts could be made to use the residing microprocessor in the node designs to deploy
software-based control (such as software-based Proportional-Integral-Derivative (PID) con-
trollers). In that case, it is advisable to continue this exploration with a RISCV processor,
since the upcoming version of White Rabbit will replace the LM32 with a RISCV core.

– Increase of the SFP count per node to reduce the amount of nodes.

Since the node designs are single-ports, only one of the four transceivers of the Artix 7 FP-
GAs is occupied. Therefore, it is incredibly beneficial to increase the SFP count per module,
to reduce the amount of needed master nodes. The load on the master nodes would in-
crease, as four times more signals will have to be translated into packets and consequently
separated by the Ethernet class devices (See Appendix A). The costs would drastically re-
duce since the node costs are the largest contributing factors to the total costs (See Table
4.1). Namely, five modified master nodes with four SFPs would be required, instead of 17
single-port master nodes.

– Proof-of-concept and definition of the distribution network to multiple ports

This work focused on a proof of concept based on two interconnected FPGAs forming a 1-
port White Rabbit switch. Fine delay measurements, asymmetry estimations and fine delay
compensations were discussed and compared. A next step would be the definition and proof-
of-concept of the network inside the distributed switch. Besides switching the transmission
lines for asymmetry calculations, the slave node also has to divide its time over several
attached master ports. Fortunately, White Rabbit is based on long-term delay variations and
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does not require continuous measurement (e.g., a DDMTD takes minutes to calculate the
phase difference).
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A
Operation of White Rabbit

components

Time offset calculations depend on the measurements and adjustments in the White Rabbit de-
vices (e.g., phase measurements, counters and time-stamping). Most of these functionalities are
provided or controlled by internal RTL components. This section discusses the common RTL
components of the ordinary clock design (node) and the boundary clock design (switch).

The ordinary clock design represents the set of RTL components to form a single-port core that
executes the White Rabbit protocol. Single-port cores cannot only represent slave devices, but
can fulfil both the function of grand-master and master upon correct configuration. The boundary
clock design represents the set of RTL components to form a multi-port core, which primarily
contains similar components for the White Rabbit protocol as the single-port core design. The
components can be grouped into two classes, based on their contribution. The operation of the
phase measurement and correction class and Ethernet class, will be highlighted in subsequent
sections, as these induce properties that are useful for the objective of this thesis.

A.1. Phase measurement and correction class

The phase measurement and correction class in White Rabbit, is responsible for fine delay mea-
surements in master mode and provides fine delay compensation and syntonization in a slave
configuration. In master configuration, the master recovered clock (4) from Figure 2.14 will be
extracted from the data arriving at the master and compared to the reference clock via a phase
measurement. When a slave is considered, the present oscillator will be syntonized to the re-
ceived slave recovered clock (2) in Figure 2.14. After the execution of the White Rabbit protocol,
the slave recovered clock (2) will be shifted to a phase-shifted clock (3), to align with the refer-
ence clock. When a boundary clock design is considered, the input port is in slave mode and
distributes the phase-shifted clock to each output SFP module. For each of the master ports, the
phase of the recovered clock has to be compared to the reference clock. Therefore, the phase
measurement and correction class performs all three tasks at the same time: Namely, fine delay
measurement, syntonization and fine delay compensation. These functionalities are aided and
controlled by the software-based PLL and LM32 processor.

The software-based PLL (softPLL) is the core component of the White Rabbit synchronization
process. It represents the exact difference between regular PTP and White Rabbit: Namely, fine
delay measurement and fine delay compensation. The control of the component is handled by
an LM32 microprocessor. Additionally, the phase measurement and correction class consists of
two external oscillators (VCO), a PLL and digital-to-analog converters(DAC). Figure A.1 shows
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an overview of the softPLL. The green set is used for syntonization and fine delay compensation.
The orange set is used as a reference for the fine delay measurements (expressed in phase
difference). The gray area with phase difference measurements and LM32 reside inside the
FPGA fabric.

Figure A.1: Overview of the White Rabbit software-based PLL. The red clock set
represents the extracted clock from the SFP. This can be the master recovered clock in

master mode or the slave recovered clock in slave mode. The green set
(Digital-to-analog converter, VCTCXO oscillator and PLL) present the clock that is used
in the White Rabbit instance. This can either be the used reference clock in master

mode, or the phase-shifted clock in slave mode. The oscillator has a 10 parts-per-million
pullability range, which can be controlled through the DAC and serial peripheral interface
(SPI). The oscillation frequency of the oscillator can therefore be tuned. The orange set
represents a separate clock that is used as a reference for the phase measurements and
can be tuned over a 100 ppm range. The gray set and LM32 measure and control each

of the hardware components and reside fully inside the FPGA fabric

In contrast with a regular PLL, the phase difference between clock signals is not expressed in a
voltage, but rather a digital value. A simple LM32 processor, processes the digital phase differ-
ence value and calculates an adjustment value for the DAC. This can be used to reach syntoniza-
tion. After all, if one keeps the measured phase difference constant, the clocks are syntonized.

However, synchronization is desired and a one-way phase difference between the slave and
master clock is extracted from timestamps and phase measurements. The LM32 can calculate
what the value of the phase difference should be to compensate the acquired value from the fine
delay measurement. A PI controller in the LM32 software, calculates the current digital value for
the oscillator to gradually increase or decrease frequency, to alter the phase.

The motivation to construct a software-based PLL instead of a hardware-based PLL stems from
the fact that hardware is harder to debug. In the current implementation, the controls are com-
pletely in hands of the LM32. Similarly, a software-based implementation appears to take less
physical space and provides better controls over the complex algorithms that handle the phase
shifts[58].
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A.2. Ethernet class

White Rabbit uses gigabit optical Ethernet and the components that provide that service are part
of the Ethernet class. The class can be composed of five main elements as can be seen in Figure
A.2: the physical layer transceiver (PHY), the endpoint, the fabric interface, the mini-NIC and the
user code.

Figure A.2: Overview of the main components in the Ethernet class. Namely, the
physical layer transceiver (PHY), the endpoint, the fabric interface, the mini-NIC and the

user code.

Themini-NIC communicates with the LM32microprocessor, as it constructsWhite Rabbit packets,
or actually PTP packets. The LM32 places messages in a dual-port memory after which the mini-
NIC constructs the network packet. However, not only White Rabbit packets can be sent through
the network: Namely, user traffic may enter via the user code interface. Both instances, the
mini-NIC and the user code, have to assert a high signal to the fabric interface. It analyzes the
priority of the presented message, which normally means that user traffic is favoured over White
Rabbit traffic. The fabric interface also receives packets, which are sent through to either the
mini-NIC or the user code, depending on the packet type. After the fabric interface, the endpoint
is reached. The endpoint chops the packets up into transmittable bits or constructs Ethernet
frames upon receiving bits. Additionally, the endpoint provides the critical task of timestamping
incoming packets. Subsequently, the PHY transceivers provide extraction of a clock signal and
(de)serialization of data. Both the serialized data signal and clock from the endpoint, are offered
to the SFP modules.



B
Preliminary hardware analysis of

White Rabbit designs

The performance of the synchronization in terms of accuracy and precision, are directly related
to the accuracy and precision of the physical implementations on the FPGA boards. Therefore,
preliminary experiments were set up to implement and test the White Rabbit node on Artix-7
FPGA’s to support the discussion on the White Rabbit protocol. Subsequently, a small summary
is presented stating the required hardware and approximated costs for the White Rabbit node
design. Lastly the boundary clock design (switch) is analyzed for which a similar hardware table
is provided.

B.1. Ordinary clock design

To gain understanding about the ordinary clock design and perform tests on the newly-designed
boards, a White Rabbit node design was built for the Topic boards based on the Artix 7 CLBv3 ref-
erence designs from Nikhef [25], the Spartan 6 reference design [16] and the compact CUTEWR
reference design [19][30]. A custom Board Support Package (BSP) was build according to the
White Rabbit abstraction hierarchy. It includes the Platform Support Package (PSP) constructed
for Artix-7 devices specifically, in combination with the common VHDL modules for every White
Rabbit instance. The composed set represents the core of the White Rabbit functionality, accom-
panied by a minimal standard software implementation for the LM32 micro-controller.

B.1.1. Utilization

Table B.1 summarizes the hardware utilization of a single-port White Rabbit implementation on a
Topic Artix-7 board. Due to the SFP module, one of the four transceivers is occupied. Similarly, it
is seen that utilization of BRAM is at 76 %. This may be due to the large presence of calibration
parameters that are written once and read out during boot. Similarly, large dual-port ram is used in
between the mini-NIC and LM32 processor, as is FIFO BRAM in between different clock domains.
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Table B.1: Utilization report from Vivado 2022.2 of the White Rabbit node design for Topic. Note the large percentage of used
BRAM elements. Similarly, the GTPE2 percentage corresponds with the use of one transceiver for the single SFP (4

transceivers are available). The utilization includes an Integrated Logic Analyzer, which does not exceed 0.80 % of each of the
utilization percentages.

Type Usage (%)

Slice LUTs 24.13
Slice Registers 13.95
Slice 27.09
Block RAM 76
GTPE2 25

B.1.2. Database

During testing, it could be verified that White Rabbit relies on calibration sets from CERN’s
database. In this configuration, an unsupported SFP module was plugged in the SFP socket.
The initialization process could not find a matching ID in the calibration database, throwing an
error and stopping the White Rabbit initialization process (See Figure B.1). Similarly, the process
looks for t24p calibration parameters. These are read from the external EEPROM memory and
required for the calibration of the ϕtrans parameter. This means it falls back on pre-calibrated
values.

Figure B.1: Screenshot from the UART terminal connected with the White Rabbit node design, modified and running on the
Topic Artix-7 board. Note that the system cannot find calibration parameters for the currently plugged in SFP module, from

previous calibrations or in the database. Hence, it is not calibrated at all!
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B.1.3. Hardware components

This section provides a list for the hardware components needed to construct a White Rabbit
node. The Topic boards are considered to provide the hardware platform for the White Rabbit
nodes. Hence, the estimated costs are approximated based on components from that board in
combination with the prices from Mouser [42]

Table B.2: Main hardware components of an ordinary White Rabbit clock

Component Function/type Approximated cost ($)

VCTCXO   Voltage to 25 MHz  30
PLL 25 to 125 MHz  15 
VCXO  20 MHz (phase reference) 15 
DAC 2 * SPI to voltage  15
FPGA Artix-7 50 
EEPROM Storage parameters 5 
Passive components Connectors, buttons, etc. 10
SFP 15
Assembly + PCB  Production 50 

Total costs 205

B.2. Boundary clock design

B.2.1. Utilization

Table B.3 summarizes the hardware utilization of a multi-port White Rabbit switch implementation
on a Virtex-6 FPGA (XC6VLX240T).

Table B.3: Utilization overview of WRS-3 on the Virtex-6 FPGA (XC6VLX240T). Adapted from Seven Solutions

Type Available Usage (%)

Slice LUTs 150K 24.13
FF 301K 13.95
Block RAM 14.9 Mb 76
GTPE2 24 75

B.2.2. Hardware components

This section provides a list for the hardware components needed to construct a White Rabbit
switch. The component estimations are extracted from the current leading implementation from

https://ohwr.org/project/wr-switch-hw-v4/wikis/uploads/c4fa8bc97eeeb551c736146eae7b8e25/WRS-4_main_board_Hardware_Architecture_-v1.7-2020-06-09.pdf
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Seven Solutions (Latest version v3.4) [7]. Hence, the estimated costs are approximated based
on components from that board in combination with the prices from Mouser [42]

Table B.4: Main hardware components of the White Rabbit boundary clock (rev. 3.4)

Component Function/type Approximated cost ($)

VCTCXO   Voltage to 25 MHz  30
PLL 25 to 125 MHz  15 
VCXO  20 MHz (phase reference) 15 
DAC 2 * SPI to voltage  15
FPGA Virtex 6 (XC6VLX240T) 3500 
CPU Offloads the FPGA (ARM) 15 
EEPROM Storage parameters 5 
SFP 18 * SFP 270
Passive components Connectors, buttons, etc. 20
Assembly + PCB  Production 50 

Total costs 3935



C
Supporting schematics, tables and

simulations

C.1. Digital Dual Mixer Time Difference

This section provides waveforms and tables to support concepts of the main text with more detail

C.1.1. Table: Comparison of the resolutions of external oscillators and in-
ternal PLLs

This table illustrates the difference in resolution between the external oscillator solution and the
internal double PLLs [30]:

Table C.1: Comparison of the DDMTD measurement resolution with two external oscillators (typically implemented with White
Rabbit devices) and a set of cascaded internal PLL’s in Xilinx Spartan 6 technology (XC6SLX45T-4CSG324C)

VCXO (100 ppm) VCXO (122 ppm) Hongming[30]

Resolution (ps) 0.977 1.953 3.906
n 16384 8192 4096
Input clock (MHz) 62.5 62.5 62.5

C.1.2. Simulation: The operation of a DDMTD

To illustrate the operation of a DDMTD through simulation, an example waveform can be seen in
Figure C.1. It can be seen that the under-sampling frequency is equal to the difference frequency
between clk1 and clkDDMTD. Namely, the clkDDMTD edge shifts with the difference period time
(tDDMTD = 1ns) compared to the edges of the sampled clocks. The resolution of the phase
measurement therefore depends on the frequency difference between the sample clock and input
clock [40].
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Figure C.1: A simulation waveform with clk1 = 8ns, clkDDMTD = 7ns and a phase difference of 4ns. The blue markers
denote several sampling points. By counting the high registered samples of sample_out (clk1 sampled) before the

sample_out2 (clk2) samples are high, one denotes that the result is 4 samples, as can be seen in the value count. Therefore,
the phase difference can be calculated as 4ns.

To obtain the maximum resolution (as defined by Hongming et al. [30]), a n-value of 4096 is
applied. The difference in period between the incoming clock clka (8 ns) and the DDMTD clock
(8.0018 ns). Hence, the under-sampling happens at steps of 1.8 ps, which defines the resolution
of the implementation. A phase difference of 3888 * 1.8 indicates 6.9984 ns where in fact 7.0000
ns difference was set. The error is 1.6 ps in simulation, which is not realistic considering that
jitter-less clock signals are simulated.

Figure C.2: A simulation waveform with clk1 = 8ns, clkDDMTD = 8.0018ns and a phase difference of 7.0000ns. The red
marker shows the amount off counted samples of the ddmtd clock. It corresponds to 1.8 * 3888 = 6.9984 ns phase difference,
which means that there is a 1.6 ps error. However this example is not realistic, as jitter-less clock signals are considered.

C.1.3. Simulation: Phase jitter on the input and sampling clocks

An example can be seen in Figure C.3, where phase jitter was placed on the DDMTD clock (5%
of the period) and on the input clock signals (1% of the period). Without deglitching and averaging
the phase measurements, the resulting phase can be inconclusive.
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Figure C.3: A simulation waveform to illustrate the instability in the DDMTD with jitter addition on clock signals. The DDMTD is
formed with single sampling flipflops and without presence of deglitching logic. The clock DDMTD is set with n = 4096 and is
simulated with 5% phase jitter from its period. The input clocks are simulated with 1% jitter noise from the input clock. The

phase difference between the clocks is 30 ps. Different versions of sample_out compare no jitter, jitter on the DDMTD clock, on
the input clocks or on both.

C.2. IO Delay

C.2.1. Schematic: The block diagrams of an IDELAY2

A block diagram of the inputs and outputs of the IDELAY2 and IDELAYCTRL primitives can be
found in Figure C.4a and C.4b.

(a) IDELAY2 primitive (b) IDELAYCTRL primitive

Figure C.4: Block diagrams of IDELAY2 and IDELAYCTRL primitives [3]

C.2.2. Graph: One-way transmission delay measurements



D
Measurements and specifications for

verification

D.0.1. Table: Trace delay specifications

Table D.1: Trace delay specifications from Altium and specifications sheets.

Connection Type Length (mm) Delay (ps)

Between FPGA’s LVDS 62.535 437.444
FPGA to Mezzanine LVCMOS 32.185 216.291
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D.0.2. Graph: One-way transmission delay measurements

Figure D.1: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 1. The direction: the slave is measured at its oscillator, and the master is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge

Figure D.2: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 2. The direction: the slave is measured at its oscillator, and the master is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge
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Figure D.3: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 3. The direction: the slave is measured at its oscillator, and the master is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge

Figure D.4: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 4. The direction: the slave is measured at its oscillator, and the master is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge
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Figure D.5: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 5. The direction: the slave is measured at its oscillator, and the master is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge

Figure D.6: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 1. The direction: the master is measured at its oscillator, and the slave is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge
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Figure D.7: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 2. The direction: the master is measured at its oscillator, and the slave is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge

Figure D.8: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 3. The direction: the master is measured at its oscillator, and the slave is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge
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Figure D.9: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 4. The direction: the master is measured at its oscillator, and the slave is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge

Figure D.10: A screenshot from the Teledyne LeCroy Oscilloscope of type waveMaster 813Zi-B. The transmission delay is
measured on line 5. The direction: the master is measured at its oscillator, and the slave is measured at its via on the

single-ended line. The bandwidth was limited to 200 MHz on both input channels. The transmission delay is expressed by the
variable EdgeToEdge
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