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Appendix A: Time Planning



B.1 study goals

A preliminary pilot study was conducted on the campus of Delft University of 
Technology (TUD). The aim of this study is to:

- Test the feasibility and usability of the interactive prototypes.
- Evaluate whether the study design effectively satisfies the research goals.
- Identify potential methodological issues before launching the main study.
- Findings from this pilot were used to refine the research setting, interaction 
prototypes, and data collection methods.

B.2 pilot study settings

8 participants recruited from a sign-up link joined the pilot study. They all age from 
24-30 years old, and 7 participants are from the Industrial Design Engineering (IDE) 
faculty.

All pilot sessions were conducted in an informal setting in IDE faculty building, on 
the TU Delft campus.

Participants were invited to explore all prototypes freely, without a predefined 
task. Minimal guidance was provided to allow for natural interaction. The overall 
procedure followed the same structure as in the formal study.

Data analysis methods are the same with those of the formal study, combining 
qualitative techniques (e.g., observation and reflection) with quantitative measures 
such as Likert-scale ratings.

B.3 materials & prototypes 

The selected prototypes were designed to explore several key themes in colour 
interaction:

- Digital vs. tangible interaction
- Multisensory engagement vs. visual-only perception
- The relationship between colour and emotion
- The desirability of freedom and creativity in user engagement

The prototype overview is as follows:

Prototype A: Paper and Colour Pens: 
Participants are given a double-sided sheet: one side is blank for free drawing, 
while the other contains a printed outline that can be filled with colour. This 
prototype is designed to explore the desirability of freedom and creativity in user 
engagement with colours.
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Prototype B: Digital Sound–Colour Blocks 
On a digital screen, each colour block is associated with a specific musical tone—
brighter colours trigger higher-pitched notes, while darker colours correspond to 
lower-pitched sounds. This prototype examines how multisensory engagement, 
specifically combining colour and sound, influences user interaction, and also 
contributes to the comparison between digital and tangible interaction formats.

Prototype C: Digital Painting-Based Colour–Sound Blocks
A painting is presented alongside a deconstructed musical score that reflects its 
colour composition. Participants can click on colour blocks to play corresponding 
instrument tracks, allowing them to recompose the painting as a layered sound 
experience. This prototype explores how colour can be interpreted through 
multisensory translation and contextual meaning, while also serving as a digital 
counterpart in the digital vs. tangible comparison.

Prototype D: Digital Emotion–Colour Association
Each colour block on the screen is linked to a specific emotion based on Plutchik’s 
(2001) model. When clicked, a collage of expressive images appears, becoming 
denser with continued interaction. This prototype is designed to explore how users 
perceive and respond to the relationship between colour and emotion, and it also 
represents a digital-only mode of interaction within the study.

Prototype E: Tactile Textures 
Each colour is represented by a distinct 3D-printed texture, allowing users 
to explore colours purely through touch. This prototype tests whether colour 
impressions can be meaningfully conveyed through non-visual, tactile interaction.

Prototype F: Tangible Colour Objects
Participants interact with various physical colour elements—including LEGO 
bricks, puzzle blocks, and wool balls—by building, arranging, and combining them. 
This prototype aims to explore how hands-on, playful construction supports user 
creativity and freedom and engagement in colour interaction.



B.4 procedure
The study aims to be conducted as a one-on-one session, lasting approximately 
15-20 minutes per participant. The procedure consists of the following steps:

1. Introduction & Consent: 
The session began with a brief explanation of the study’s purpose and structure. 
Participants were then asked to read and sign an informed consent form, in line 
with ethical research practices.

2. Background Questions: 
Participants were asked to reflect on their previous museum experiences and 
share any memorable impressions. To contextualise the upcoming tasks and 
assess alignment with the target user profile, they were also asked to circle 
adjectives from a vocabulary list that best described their ideal interactive museum 
experience. This step helped identify initial preferences and ease participants into 
a reflective mindset.

3. Test Mock-ups & Think-Aloud: 
Participants interacted with all prototypes in a random order, verbalising their 
thoughts, feelings, and reactions in real time. The researcher provided guidance 
when necessary to avoid confusion while preserving natural responses. This stage 
aimed to sensitise participants to different interaction mock-ups and uncover 
deeper preferences and needs.

4. Survey & Interview: 
After testing, participants revisited the same vocabulary list—this time circling 
adjectives for each prototype separately—to help them articulate their impressions 
and reflect on differences across experiences. They are then asked to complete a 
Likert-scale questionnaire rating each prototype across four dimensions: element 
of surprise, engagement, intuitiveness, and ease of use. A short semi-structured 
interview followed to explore reasons behind their choices, any challenges 
encountered, and moments they found particularly meaningful or enjoyable.

B.5 results & analysis
The pilot study involved 8 participants and generated both qualitative and 
quantitative data types consistent with those in the formal study. As in the main 
user study, qualitative data included participant-selected keywords describing each 
prototype, observed interaction sequences, and think-aloud interview transcripts. 
Quantitative data consisted of Likert-scale ratings across four evaluation 
dimensions: engagement, intuitiveness, ease of use, and element of surprise. Data 
processing followed the same methods as outlined in Section 3.2, including word 
cloud visualisation of descriptors, and radar chart comparisons. 
This section focuses on findings for prototypes that were tested in the pilot study 
but not retained in the formal study.
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Prototype B：

Prototype D：

·The word confusing overwhelmingly dominated feedback on Prototype B (Digital 
Sound–Colour Blocks), with few neutral or positive terms like original. The lack of 
clarity and user connection led to consistent disengagement. Due to this persistent 
negative feedback, Prototype B was removed from the formal study.

Prototype D (Digital Emotion–Colour Association) was described as predictable, 
confusing, and neutral by most participants. The absence of emotionally rich or 
engaging descriptors indicated weak user resonance. Given its limited impact and 
overlap with better-performing alternatives, it was excluded from the formal study.

Across the four evaluation dimensions, ease of use was rated highest for Prototype 
C ( 4.3), indicating strong clarity and accessibility. Surprising peaked in Prototype 
E (4.3) and was lowest in D (2.7), suggesting a clear engagement gap. For fun 
and engaging, Prototype E scored the highest (4.0) and Prototype A scored 
second(3.8), while B and D underperformed (<3.0), aligning with their eventual 
exclusion. Intuitiveness was consistent across most prototypes (3.5–3.7), with A 
and F slightly leading.



B.6 modifications for formal study

1. Removal of Prototype B:
Prototype B (digital sound–colour blocks) was removed due to significant 
conceptual overlap with Prototype C. Participants found the two prototypes 
confusing when tested together, and Prototype C was consistently perceived as 
more engaging and meaningful. As sufficient insights had already been gathered 
on Prototype B—highlighting its subjective interpretations and lack of alignment—
it was excluded to streamline the study and avoid redundancy.

2. Removal of Prototype D:
Prototype D (emotion–colour mapping) was also excluded for the formal study. 
While participants acknowledged emotional associations with colours, they 
expressed that emotional responses to complete paintings were stronger and more 
relevant than those triggered by abstract colour blocks alone.

3. Addition of a Task:
An extra task was introduced in the formal study, asking participants to reinterpret 
or recreate one of Van Gogh’s paintings using a selected prototype. This addition 
helped reduce uncertainty and provided clearer direction, while encouraging 
participants to focus more consciously on colour use and interpretation.

4. Revision of the Drawing Template (Prototype A):
The free drawing template was revised to include a sunflower-inspired outline on 
one side of the paper. This change aimed to strengthen the contextual link with 
Van Gogh’s work and enhance relevance to the museum setting.

5. Improved Clarity and Support During Testing:
To ensure a smoother testing process, several adjustments were made:
 – Additional hints were included in the interview script to prompt reflection
 – Printed reproductions of Van Gogh’s paintings were provided to inspire 
participants
 – Researcher guidance was slightly increased where necessary to prevent 
confusion or hesitation. E.g. triggering people to draw on paper, asking them what 
colour the tactile blocks remind them of, etc.
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C.1 Interview Script

1. Introduction & Consent (2 min): 

Explain the study’s purpose and objectives, then obtain informed consent from the 
participant.

“Hi, I am Linrui and I will be conducting the interview.”

“Hi, I am Linrui and I am a student conducting a research about interacting with 
colours” “Are you interested in interacting with colours?” “Will you join my 
15-minute user testing session?”

the aim of the study: “sensitizing”- “This study is not just about evaluating different 
prototypes, but more about bringing out your thoughts, feelings, and associations 
with colours, making you more aware of your own experiences with colours. 
I’m just interested in how you perceive and engage with different interactions. 
This process helps us uncover deeper insights that might not come to mind 
immediately” I will show you some things relate to colours and tell me how you 
relate to them

"Thank you for joining this interview. I am conducting research to explore how 
people interact with colours through different mediums. We want to understand 
your thoughts, feelings, and all your insights are valuable and will contribute 
not only to my graduation project but also to the van gogh museum in the future 
project and exhibitions.”

"This interview will take about 20 minutes, and everything you share will be kept 
anonymous and confidential and used only for this project."

—— ——

"Before we start, I would like to ask for your permission to record our interview for 
research purposes. The recording will only be used to analyse your answers and 
will not be shared with anyone."

“I also want to ask you to sign the following consent form. Please take your time.”

2. Background Questions (3-5 min): 

Ask participants about their past museum experiences and any memorable 
impressions they have had. *Ask the participants to circle the adjectives on 
the vocabulary list they would like to describe their ideal interactive museum 
experience.

“Can you briefly introduce yourself?” “Your age?” “What do you do” “What are your 
interests or hobbies?”

“Your background?” “Do you have a lot of knowledge about colours or art?”
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—— ——

“Do you enjoy going to museums?” “Can you recall one museum experience you 
once had involving interactions” “What’s it about?”

“Why was it so memorable?” “What did it make you think?” “What did it make you 
do?”

explain the vocabulary list

“With that memory in mind, Can you look at this list and circle the words you want 
to use to describe that experience?” “Or can you circle the words you would like an 
ideal museum interaction experience to have?”

“Would you like to explain some of the adjectives you selected?” “Why did you 
choose this word…?”

3. Prototype Interaction & Think-Aloud (5-6 min): 

Participants will test all prototypes in a randomized order while verbalizing their 
thoughts and reactions.

“In our next session, I have prepared 4 prototypes that involve different ways of 
interacting with colours” “They are ……….”

“Imagine you are in a museum exhibition setting”

Task: You don’t have a specific task. It’s an explorative testing. Please play with 
each prototype and Focus on what different colours in each prototype make you do 
or think? 

You can have these as references and inspirations if you need them.”  

*2nd part: first play around, pick one prototype and pick one painting- and connect 
them *pay attention to colours

“What’s the painting’s role in your experience just now?”

First, you can explore them freely: “You can explore/try to play with each of them 
freely/as you want.” “For example, you can try pairing the colours, see how they 
look when you place them next to each other….there are no specific tasks” “While 
experiencing, you can tell me any thoughts you have: what do you think of each 
prototype? What does it make you do/feel? Do you want to spend more time with 
it?”

"As you're working on this, please feel free to verbalize your thoughts, whether 
they're questions, confusions, or any reasoning behind your decisions." "If possible, 
try to express your thinking out loud. It will give me more insight into how you’re 
making choices or reacting."

“Why did you choose xxx first and xx last?”

prototype a (Traditional paper and colour pens):
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“Did you find … fun? because you enjoy creating?” “Do you enjoy creating with 
colours freely?”

“Was it too time-consuming for you?”

** help people learn about colours

prototype c (Digital screen-based colour interaction inspired by a painting-based 
musical composition):

“Do you find the piece of music fitting the vibe with the painting?” 

“Was it noisy?” “Did it give you any insights into how different colours and sounds 
harmonize with each other?”

*“do you agree with the sounds of the colours?”

*“did you notice the painting beside? did it change your perception of the music?” 
“do you think they match?”

prototype e (Tangible tactile elements):

“Do you find touching … fun/uncommon?” “What colour would you think this piece 
represents?”

*“can you try matching the colours to some of the blocks?”

prototype f (Tangible colour objects):

“Did you enjoy making changes to the objects?” “Did you enjoy creating things with 
them?” “Are they more accessible than digital screens?” “Which is more attractive 
to you, digital screen or actually touching objects?”

*“what does it make you want to do?”

4. Survey & Interview (5 min): 

Participants will complete a Likert scale questionnaire assessing each prototype’s 
element of surprise, engagement, intuitiveness, and overall interest. Open-ended 
questions will explore any challenges they faced and their favourite moments.

“Can you talk about your first thoughts or feelings towards these prototypes?” 
“What was your favourite moment or the least favourite moment you just had?” 
“Why?”

—— ——

prototype a (Traditional paper and colour pens):

“Why did you choose this word for it?” “what do you like/dislike about it?” “Did it 
remind you of some similar experience? and what did you feel back then?”

prototype c (Digital screen-based colour interaction inspired by a painting-based 
musical composition):

“Why did you choose this word for it?”  “what do you like/dislike about it?” “Did it 
remind you of some similar experience? and what did you feel back then?”

prototype e (Tangible tactile elements):

“Why did you choose this word for it?”  “what do you like/dislike about it?” “Did it 
remind you of some similar experience? and what did you feel back then?”

prototype f (Tangible colour objects):

“Why did you choose this word for it?”  “what do you like/dislike about it?” “Did it 
remind you of some similar experience? and what did you feel back then?”

—— ——

“You can use the list again, circle one word for each prototype that you would like 
to describe your experience just now” + explain a bit why you chose the word

—— ——

“Can you fill in this scale survey? There are four criteria. You can score each 
prototype in terms of engagement, intuitiveness, ease of use, and the element of 
surprise from 1 to 5.”

5. Final Conclusion (1 min)

“Thank you for participating!” “Do you have any questions?”

“Do you have thoughts regarding this research itself? its form or questions? Were 
they clear enough to you?” 

“What/Which elements would you wish or expect to see in the future museum?”



C.2 Likert-Scale Survey
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C.3 Vocabulary List
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C.4 Drawing Template C.5 Informed Consent Form
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Experienc Keywords & Prototype Descriptions

2322 APPENDIX D APPENDIX D

Appendix D: Raw Data From Pilot & Formal Study



Prototype scorings
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1. Colour Impressions & Preferences:
(High Priority) People don’t like dark colours. They prefer vibrant colours, which 
can attract attention and emotional engagement.
(High Priority) People tend to select their favourite colours first.
(High Priority) People select colours based on reality.
(High Priority) People do try pairing different colours.
(High Priority) Colours are associative with concepts and objects—reminding users 
of scenes and emotions.
(Low Priority) People have preassumptions about connections between emotions 
and colours, making such links easier to understand.

2. Interacting with Different Mediums:
(High Priority) Clicking is intuitive and effortless—it immediately tells users what 
they can do with it.
(High Priority) Textures and patterns evoke object associations. People think of 
things before thinking of colours.
(High Priority) Linking music to colours is new and surprising, and sparks curiosity.
(High Priority) Specific shapes attract attention. People notice structures or 
patterns before colours.
(High Priority) Sounds or music can trigger emotional responses and associations.
(High Priority) Digital screens spark curiosity and promote exploratory action.
(Low Priority) People imagine sound or music before colour—an inverse connection.
(Low Priority) Describing a colourless object is a novel challenge.
(Low Priority) Physical blocks are surprising and engaging in museum settings.
(Low Priority) Tangible objects easily trigger associations through intuition.
(Low Priority) Clicking multiple blocks simultaneously surprises but doesn’t always 
feel intuitive.
(Low Priority) Overwhelming sounds in museums may reduce enjoyment.
(Low Priority) Combining dynamic sounds with visuals can elevate an experience.
(Low Priority) People enjoy tactile textures, especially when linked to paintings.
(Low Priority) Shapes and geometries in textures can trigger specific emotional 
responses.
(Low Priority) Visitors feel more comfortable with screens due to familiarity.

3. Interaction Behaviour in Museum Contexts:
(High Priority) People tend to choose familiar tools first to save time.
(High Priority) People go for easier tools or those with clearer tasks first.
(Low Priority) Visual pictures require less time and effort to understand.

4. Paintings and Contextual Cues:
(High Priority) Context paintings influence people’s colour choices.
(High Priority) Paintings provide inspiration and intuitive entry points for 
interaction.
(Low Priority) Visitors remember the painting better after engaging with it.
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5. Creating with Van Gogh:
(High Priority) The idea of co-creating with Van Gogh is intriguing.
(High Priority) The process and result of creating feels emotionally satisfying.
(Low Priority) Van Gogh’s brushstrokes are iconic.
(Low Priority) Van Gogh’s colour combinations are iconic.
(Low Priority) Tactile materials may prompt a natural desire to create.

6. Understanding Paintings & Stories:
(Low Priority) People have their own interpretations of paintings.
(Low Priority) Visitors pay attention to the original meaning behind an artwork.
(Low Priority) Paintings may trigger similar emotions in different viewers.
(Low Priority) The artist’s story and the viewer’s response both matter—they 
shape personal experiences.



Assistive Ideation Cards, divided into three categories:
Requirement Cards: Derived from previously identified design requirements. 
These were reformulated into short constraint statements to guide ideation.  e.g., 
“Interaction should be free from pressure to perform well.”

Core Sparks Cards: Based on high-priority inspirational themes, frequently 
mentioned in the research phase. e.g.,”People tend to choose tools that feel easier 
or come with clearer instructions first.”

Edge Sparks Cards: Drawn from lower-priority inspirations, representing less 
common yet potentially novel directions. e.g.,”Touch-based elements evoke 
intuitive and immediate associations.”

All card statements were reworded from original research insights to facilitate 
broader conceptual thinking. Please see appendix X for complete card set.
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Figure I.1: 
Colour 
Strategies 
Sheet

Appendix I: Setup of Co-creation Workshop
To overcome the limitations of individual ideation and expand the design solution 
space, a group co-creation workshop was organised. The aim was to generate 
diverse interpretations and unconventional ideas for communicating Van Gogh’s 
colour strategies through design.

participants
The session involved 5 design students from the Faculty of Industrial Design 
Engineering at TU Delft: 4 from the Design for Interaction (DfI) track and 1 from 
the Integrated Product Design (IPD) track.

purpose 
- Explore effective ways to tell colour strategies through design
- Expand the solution space and avoid personal fixation, expecting diverse 
interpretations and fresh ideas for concept development

materials
- Van Gogh’s Colour Strategies Sheet: A summary based on Section 2.3 Desk 
Research: Vincent’s Colours, outlining four key colour strategies used by Van Gogh 
with supporting explanations.
- Ideation Materials: Large paper sheets, pens, markers, and sticky notes for 
collaborative sketching and writing.
- Assistive Ideation Cards, divided into three categories:

Requirement Cards: Derived from previously identified design requirements. 
These were reformulated into short constraint statements to guide ideation.  e.g., 
“Interaction should be free from pressure to perform well.”

Core Sparks Cards: Based on high-priority inspirational themes, frequently 
mentioned in the research phase. e.g.,”People tend to choose tools that feel easier 
or come with clearer instructions first.”

Edge Sparks Cards: Drawn from lower-priority inspirations, representing less 
common yet potentially novel directions. e.g.,”Touch-based elements evoke 
intuitive and immediate associations.”

 All card statements were reworded from original research insights to facilitate 
broader conceptual thinking. Please see appendix X for complete card set.

procedure
The workshop lasted approximately 80 minutes and consisted of two structured 
ideation rounds:

1. Introduction (5 minutes)
 Participants were introduced to the project context and the four key colour 
strategies of Van Gogh.

2. Round 1: Open Ideation with Rotational Sketching (25 minutes ideation + 10 
minutes discussion)
 Participants were asked to ideate on the prompt: “How might we communicate 
Van Gogh’s colour strategies through design?” Each person sketched or wrote 
their ideas on a sheet of paper, which was passed to the next participant every 
5 minutes. This rotation continued until all participants had contributed to every 
sheet and received their original back. “Core Sparks” and “Edge Sparks” cards were 
available and could be drawn at any point for inspiration.

The round concluded with a 10-minute group discussion on initial impressions and 
preferences.

3. Round 2: Constraint-Based Ideation (25 minutes ideation + 10 minutes 
discussion)
Each participant randomly selected one “Requirement Card” and used it to refine a 
previous idea or generate a new one, again using rotational sketching. The process 
mirrored Round 1 but was now guided by an added constraint per participant. This 
approach allowed each concept to potentially incorporate five different design 
requirements by the end of the round.

Another 10-minute discussion followed, focused on the relevance of the 
requirements and the final preferences.
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Figure L.1 
(right): 
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materials 
used during 

the evaluation 
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Appendix L: Concept Evaluation Process
participants
Five staff members from the Van Gogh Museum participated in individual 
evaluation sessions. Their professional roles included: Marketing & Branding; 
Digital Products & UX Design; Project Coordination; Content Curation; Licensing 
Support.

purpose
- To assess each concept from different disciplinary perspectives (e.g., 
communication, feasibility, visitor experience).
- To evaluate whether Van Gogh’s four colour strategies are effectively expressed 
in each concept.
- To identify concerns, strengths, and possible improvements for further 
development.

materials
Vincent’s Colour Strategies sheet (as developed in Section 2.3 and used during co-
creation workshops).
Visualisations and descriptions of the three developed concepts (as presented in 
Section 4.3.3).

procedures
Each session was conducted one-on-one and held online, lasting approximately 30 
minutes. The process followed a semi-structured interview format:

1. Introduction to the project background and Van Gogh’s four colour strategies.

2. Presentation of each concept, one at a time. For each concept, the following 
questions were asked:

“What is your first impression or immediate question?”
“From your professional experience, do you see any potential concerns?”
“Can you describe this concept in one or two words?”

3. At the end of the session, participants were asked to place the three concepts 
on a 2×2 matrix with two axes. (Horizontal: “Fitting the Van Gogh Museum” v.s. “Not 
fitting”;Vertical: “New and special” v.s. “Not new or special”)
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M.1 Prototype Development
The final prototype consists of 2 components: programming and physical buildings.

M.1.1 programming

- platforms and tools

The programme was developed using Processing on a laptop, later integrated with 
Arduino as the physical input module. Input is received via the serial port from the 
Arduino board.

Other software options were briefly considered—such as using Blender or Unity 
to create animated, controllable models of the wool ball. However, after initial 
exploration, these solutions proved to be too time-consuming and technically 
complex for the available timeline. As a result, the wool ball and paintings were 
ultimately handled as static images within the Processing environment.

- colour change logic

The core programming logic is straightforward: detect user input, identify 
relevant areas in the painting and wool pictures, and apply colour transformations 
accordingly. 

During development, a key challenge emerged: accurately identifying which parts 
of the painting should change colour. For the programme to function effectively, it 
must first distinguish separate areas in the image and then apply colour changes 
only to the targeted regions.

Case: Irises (with contrasting colours)
No additional processing was needed for Irises. The programme successfully 
detected blue, yellow, and green regions using their distinct hue values. This was 
likely due to the high contrast between colour zones in the painting.

Case: Sunflowers (with similar colours)
In Sunflowers, hue-based detection failed due to the colours being too visually 
similar. As a result, the programme could not differentiate between petals, leaves, 
and background.

To solve this, custom masks were introduced:
Initially, black–white–grey masks were used, but border blending caused errors (e.g., 
white edges on black background are misinterpreted as grey areas).

Eventually, masks were restructured using RGB-coloured regions—each area (e.g., 
petals, leaves, background) filled with a distinct RGB value, resulting in much 
cleaner segmentation.

This mask-based method proves extensible: it can be applied to any painting that 
features distinguishable dominant colour zones. The painting need not be visually 
simple, as long as key colour regions can be manually masked. For example, with 
the mask method, Wheatfield with Crows can also be the subject of this interactive 
installation.

The early demos already demonstrated successful functionality. In this phase, 
colour changes were triggered via mouse input (e.g., clicking colour blocks). The 
next step was integrating physical interaction using Arduino modules.

Figure M.1: 
Black-white-
grey mask 
(right) and 
RGB mask 
(left)

Figure M.2: 
Screenshot 
of an early 
demo
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- integrating with Arduinos

While Processing continues to run the visual engine, Arduino is introduced 
to capture real-world input. When a physical sensor is triggered, the Arduino 
sends a signal via the serial port, and Processing interprets the signal to initiate 
corresponding changes on-screen.

There are two types of input required:

1. Reveal Button Input
This is a simple digital input, implemented using a push-button connected to the 
Arduino.

2. Token Position Recognition on the Colour Wheel
This is the core challenge—identifying which token is placed at which colour block. 
Three approaches were explored:

Option 1: RFID reader & RFID stickers
This approach involves placing an RFID reader beneath each colour block, with 
corresponding RFID tags attached to the physical tokens.
Advantages: Offers high accuracy and reliable identity recognition.
Limitations: Requires one RFID reader per block (12 in total), which demands 
significant space beneath the colour wheel. In addition, the complexity of wiring 
and integration would substantially increase.

Option 2: linear hall sensors
In this solution, 12 SS49E linear Hall sensors will be installed beneath the colour 
wheel—one sensor per colour segment. Each token will be embedded with a 
distinct magnet configuration to ensure identity differentiation:
Token A: Two south-pole magnets
Token B: Two north-pole magnets
Token C: One single magnet placed further from the sensor, producing a weaker 
field

These distinct magnetic field patterns allow the programme to determine both the 
position and identity of each token by interpreting the sensor outputs.
Advantages: Compact hardware footprint, cost-efficient, and relatively simple 
wiring
Limitations: An Arduino Uno board has only six analog input pins, which is 
insufficient for handling 12 sensors. Therefore, an Arduino Mega board needs to be 
used to meet the input requirements.

Option 3: Rotary Encoders 
An alternative involved embedding rotary encoders inside the tokens to read 
angular positions on the wheel.
Advantages: Provides precise position data
Limitations: Requires internal mechanical installation within each token, which is 
incompatible with the available space in the current design. 

After careful evaluation, the use of linear Hall sensors was selected as the most 
feasible and efficient solution. This decision was based on their compactness, ease 
of integration, and cost-effectiveness. Moreover, the designer’s previous experience 
working with Hall sensors significantly facilitated implementation.

Initial tests were conducted using an Arduino Uno board with six sensors. Results 
showed that the system could accurately detect all three tokens and trigger the 
corresponding colour changes in the digital interface. The sensor readings were as 
follows:

- Neutral: Around 520 (no tokens or magnets nearby)
- Background token: Approximately 870-880 (strong field from two N-pole 
magnets)
- Flower token: Approximately 160–170 (strong field from two S-pole magnets)
- Leaf token: Approximately 200-240 or 750-780 (weaker field due to a single 
magnet with spacing)

Figure M.4: 
Picture of 
SS49E linear 
hall sensors

Figure M.5: 
Picture of 
SS49E linear 
hall sensors

Figure M.3: 
Picture of 

an RFID 
reader (n.d., 

Shenzhen 
Kuongshun 

Electronic 
Business Co., 
Ltd. website)
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Subsequently, the system was expanded to incorporate all 12 sensors using an 
Arduino Mega. Full-scale testing confirmed that the recognition logic remained 
stable and reliable across all colour blocks.

The Arduino Mega receives analog input from the twelve SS49E linear Hall sensors 
connected to pins A0–A11. Each sensor corresponds to one colour block on the 
physical colour wheel. When a token passes over a sensor, the Arduino reads the 
analog value and identifies the token based on the intensity of the magnetic field. 
It then sends a simplified signal—such as "F2" (flower on segment 2) or "B10" 
(background on segment 10)—via serial communication to the Processing sketch. 
Processing parses this input, updates the token's position and associated hue, and 
prepares the digital artwork for transition. This connection ensures a seamless link 
between physical movement and digital visualisation. The complete programming 
in Arduino IDE can be found in Appendix N.

- iterations & finalization

After implementing the core logic and interaction functions, several refinements 
were made to enhance clarity and user experience. A functional colour wheel 
was added around the digital wool to reflect real-time selections, replacing the 
previous testing colour blocks and on-screen reveal button, which were removed 
for a cleaner interface.

Figure M.6: 
Illustration of 

the routing on 
Arduino

Figure M.7: 
Screenshot 
of the final 
programme 
interface

Illustrations of the tokens were incorporated to indicate their live positions, and 
smooth transition animations were introduced to enrich the visual feedback and 
strengthen the sense of interaction.

M.1.2 physical prototyping

- building blueprints (see Figure 85)

To streamline the building process and maximise material efficiency, the prototype 
was constructed layer by layer. A simple sliding rail mechanism was created by 
utilising three layers of plywood with varying diameters. 

Layer 3 is magnetically attached to Layer 2, allowing for quick removal and easy 
token replacement. All other components are permanently fixed using wood glue.

The tokens were fabricated using the same layer-based method as the colour 
wheel, ensuring consistency in design and dimensions.

The final prototype measured 250 mm × 300 mm × 100 mm.

- preparing components

Material used: 
4 × plywood sheets (3 mm thickness, 420 mm × 300 mm)
44 × neodymium magnets (8 mm diameter, 3 mm thickness)
1 × acrylic sheet (3 mm thickness, 200 mm × 150 mm)
Wood glue, super glue, electronic tape

Processing methods:
Laser cutting for both plywood and acrylic components
3D printing for the extended push-button component connected to the Arduino 
module
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- assembly

The compact size of the Hall sensors and relatively simple wiring made sensor 
integration straightforward. Components were fixed in place using electronic tape 
for flexibility and adjustability.

Remaining structural components were assembled using glue, following the layer 
blueprint described above.

The final assembly presents a fully functional physical prototype, ready for testing 
and demonstration.

Figure M.8: 
Photos of 

lasercutting 
process

Figure M.9: 
Photos of 
integrating 
hall sensors 
in the base 
during 
assembly
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Appendix N: Complete Programming
N.1 Iris (Processing)

import processing.serial.*;
Serial myPort;

PImage woolImg, baseWoolImg, woolCurrentImg, woolTargetImg, woolPrevImg;
PImage irisImg, irisCurrentImg, irisRevealedImg, irisNextTargetImg;
PImage tokenFlower, tokenBackground, tokenLeaf;

float angle = 0;
float transitionProgress = 1.0;
float transitionSpeed = 0.7;

int blueIndex = -1, yellowIndex = -1, greenIndex = -1;
int blueOriginHue = 225, yellowOriginHue = 50, greenOriginHue = 115;
color blueTargetColor, yellowTargetColor, greenTargetColor;

int canvasW, canvasH;
int woolX, woolY, irisX, irisY;
boolean revealAnimating = false;
int revealTimer = 0;
int maxRevealFrames = 6;
ArrayList<Particle> particles = new ArrayList<Particle>();
int woolTransitionStartMillis = 0;
int woolTransitionDuration = 500;  // 0.5 秒 = 500 毫秒
boolean woolTransitioning = false;

int[] sensorHueMap =    {60, 45, 20, 0, 330, 300, 250, 220, 200, 130, 100, 70};
int[] sensorSatMap =    {72, 80, 80, 75, 65, 60, 65, 70, 55, 65, 65, 73};
int[] sensorBrightMap = {90, 90, 85, 75, 75, 55, 60, 72, 85, 65, 70, 72};

// ⭕️ 新增固定半径
float innerR, outerR;

// token 动画状态
float[] currentAngles = {-90, -90, -90};
float[] targetAngles = {-90, -90, -90};
float markerLerpSpeed = 0.45;
boolean tokenJustInitialized = true;

void settings() {
  woolImg = loadImage("iriswool.png");
  irisImg = loadImage("test-iris.jpg");
  tokenFlower = loadImage("irisflower.png");
  tokenBackground = loadImage("irisbackground.png");
  tokenLeaf = loadImage("irisleave.png");

  canvasW = irisImg.width + woolImg.width + 300;
  canvasH = max(irisImg.height + 80, woolImg.height + 100);
  size(canvasW, canvasH);
}

void setup() {
  println(Serial.list());
  String[] ports = Serial.list();
  String portName = null;
  for (String port : ports) {
    if (port.indexOf("usbmodem") != -1) {
      portName = port;
      break;
    }
  }
  if (portName == null) {
    println("❌ Arduino port not found!");
    exit();
  } else {
    println("✅ Found port: " + portName);
    myPort = new Serial(this, portName, 9600);
    myPort.bufferUntil('\n');
  }

  woolX = irisImg.width + 180;
  woolY = 100;
  irisX = 80;
  irisY = 20;

  baseWoolImg = woolImg.copy();
  woolCurrentImg = baseWoolImg.copy();
  woolTargetImg = baseWoolImg.copy();
  woolPrevImg = baseWoolImg.copy();
  irisRevealedImg = irisImg.copy();
  irisCurrentImg = irisRevealedImg.copy();

  // 设置 token 初始位置
  yellowIndex = 1; // A1
  blueIndex = 7;   // A7
  greenIndex = 9;  // A9
  updateBlockColors();
  updateTargetAngles();

  // token 一开始直接定位到位
  currentAngles[0] = targetAngles[0];
  currentAngles[1] = targetAngles[1];
  currentAngles[2] = targetAngles[2];
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  // ⭕️ 固定 wheel 半径
  innerR = woolImg.width / 2 - 50;
  outerR = innerR + 100;
}

void draw() {
  background(200);
 if (woolTransitioning) {
  int elapsed = millis() - woolTransitionStartMillis;
  transitionProgress = constrain(elapsed / float(woolTransitionDuration), 0, 1);
  if (transitionProgress >= 1.0) {
    woolTransitioning = false;
  }
}
  updateWoolLerp();
  drawColourWheel(woolX + woolImg.width/2, woolY + woolImg.height/2, innerR, 
outerR);

  // 绘制毛线球
  pushMatrix();
  translate(woolX + woolImg.width/2, woolY + woolImg.height/2);
  rotate(radians(angle));
  scale(1.02 + 0.02 * sin(radians(angle * 2)));
  imageMode(CENTER);
  image(woolCurrentImg, 0, 0);
  imageMode(CORNER);
  popMatrix();
  angle += 0.2;

  drawTokenMarkers();

  if (revealAnimating) {
    drawParticleAnimation();
  } else {
    image(irisCurrentImg, irisX, irisY);
  }

}

void drawColourWheel(float cx, float cy, float innerR, float outerR) {
  int segmentCount = 12;
  float angleStep = TWO_PI / segmentCount;
  for (int i = 0; i < segmentCount; i++) {
    float angleStart = -HALF_PI + i * angleStep;
    float angleEnd = angleStart + angleStep;
    colorMode(HSB, 360, 100, 100);
    fill(sensorHueMap[i], sensorSatMap[i], sensorBrightMap[i]);
    noStroke();
    beginShape();
    for (float a = angleStart; a <= angleEnd; a += 0.02) {
      float x1 = cx + cos(a) * innerR;
      float y1 = cy + sin(a) * innerR;
      vertex(x1, y1);

    }
    for (float a = angleEnd; a >= angleStart; a -= 0.02) {
      float x2 = cx + cos(a) * outerR;
      float y2 = cy + sin(a) * outerR;
      vertex(x2, y2);
    }
    endShape(CLOSE);
    colorMode(RGB);
  }
}

void drawTokenMarkers() {
  float cx = woolX + woolImg.width / 2;
  float cy = woolY + woolImg.height / 2;
  float r = (innerR + outerR) / 2;

  for (int i = 0; i < 3; i++) {
    if (!tokenJustInitialized) {
      currentAngles[i] = lerpAngle(currentAngles[i], targetAngles[i], 
markerLerpSpeed);
    }
  }

  drawMarkerAt(cx, cy, r, currentAngles[0], tokenFlower);
  drawMarkerAt(cx, cy, r, currentAngles[1], tokenBackground);
  drawMarkerAt(cx, cy, r, currentAngles[2], tokenLeaf);
}

float lerpAngle(float a1, float a2, float amt) {
  float diff = ((a2 - a1 + 540) % 360) - 180;
  return a1 + diff * amt;
}

void updateTargetAngles() {
 float offset = +30;
  targetAngles[0] = -105 + 30 * blueIndex + offset;
  targetAngles[1] = -105 + 30 * yellowIndex + offset;
  targetAngles[2] = -105 + 30 * greenIndex + offset;
}

void drawMarkerAt(float cx, float cy, float r, float angleDeg, PImage tokenImg) {
  float angleRad = radians(angleDeg);
  float x = cx + r * cos(angleRad) - tokenImg.width/2;
  float y = cy + r * sin(angleRad) - tokenImg.height/2;
  image(tokenImg, x, y);
}

void serialEvent(Serial p) {
  String inString = p.readStringUntil('\n');
  if (inString != null) {
    inString = trim(inString);
    println("Arduino: " + inString);
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    if (inString.equals("R")) {
      triggerRevealWithAnimation();
    } else if (inString.startsWith("B:")) {
      yellowIndex = parseInt(inString.substring(2));
    } else if (inString.startsWith("F:")) {
      blueIndex = parseInt(inString.substring(2));
    } else if (inString.startsWith("L:")) {
      greenIndex = parseInt(inString.substring(2));
    }
    updateBlockColors();
    updateTargetAngles();
    triggerNewTarget();
    tokenJustInitialized = false;
  }
}

void triggerNewTarget() {
  woolPrevImg = woolCurrentImg.copy();
  woolTargetImg = applySensorHueMapping(baseWoolImg);
  woolTransitionStartMillis = millis();   // ⏱ 记录起始时间
  woolTransitioning = true;
}

void triggerRevealWithAnimation() {
  irisNextTargetImg = applySensorHueMapping(irisImg);
  particles.clear();
  revealTimer = 0;
  revealAnimating = true;
  for (int y = 0; y < irisCurrentImg.height; y += 4) {
    for (int x = 0; x < irisCurrentImg.width; x += 4) {
      color c1 = irisCurrentImg.get(x, y);
      color c2 = irisNextTargetImg.get(x, y);
      particles.add(new Particle(x + irisX, y + irisY, c1, c2));
    }
  }
}

void drawParticleAnimation() {
  revealTimer++;
  float t = constrain(revealTimer / float(maxRevealFrames), 0, 1);
  for (Particle p : particles) {
    p.update(t);
    p.display();
  }
  if (revealTimer >= maxRevealFrames) {
    revealAnimating = false;
    irisRevealedImg = irisNextTargetImg.copy();
    irisCurrentImg = irisRevealedImg.copy();
  }
}

PImage applySensorHueMapping(PImage source) {
  PImage result = createImage(source.width, source.height, ARGB);

  source.loadPixels(); result.loadPixels();
  colorMode(HSB, 360, 100, 100);
  for (int i = 0; i < source.pixels.length; i++) {
    color c = source.pixels[i]; float a = alpha(c);
    if (a == 0) { result.pixels[i] = color(0, 0); continue; }
    float h = hue(c), s = saturation(c), b = brightness(c);
    float dBlue = hueDistance(h, blueOriginHue);
    float dYellow = hueDistance(h, yellowOriginHue);
    float dGreen = hueDistance(h, greenOriginHue);
    int index = -1;
    if (blueIndex >= 0 && min(dBlue, dYellow, dGreen) == dBlue) index = blueIndex;
    else if (yellowIndex >= 0 && min(dBlue, dYellow, dGreen) == dYellow) index = 
yellowIndex;
    else if (greenIndex >= 0 && min(dBlue, dYellow, dGreen) == dGreen) index = 
greenIndex;
    if (index >= 0) {
      result.pixels[i] = color(sensorHueMap[index], s, b, a);
    } else {
      result.pixels[i] = color(h, s, b, a);
    }
  }
  result.updatePixels();
  colorMode(RGB);
  return result;
}

float hueDistance(float h1, float h2) {
  float d = abs(h1 - h2);
  return d > 180 ? 360 - d : d;
}

void updateWoolLerp() {
  woolCurrentImg.loadPixels();
  woolPrevImg.loadPixels();
  woolTargetImg.loadPixels();
  for (int i = 0; i < woolCurrentImg.pixels.length; i++) {
    color fromC = woolPrevImg.pixels[i];
    color toC = woolTargetImg.pixels[i];
    if (alpha(fromC) == 0) {
      woolCurrentImg.pixels[i] = color(0, 0);
    } else {
      woolCurrentImg.pixels[i] = lerpColor(fromC, toC, transitionProgress);
    }
  }
  woolCurrentImg.updatePixels();
}

void updateBlockColors() {
  colorMode(HSB, 360, 100, 100);
  blueTargetColor = color(sensorHueMap[blueIndex], sensorSatMap[blueIndex], 
sensorBrightMap[blueIndex]);
  yellowTargetColor = color(sensorHueMap[yellowIndex], 
sensorSatMap[yellowIndex], sensorBrightMap[yellowIndex]);
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  greenTargetColor = color(sensorHueMap[greenIndex], 
sensorSatMap[greenIndex], sensorBrightMap[greenIndex]);
  colorMode(RGB);
}

class Particle {
  float homeX, homeY, x, y, dx, dy;
  color cStart, cEnd;
  Particle(float x_, float y_, color fromColor, color toColor) {
    homeX = x_; homeY = y_;
    dx = random(-24, 24); dy = random(-24, 24);
    x = homeX + dx; y = homeY + dy;
    cStart = fromColor; cEnd = toColor;
  }
  void update(float t) {
    float p = t < 0.5 ? map(t, 0, 0.5, 0, 1) : map(t, 0.5, 1.0, 0, 1);
    x = homeX + dx * (t < 0.5 ? 1 - p : p);
    y = homeY + dy * (t < 0.5 ? 1 - p : p);
  }
  void display() {
    float t = revealTimer / float(maxRevealFrames);
    color c = t < 0.5 ? cStart : cEnd;
    float alpha = t < 0.5 ? map(t, 0, 0.5, 255, 0) : map(t, 0.5, 1.0, 0, 255);
    fill(c, alpha); noStroke(); rect(x, y, 4, 4);
  }
}

N.2 Sunflowers (Processing)

import processing.serial.*;
Serial myPort;

PImage woolImg, baseWoolImg, woolCurrentImg, woolTargetImg, woolPrevImg, 
woolMaskImg;
PImage sunImg, sunCurrentImg, sunRevealedImg, sunNextTargetImg, maskImage;
PImage tokenFlower, tokenBackground, tokenLeaf;

float angle = 0;
float transitionProgress = 1.0;
int woolTransitionStartMillis = 0;
int woolTransitionDuration = 500;
boolean woolTransitioning = false;

int flowerIndex = 1; // A1
int leafIndex = 11;  // A11
int bgIndex = 0;     // A0
int flowerOriginHue = 40, leafOriginHue = 115, bgOriginHue = 50;

color flowerTargetColor, leafTargetColor, bgTargetColor;

int canvasW, canvasH;
int woolX, woolY, sunX, sunY;
boolean revealAnimating = false;
int revealTimer = 0;
int maxRevealFrames = 6;
ArrayList<Particle> particles = new ArrayList<Particle>();

int[] sensorHueMap =    {50, 40, 20, 0, 330, 300, 250, 220, 200, 130, 100, 70};
int[] sensorSatMap =    {72, 80, 80, 75, 65, 60, 65, 70, 55, 65, 65, 73};
int[] sensorBrightMap = {90, 90, 85, 75, 75, 55, 60, 72, 85, 65, 70, 72};

float innerR, outerR;
float[] currentAngles = {-90, -90, -90};
float[] targetAngles = {-90, -90, -90};
float markerLerpSpeed = 0.45;
boolean tokenJustInitialized = true;

void settings() {
  woolImg = loadImage("wool_sunflowers.png");
  woolMaskImg = loadImage("sunflowerwool_mask.png");
  sunImg = loadImage("Sunflowers_test.jpg");
  maskImage = loadImage("Sunflowers_maskRGB.png");
  tokenFlower = loadImage("sunflower_flower.png");
  tokenBackground = loadImage("sunflower_background.png");
  tokenLeaf = loadImage("sunflower_leaf.png");

  canvasW = sunImg.width + woolImg.width + 300;
  canvasH = max(sunImg.height + 80, woolImg.height + 100);
  size(canvasW, canvasH);
}
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void setup() {
  println(Serial.list());
  String portName = null;
  for (String port : Serial.list()) {
    if (port.indexOf("usbmodem") != -1) {
      portName = port;
      break;
    }
  }
  if (portName == null) {
    println("❌ Arduino port not found!");
    exit();
  } else {
    println("✅ Found port: " + portName);
    myPort = new Serial(this, portName, 9600);
    myPort.bufferUntil('\n');
  }

  woolX = sunImg.width + 180;
  woolY = 100;
  sunX = 80;
  sunY = 20;

  baseWoolImg = woolImg.copy();
  woolCurrentImg = baseWoolImg.copy();
  woolTargetImg = baseWoolImg.copy();
  woolPrevImg = baseWoolImg.copy();
  sunRevealedImg = sunImg.copy();
  sunCurrentImg = sunRevealedImg.copy();

  updateBlockColors();
  updateTargetAngles();
  currentAngles[0] = targetAngles[0];
  currentAngles[1] = targetAngles[1];
  currentAngles[2] = targetAngles[2];

  innerR = woolImg.width / 2 - 50;
  outerR = innerR + 100;
}

void draw() {
  background(255);

  if (woolTransitioning) {
    int elapsed = millis() - woolTransitionStartMillis;
    transitionProgress = constrain(elapsed / float(woolTransitionDuration), 0, 1);
    if (transitionProgress >= 1.0) {
      woolTransitioning = false;
    }
  }

  updateWoolLerp();
  drawColourWheel(woolX + woolImg.width / 2, woolY + woolImg.height / 2, 

innerR, outerR);

  pushMatrix();
  translate(woolX + woolImg.width / 2, woolY + woolImg.height / 2);
  rotate(radians(angle));
  scale(1.02 + 0.02 * sin(radians(angle * 2)));
  imageMode(CENTER);
  image(woolCurrentImg, 0, 0);
  imageMode(CORNER);
  popMatrix();
  angle += 0.2;

  drawTokenMarkers();

  if (revealAnimating) {
    drawParticleAnimation();
  } else {
    image(sunCurrentImg, sunX, sunY);
  }
}

void serialEvent(Serial p) {
  String inString = p.readStringUntil('\n');
  if (inString != null) {
    inString = trim(inString);
    println("Arduino: " + inString);
    if (inString.equals("R")) {
      triggerRevealWithAnimation();
    } else if (inString.startsWith("F:")) {
      flowerIndex = parseInt(inString.substring(2));
    } else if (inString.startsWith("B:")) {
      bgIndex = parseInt(inString.substring(2));
    } else if (inString.startsWith("L:")) {
      leafIndex = parseInt(inString.substring(2));
    }
    updateBlockColors();
    updateTargetAngles();
    triggerNewTarget();
    tokenJustInitialized = false;
  }
}

void triggerNewTarget() {
  woolPrevImg = woolCurrentImg.copy();
  woolTargetImg = applyHueShiftsWithMask(baseWoolImg, woolMaskImg);
  woolTransitionStartMillis = millis();
  woolTransitioning = true;
}

void triggerRevealWithAnimation() {
  sunNextTargetImg = applyHueShiftsWithMask(sunImg, maskImage);
  particles.clear();
  revealTimer = 0;
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  revealAnimating = true;
  for (int y = 0; y < sunCurrentImg.height; y += 4) {
    for (int x = 0; x < sunCurrentImg.width; x += 4) {
      color c1 = sunCurrentImg.get(x, y);
      color c2 = sunNextTargetImg.get(x, y);
      particles.add(new Particle(x + sunX, y + sunY, c1, c2));
    }
  }
}

void drawParticleAnimation() {
  revealTimer++;
  float t = constrain(revealTimer / float(maxRevealFrames), 0, 1);
  for (Particle p : particles) {
    p.update(t);
    p.display();
  }
  if (revealTimer >= maxRevealFrames) {
    revealAnimating = false;
    sunRevealedImg = sunNextTargetImg.copy();
    sunCurrentImg = sunRevealedImg.copy();
  }
}

void updateWoolLerp() {
  woolCurrentImg.loadPixels();
  woolPrevImg.loadPixels();
  woolTargetImg.loadPixels();
  for (int i = 0; i < woolCurrentImg.pixels.length; i++) {
    color fromC = woolPrevImg.pixels[i];
    color toC = woolTargetImg.pixels[i];
    woolCurrentImg.pixels[i] = alpha(fromC) == 0 ? color(0, 0) : lerpColor(fromC, 
toC, transitionProgress);
  }
  woolCurrentImg.updatePixels();
}

void updateBlockColors() {
  colorMode(HSB, 360, 100, 100);
  flowerTargetColor = color(sensorHueMap[flowerIndex], 
sensorSatMap[flowerIndex] * 0.8, sensorBrightMap[flowerIndex]);
  bgTargetColor = color(sensorHueMap[bgIndex], sensorSatMap[bgIndex] * 0.8, 
sensorBrightMap[bgIndex]);
  leafTargetColor = color(sensorHueMap[leafIndex], sensorSatMap[leafIndex] * 0.8, 
sensorBrightMap[leafIndex]);
  colorMode(RGB);
}

PImage applyHueShiftsWithMask(PImage source, PImage mask) {
  PImage result = createImage(source.width, source.height, ARGB);
  source.loadPixels(); result.loadPixels(); mask.loadPixels();
  colorMode(HSB, 360, 100, 100);

  for (int i = 0; i < source.pixels.length; i++) {
    color orig = source.pixels[i]; float a = alpha(orig);
    if (a == 0) { result.pixels[i] = color(0, 0); continue; }
    float h = hue(orig), s = saturation(orig), b = brightness(orig);
    color m = mask.pixels[i];
    int r = int(red(m)), g = int(green(m)), bl = int(blue(m));
    float sAdj = s * 0.8;  // 饱和度降低到 75%
    if (r > g && r > bl) result.pixels[i] = color(sensorHueMap[leafIndex], sAdj, b, a);
    else if (g > r && g > bl) result.pixels[i] = color(sensorHueMap[bgIndex], sAdj, b, a);
    else if (bl > r && bl > g) result.pixels[i] = color(sensorHueMap[flowerIndex], sAdj, 
b, a);
    else result.pixels[i] = orig;
  }
  result.updatePixels();
  colorMode(RGB);
  return result;
}

void drawColourWheel(float cx, float cy, float innerR, float outerR) {
  int segmentCount = 12;
  float angleStep = TWO_PI / segmentCount;
  for (int i = 0; i < segmentCount; i++) {
    float angleStart = -HALF_PI + i * angleStep;
    float angleEnd = angleStart + angleStep;
    colorMode(HSB, 360, 100, 100);
    fill(sensorHueMap[i], sensorSatMap[i], sensorBrightMap[i]);
    noStroke();
    beginShape();
    for (float a = angleStart; a <= angleEnd; a += 0.02) {
      vertex(cx + cos(a) * innerR, cy + sin(a) * innerR);
    }
    for (float a = angleEnd; a >= angleStart; a -= 0.02) {
      vertex(cx + cos(a) * outerR, cy + sin(a) * outerR);
    }
    endShape(CLOSE);
    colorMode(RGB);
  }
}

void drawTokenMarkers() {
  float cx = woolX + woolImg.width / 2;
  float cy = woolY + woolImg.height / 2;
  float r = (innerR + outerR) / 2;
  for (int i = 0; i < 3; i++) {
    if (!tokenJustInitialized) currentAngles[i] = lerpAngle(currentAngles[i], 
targetAngles[i], markerLerpSpeed);
  }
  drawMarkerAt(cx, cy, r, currentAngles[0], tokenFlower);
  drawMarkerAt(cx, cy, r, currentAngles[1], tokenBackground);
  drawMarkerAt(cx, cy, r, currentAngles[2], tokenLeaf);
}

float lerpAngle(float a1, float a2, float amt) {
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  float diff = ((a2 - a1 + 540) % 360) - 180;
  return a1 + diff * amt;
}

void updateTargetAngles() {
  float offset = +30;
  targetAngles[0] = -105 + 30 * flowerIndex + offset;
  targetAngles[1] = -105 + 30 * bgIndex + offset;
  targetAngles[2] = -105 + 30 * leafIndex + offset;
}

void drawMarkerAt(float cx, float cy, float r, float angleDeg, PImage tokenImg) {
  float angleRad = radians(angleDeg);
  float x = cx + r * cos(angleRad) - tokenImg.width / 2;
  float y = cy + r * sin(angleRad) - tokenImg.height / 2;
  image(tokenImg, x, y);
}

class Particle {
  float homeX, homeY, x, y, dx, dy;
  color cStart, cEnd;
  Particle(float x_, float y_, color fromColor, color toColor) {
    homeX = x_; homeY = y_;
    dx = random(-24, 24); dy = random(-24, 24);
    x = homeX + dx; y = homeY + dy;
    cStart = fromColor; cEnd = toColor;
  }
  void update(float t) {
    float p = t < 0.5 ? map(t, 0, 0.5, 0, 1) : map(t, 0.5, 1.0, 0, 1);
    x = homeX + dx * (t < 0.5 ? 1 - p : p);
    y = homeY + dy * (t < 0.5 ? 1 - p : p);
  }
  void display() {
    float t = revealTimer / float(maxRevealFrames);
    color c = t < 0.5 ? cStart : cEnd;
    float alpha = t < 0.5 ? map(t, 0, 0.5, 255, 0) : map(t, 0.5, 1.0, 0, 255);
    fill(c, alpha); noStroke(); rect(x, y, 4, 4);
  }
}

N.3 Complete Programming (Arduino)

// ------------------------
// ⬇️ 所有变量定义写在最上面
const int buttonPin = 2;
bool buttonPressed = false;

const int sensorPins[12] = {A0, A1, A2, A3, A4, A5, A6, A7, A8, A9, A10, A11};

enum TokenType { NONE, BACKGROUND, FLOWER, LEAF };
TokenType lastType[12];
TokenType currentType[12];
unsigned long enterTime[12];
const int holdDuration = 600;

bool lastButtonState = HIGH;
unsigned long bootTime = 0;

// ------------------------
// ⬇️ setup() 写在中间
void setup() {
 pinMode(buttonPin, INPUT_PULLUP);
 Serial.begin(9600);
 bootTime = millis();

 for (int i = 0; i < 12; i++) {
   lastType[i] = NONE;
   currentType[i] = NONE;
   enterTime[i] = 0;
 }
}

// ------------------------
// ⬇️ loop() 放在变量之后
void loop() {
 bool buttonState = digitalRead(buttonPin);
 if (millis() - bootTime > 500) {
   if (buttonState == LOW && lastButtonState == HIGH) {
     Serial.println("R");
   }
 }
 lastButtonState = buttonState;

 for (int i = 0; i < 12; i++) {
   int val = analogRead(sensorPins[i]);
   TokenType type = detectTokenType(val);
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   if (type != currentType[i]) {
     currentType[i] = type;
     enterTime[i] = millis();
   }

   if (type == NONE && lastType[i] != NONE) {
     lastType[i] = NONE;
   }

   if (type != NONE && type != lastType[i] && millis() - enterTime[i] > holdDuration) {
     lastType[i] = type;
     switch (type) {
       case BACKGROUND:
         Serial.print(">> 背景Token识别：Sensor A");
         Serial.println(i);
         Serial.print("B:"); Serial.println(i);
         break;
       case FLOWER:
         Serial.print(">> 花瓣Token识别：Sensor A");
         Serial.println(i);
         Serial.print("F:"); Serial.println(i);
         break;
       case LEAF:
         Serial.print(">> 叶子Token识别：Sensor A");
         Serial.println(i);
         Serial.print("L:"); Serial.println(i);
         break;
       default:
         break;
     }
   }
 }

 delay(30);
}
// ------------------------
// ⬇️ 辅助函数 detectTokenType()
TokenType detectTokenType(int val) {
 if (val > 850) return BACKGROUND;
 else if (val > 140 && val < 190) return FLOWER;
 else if (val < 480 || val > 560) return LEAF;
 else return NONE;
}
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Appendix O: Prototype Cutting Plans
Cutting Plans for Wood
measurement: 420mm x 300mm
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Appendix P: Final User Testing Plan
P.1 Testing Goals

Test the usability of the final design: Is the interface intuitive and easy to interact 
with (including texts, icons, etc.)?
Test if users actively explore and complete the interaction as intended.
Test the takeaways from a user: Does the experience successfully communicate 
Van Gogh’s method of colour experimentation?

*how to make people go to stage 4?
*map them on the persona matrix/service journey&level of engagement

P.2 Materials

Context Poster: informing the user sufficiently of the wool story (& the current 
existing introduction to colour theories in the exhibition?)
Concept Poster: explaining the concept design of the space & showcasing the 
original colours of Van Gogh’s painting and wool
The interactive prototype
Evaluation Tools (Likert Scale Survey)
Phone: For recording audio and taking photos/videos.

P.3 Location & Participants

Location:
The user tests will be conducted at the cafe area in the Van Gogh Museum.
Recruitment: 
Museum visitors recruited randomly at the Van Gogh Museum, aging from 25 to 44. 
Approximately 10 participants will be recruited, ensuring diversity in age, gender, 
and professional backgrounds to capture a broad range of user perspectives. As a 
token of appreciation, each participant will receive a small gift from the VGM at the 
end of testing.
Ideally, only participants who have either finished the tour or are halfway through 
it will be recruited.
Ethical Considerations: 
All participants will be provided with informed consent before the study begins. 
All data collected will be anonymized and used solely for research purpose.  

P.4 Procedure

The study will be conducted ideally as a one-on-one session, lasting approximately 
15 minutes per participant. The procedure consists of the following steps:

1. Introduction & Consent: 
Explain the study’s purpose and objectives, then obtain informed consent from the 
participant.
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2. Informing the Context: 
Ask participants about their tour in VGM so far and if they remember the 
introduction to colour theories and the wool story. Make sure to explain the wool 
story sufficiently by showing pictures of the wool box and explaining verbally.

3. Prototype Interaction & Think-Aloud: 
Present the participants with the Concept Poster and ask them to imagine 
themselves in the concept space. Invite them to select either Sunflowers or Irises 
for interaction. Show them the chosen original painting with the corresponding 
wool picture while they engage with the prototype. Encourage participants to 
verbalise their thoughts and reactions throughout the interaction. Observe whether 
participants actively explore the experience or only try it once.

4. Survey & Interview: 
After the interaction, participants will complete a Likert-scale questionnaire 
assessing the prototype’s perceived surprise, engagement, intuitiveness, 
informativeness and thought-provoking level. Let them fill it out quickly, and then 
go through them one by one to ask why they gave that score. While participants 
provide their ratings, follow-up questions will be asked to clarify the reasons 
behind each choice. 

5. Semi-structured Interview Script:
-Step 1:
“Thank you for joining my project testing. This study is part of my graduation 
project in collaboration with the Van Gogh Museum. The purpose is to explore how 
this interactive prototype helps visitors experience Van Gogh’s use of colour.
This session will take about 15 minutes and will involve a short interaction 
followed by a short interview. All feedback will remain anonymous and is only 
used for research purposes. Can you look at this consent form and sign it if you 
agree to the terms?”

-Step 2:
“Before we start, I’d like to know a bit about your visit today”
“How is your tour in the museum so far? What do you think of it?”
“How far are you in your museum tour—have you finished, or are you midway?”
“Do you remember seeing anything about Van Gogh’s colour use or the story of his 
coloured wool threads?”
“If not, here’s a short explanation:
Van Gogh used to experiment with coloured wool to test how colours worked 
together. Here is a photo of his wool box. Please keep this in mind while 
interacting with the prototype.”

-Step 3:
“Now, please imagine you are in the concept space shown on this poster:”
“We have two options. Would you like to choose Sunflowers or Irises to interact 
with?”
“Feel free to play with it as you want. At the same time, I’d like to ask you to think 
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aloud while interacting—tell me what you notice, what you find interesting or 
confusing, and what you think about the colours. I will quietly observe.”

-Step 4:
“Now I will ask you to complete a short questionnaire. It will ask you to rate 
the experience on surprise, engagement, intuitiveness, informative level and 
how thought-provoking it was. While you rate each point, I will also ask some 
questions:”
“Why did you give this score?”
“What does this prototype make you think during and after the interaction?”
“Did you learn anything about Van Goghs use of colour with this prototype?” (“like 
contrasting or similar colours?”)
“Did the wool story or the interaction help you understand his colour experiments 
better?”
“What did you like most about the interaction?”
“What do you think of the entire concept set-up?”
“Was there anything confusing or challenging during the experience?” “Are the 
meaning of the icons clear to you?”
“What do you think of the texts? Are they clear enough? Do they attract you? 
encourage you to interact?”
……
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Appendix Q: Materials for User Testing
Q.1 Concept Sheets
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Q.2 Likert-Scale Survey Q.3 Informed Consent Form
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Appendix R: Statement Cards from User Testing
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Appendix S: Graduation Project Brief
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