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Abstract

In this report, our goal is to find a way to get some information such as the mean out of high dimensional densities.
If we want to calculate the mean we need to calculate integrals, which are difficult to do for high dimensional
densities. We cannot use the analytical or classical (deterministic) numerical rules for high dimensional problems
for which we want to calculate the mean. These methods take a lot of computational time. To solve this problem
we introduced the Markov Chain Monte Carlo (MCMC) method, the method samples from the distribution, and
with these samples, we can approximate the mean. Then we explain the theory behind these methods and how
we can use it. Then we introduced one MCMC method, in particular, the Metropolis-Hastings Algorithm. We
explain how this method works and the theory behind it. From this, we see that the method is very easy to
implement and can be used to approximate the mean. Then we approximate the mean for some examples using
this method.
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1. Introduction

If we make a photo for example of size 900 x 1500 pixels with a camera but shake our hand by accident the photo
which we took will be a little bit blurry. In every photo, we take there will also be a little bit of noise. So our
photo will have noise in it and be blurred. Now we want to try making the photo a little less blurry, so we want
to make the photo sharper to resemble the reality of which we took the photo. This means we want to find the
unknown sharp image . Note that the picture which we took is very large so we will have a high-dimensional
data set y (blurred image). We would think that this is good because the more data you have the more detail we
can have in our pictures (higher resolution). But we will run into computational problems, because of this high
dimensional data. Lets now assume that the noise ¢ in the picture is Gaussian distributed and let us introduce
the forward operator A which describes the blurring by smoothing the sharp image # which we are trying to find.
So from all of this, we get the following model

y=A0+e. (1)

Now to find 6 we will use some terminology of Bayesian statistics. In Bayesian statistics we have a ’prior’
density, this describes our knowledge of the unknown before the measurement. Let us note this density as p(6)
with # € R™ the parameter we want to estimate. Furthermore, we have the likelihood, lets note this as L(y|6)
with y the data that we have. Then from the Bayes theorem we get, the "posterior’ distribution m,(6) of 6 given

y is
L(y|0)p(0
my(0) = % with N = L(y|0)p(0)do, the normalisation constant.
R’!‘L
Note that N is a constant with respect to 8, the unknown that we want to find, that’s why we introduce the
following, the posterior is proportional to

my(0) o< L(y|0)p(0)-

With this we can calculate the posterior mean of function f, this is done in the following way

Bly(x)) - /e @)
rn Ty

If we go back to the example of the picture, we see that this is a Bayesian inverse problem. The prior is our
belief of how the picture will look like before we have taken the picture. The prior we choose in our example
depends on the specific situation, this means we will choose a prior that is best suited to our example. We assumed
that the noise in our image is Gaussian distributed, with this and equation (1) we can calculate the likelihood
for our image. The solution that Bayesian statistics gives us for this problem is the posterior distribution. This
means we don’t know the specific values of each of the pixels but only how they are distributed. But we are
interested in finding the best possible (sharp) image, which means we need to find the best possible value for
each of the pixels. That’s why we use a point estimator such as the mean to find this image. Now the problem
that we face is if we want to use the mean as the point estimator then equation (2) tells us that this will be a
very high dimensional integral which we need to solve.

We can’t calculate these integrals analytically, so we can then try to use numerical methods such as the
numerical quadrature rules (a numerical approximation of a definite integral) or we can try using the m-point
rules (Simpson’s rule) to solve these integrals. With the use of quadrature rules, we face 2 problems. If the
dimension of the region on which we integrate is too high we can’t use these rules, because we get the so-called
curse of dimensionality. This means the cost to compute an approximation with a prescribed accuracy a depends
exponentially on the dimension n of the problem. This means we will need a lot of computational time for very
high dimensions. Furthermore, we have to know the non zero elements of our probability distribution (support)
which can even be the whole of R™, but this is part of the information that we are looking for. Then we have the
m-point rule, this has the drawback that for very high dimensions we will get very big computations that exceed
the computational capacity of most computers.

This is where the Markov Chain Monte Carlo (MCMC) method comes in. It would be great if we would have
samples from the desired target distribution. Then we could use the sum of these samples to approximate the
mean of the target distribution. The MCMC method gives us a practical way to get these samples without much
difficulty. We do this by constructing a Markov chain which is our sample so that the distribution of our sample
approaches the target distribution



In this report, we will look at one particular MCMC method namely the Metropolis-Hastings (MH) algorithm.
The MH method is heavily used in Bayesian statistics. The MH method is a practical way of creating samples
that can then be used to approximate the mean of densities. What makes this method useful is that we don’t need
to know the normalization factor of our density, which is also often extremely difficult to calculate in practice.

The method was first introduced by Metropolis (1953) and later generalized by Hastings (1970). The article
of Chib and Greenberg [1] gives us an introduction and explanation of the MH algorithm. The article by Roberts
and Rosenthal [2] gives us the convergence results of the MCMC algorithms. In the book of Kaipio and Somersalo
[3] we can find an example of an implementation of the MH algorithm. Furthermore, we can find examples of
Bayesian inverse problems in this book. As we can see we already have a few articles and books which talk about
this algorithm but there are many more. The introduction of MCMC algorithms has changed the way we look
at Bayesian inverse problems, by allowing users to sample from posterior distributions of complicated statistical
models. So there is a lot of attention being paid to MCMC methods and of which the MH algorithm is one of
the most popular.

The rest of the paper is organized as follows. In Section 2 we first introduce the main definitions that we
will need throughout this report. Then in Section 3 we introduce the Markov chain with all of the relevant
definitions furthermore we talk about the properties of the Markov chain and then introduce and prove one of
the main theorems which we will need to create the MH algorithm. In Section 4 we look at the MH algorithm,
here we introduce and prove that the MH algorithm satisfies the conditions which are required in the theorems
that provide convergence. In Section 5 we look at two example densities on which we implement the MH method.
Then we introduce the step size, which is important for the implementation of the MH method. Furthermore,
we talk about calculating the mean of these examples. To do this we make use of the different step sizes to look
at the differences and then plot and show our results.

2. General definitions

We will start by introducing a few definitions that are frequently used in this report.

Definition 2.1. The collection § of subsets of the sample space Q2 is called an event space or o-algebra if
1. § is non-empty,
2. if A€ F then Q\ A €5,

3. ifAl,Ag,"' € § then U A; €F.

1=1

Definition 2.2. The Borel o-algebra B(R™) is the smallest o-algebra containing all open sets in R™. The sets
in B(R™) are called Borel sets.

Definition 2.3. A mapping P: § — R" is called a probability measure on (Q,§) if
1. P(A) >0 for A €5,
2. P(Q) =1 and P(0) =0,

3. if A1, Ag, ... are disjoint events in § (in that A; N Aj = 0 whenever i # j) then
P (U Ai> => P(4).
i=1 i=1

Definition 2.4. A probability space is a triple (Q,§,P) of objects such that
1. Q is a non-empty set,
2. § is an event space of subsets of €0,
3. P is a probability measure on (,F).

Definition 2.5. A random variable X on the probability space (Q,§,P) is a mapping X : Q@ — R™ such that for
all A CR™ we have that X 1(A) = {w C QX (w) C A} C Q.



From here of on we will assume in this report that our o-algebra § = B(R")

Definition 2.6. Any function m which satisfies

m(z) >0 for x € R",

/nﬂ(g:)dz =1,

is the density function of some random variable.

and

Definition 2.7. The indicator or characteristic function of a subset A of a set S is a function xa: S — {0,1}

defined as xa(zx) := {(1) Zz ; j’

Definition 2.8. The total variation distance between two probability measures p1(-) and po(-) is:

112 () = ()l = sup | (A) = pa(A)],

where the supremum is taken over every set A C B(R™).

Definition 2.9. A probability measure u is dominated by © (u << ) if m(A) = 0 implies u(A) = 0 for every
set A CB(R").

3. Markov Chain Monte Carlo method

Now if we have a high dimensional (posterior) density we want a way to extract specific information from it,
just like in the case of the example of the picture. In statistics, we have different kinds of point estimators. For
example, we have the mean and mode of a probability density. The mode is defined as the following:

Definition 3.1. The mode of a continuous probability distribution is the point at which the probability density
function 7(zx) attains a mazimum value. We have that

Xonode = arg max 7(x).
xr

If 7 is assumed to be a posterior density m, then this is called the maximum a posteriori (MAP) estimator.
Note that a probability density can attain more than one maximum, so the mode is not necessarily unique. To
find the mode of a density we can make use of optimization algorithms. There are a few optimization algorithms
available. Most of these algorithms iteratively try to find the maximum or minimum of a function. One of the
drawbacks of such algorithms is that the iteration process can take a lot of computational time if we have a
complex density. Another drawback is that these algorithms can get stuck at a local maximum, which we aren’t
interested in. That’s why we are going to take a look at a different point estimator, the mean.

Definition 3.2. The mean Xmean of a continuous random variable X with probability density function w(x) is

n

Xomean = E(X) = / e (z)dz.

If 7 is assumed to be a posterior density m, then this is called the conditional mean in Bayesian statistics.
Now if we look at this definition we see that we have to calculate an integral. This can also be very complicated
to do if we have very high dimensional probability densities. The numerical quadrature rules (and the m-point
rules) are all methods we can not use to calculate these specific integrals. They work in the following manner let
1 be probability measure over R™ and we want to integrate f with respect to u. Then define a set of support
points 1 < j < N and a set of corresponding weights w; to get an approximation

N
- f(z)p(dr) ~ ijf(l“j)-



These methods have a few problems, with one of the biggest problems being that it takes a lot of computational
time if we have a high dimensional density. In Section 1 we briefly talked about the curse of dimensionality,
this usually refers to what happens if we keep on adding more dimensions. This means it becomes more difficult
to attain certain quantities such as the mean because the computational time increases exponentially with each
added dimension. Furthermore, we explained that in the numerical quadrature rules (and the m-point rules) we
evaluated the probability density at some points to calculate the integrals. This is not a good way of calculating
the integrals because we don’t know the support of the density. To solve this we can let the density itself give us
a set of points (sample) that supports the distribution. To illustrate this better let’s introduce a function 7, on
a state space S, with S an open subset of R”, with m possibly unnormalised and satisfying 0 < fs m < 0o. From
this, we define a probability measure II(-) on S,

I(4) = Ja W(x)d:l:.
Jg m(x)dx

We want to estimate the expectation of function f: S — R™ with respect to II(-) we get

f(@)m(x)dx

E[f(X)] = fsf

g m(z)dx
If 7 is a complicated function and S is high-dimensional we will get very difficult to calculate integrals. That’s why
we introduce the classical Monte Carlo simulations to use for this problem we will simulate x1, o, ..., xy ~ II(-),

and then estimate the mean of f with respect to II(-) by
N

B[] ~ 5 D Fa). (3)

i=1
Here we directly simulate from II(-), but if the 7 is very complicated this is very difficult to do. That’s why

we use the MCMC methods, these algorithms generate a group of samples that can be used for Monte Carlo
simulation. In Section 4 we will introduce the MH algorithm one of the most used MCMC methods.

3.1. Markov Chain

Here we are going to introduce the Markov chain.

Definition 3.3. Let B = B(R") denote the Borel sets over R™. A mapping P : R™ x B — [0,1] is called a
probability transition kernel, if

1. for each B € B, the mapping R™ — [0,1],2 — P(z, B) is a measurable function.
2. for each x € R™, the mapping B — [0,1], B — P(x, B) is a probability distribution.

Now let € R™ and B a measurable set in B then P(z, B) = P(X,, € B|X,,_1 = x) is a probability transition
kernel.

Definition 3.4. A discrete time stochastic process is an ordered set {X;}52, of random variables X; € R™.

Definition 3.5. A discrete time process X = { Xy, X1, Xo,...} is called a Markov chain if and only if the state
at time t merely depends on the state at time t — 1. More precisely, the transition probabilities

PIX; = ai| Xi—1 = a—1,..., Xo = ag] = P[X} = a4| X¢—1 = as—1],
for all values ag,aq,...,a; and all t > 1
This means that the Markov chains are "memoryless”’ discrete time processes.
Definition 3.6. Let p denote a probability measure over R™. A time- homogeneous Markov chain with the
transition kernel P is a stochastic process { X }?’;1 with the properties
1x;01 (Bjsilwn, - oo 25) = px; (Bjyaleg) = P, Bjta).

The first equality means that the probability of X;,; € B;j;; conditioned on observations X; = z1,...,X; =
x; is equal to the probability conditioned on X; = x;. This means that for any given time, the conditional
probability distribution of the future state of the process, given present and past states, depends only on the
present state and not at all on the past states (Markov property). The second equality states that the dependence
of adjacent moments do not vary in time, so kernel P does not depend on time j.



3.2. Properties of the Markov chain

We have introduced the Markov chain in the previous section, now we are going to look at the properties of the
Markov chain.

Definition 3.7. Let p denote a probability measure over R™. Then the transition kernel that propagates k steps
forward in time is defined as the following:

PW) (x5, Biyk) = px, o (Bjyklzy) = /R P(zj45-1, Bjrk) P (), drjin—r), k> 2,

where P'(x, Bji1) = P(zj, Bjt1).

So if we have that px; is the probability distribution of X;, then the distribution of X, is given by

px; i (Bjvilz;) = px; P(Bjt1) = A P(zj, Bjy1)px, (dz;).

Definition 3.8. Let p denote a probability measure over R™. The measure i is an invariant measure of
P(xj, Bj1) if
wP(B) = [ Pz, Byu(dz) / u(dz) = u(B),
R B
that is the distribution of the random variable X;, before the time step j — j+1 is the same as the variable X ;41
after the step.

This means that if X; ~ u then X; 1 ~ puP = p.
Definition 3.9. We define 74 = inf{n > 1; X,, € A} to be the first return time to A.

Now if we start at point € R™ we note the transition kernel as P,. If we have a Markov chain with a
invariant distribution IT and a set A C B(R™) and suppose that P,(74 < oco) > 0, this means there is a chance
that we will end up in A in finite time if we begin at point x. (The 74 < co means that we will eventually return
to A.). From this we introduce the following lemma. For every invariant distribution IT almost everywhere and
x € R™ we can make the stronger statement that P,(74 < co) = 1, this means we will always end up in A in
finite time.

Lemma 3.10. Consider a Markov Chain on R™, having invariant distribution I1(-). Suppose that for some
A CBR"), we have P (14 < 00) > 0 for all x € R™. Then for all Tl a.e x € R, P, (14 < o0) = 1.

Proof. Suppose the contrary that the the conclusion does not hold, i.e. that
II{z € R" : Py (14 = 00) > 0} > 0. (4)

This means that if we start at x € R™ we will never end up in A in finite time.

With equation (4), we can find d; > 0 and a subset B; C B(R"™) with II(B;y) > 0, such that P (74 < 00) <
1— 67 for all z € By. Since P,(74 < c0) > 0 for all x € R", we can find [, € N and d, > 0 and By C B; with
I(B2) > 0 and with Plo(z, A) > &, for all # € By. Set n = #{k > 1; X}y, € B2}. Then for any r € N and
x € R", we have P, (14 = 00, n =7) < (1 —d2)". In particular, P, (74 = 0o, n = 00) = 0. Hence, for z € B,
we have

P.(ta=00, 1< 00)=1=-Pu (14 =00, n =00) —Pyp(14 < )
>1-0—(1—6)=0.

Hence, there is 1 € N,§ > 0, and B C By with II(B) > 0, such that
P,(74 =00, sup{k > 1; Xp;, € B2} <) >0, x € B.

Since B C By, we have
sup{k > 1; Xy, € Ba} > sup{k > 1; Xy, € B}.



So from this we get that
P.(74 = oco,sup{k > 1; Xy, € B} <) >, x€B (5)

Let B,l,ly and 0 be as above. Let L = llp, and S = sup{k > 1; Xy; € B}, using the convention that S = —co
if the set {k > 1; Xy, € B} is empty. Now by using the definition of invariant and equation (5) we get the
following computation

/ P.[s=r, X;L ¢ Alll(dx) :/ / P,[S = —00, X(j_ry ¢ AIP"E (z, dy)TI(dx)
reR™ sekn JyeB
/EB /ERn = —00, X(j_pp ¢ Alll(dz)P""(z, dy)
_/ P,[S = —oco, X(j_n ¢ All(dy)
yeB
2/ STI(dy) = SII(B).

This shows that for all integers 1 <r < j,

/ P.[S = 1 X,z ¢ Alll(de) > STI(B). (6)
rER™

Now using the definition of invariant and equation (6) we have that for any j € N,
II(AC) = / PIL (2, A9 (dx) = / P.[X,L ¢ All(dx)
z€R" zERN
J J
ZZ/ P.[S =7 X, ¢ Al dxzz B) = jéII(B).
r=1 Y TER™ r=1

For j > 61‘[7%]3)7 this gives I1(A) > 1, which is impossible. This gives a contradiction, and hence completes the
proof of Lemma 3.10. O

3.3. Convergence of the Markov Chain

Here we are going to introduce a few theorems which are very important for the MCMC methods. These
theorems give us the result that the Markov chains converge to the invariant distribution, given it satisfies
certain conditions.

Definition 3.11. Let p denote a probability measure over R™. Then the transition kernel P is irreducible (with
respect to p) if for each x € R™ and B € B(borel set) with (B) > 0 there ewxists an integer k such that
P®)(x,B) > 0.

This means that the transition kernel P can visit every set of positive measure (we can reach every point in
our measure probability distribution). This is the same as writing Px (75 < c0) > 0.

Definition 3.12. Let P be an irreducible kernel. We say that P is periodic if, for some integer m > 2, there is a set
of disjoint nonempty sets {E1, ..., En} CR"™ such that for allj = 1,...,m and allx € Ej, P(x, Ej11( mod m)) =
1.

This means that the periodic transition kernel gives us a Markov chain that is in an infinite periodic loop.

Definition 3.13. A kernel P is an aperiodic kernel if it is not periodic.

We see that the aperiodic kernel does not give us an infinite periodic loop of Markov chains.



Theorem 3.14. Let p be a probability measure in R™ and {X;} a time-homogeneous Markov chain with a
transition kernel P. Assume further that p is an invariant measure of the transition kernel P, and that P is
irreducible and aperiodic. Then for all p a.e x € R™

lim [P (z,) — ()| = 0.

N—o0

In particular, ]\}im PN(x,B) = u(B) for all B € B with B the Borel sets over R™.
—00

Theorem 3.15. Let i, X and P be as in Theorem 3.14. Then for f € L' (u(dz)),

N—o0

o1&
lim Nj;f(Xj) = - f(z)p(dz),

almost certainly. This is called the ergodicity property.

We will prove Theorem 3.14, but to do this we will first need to introduce some lemmas. The proof of Theorem

3.15 can be found at [4].
Now we are going to introduce the concept of coupling. We are going to do this because the proof becomes
a lot less difficult and technical than the other proofs that do not make use of this.

Lemma 3.16. Suppose we have two random variables X and Y, defined jointly on R™. If we write u(X) and
w(Y) for their respective probability distributions, then we can write

(X)) = p(Y)]| =Stj‘plP(X €A4)-P(Y € 4)
=sup|P(X €e A, X=Y)+P(X €A X #Y)
—A]P’(YGA,Y:X)—[P’(YEA,Y;AXM
=sup[P(X €A, X #Y)—P(Y €AY # X)|
QMX#Y)

That s, the total variation distance between the two random variables is bounded by the probability that they are
unequal.

Definition 3.17. A subset C C R™ is small (or, (no,e, u)-small) if there exists a positive integer ng,e > 0, and
a probability measure p(-) on R™ such that the following minorisation condition holds:

P (z,:) >eu() zeC,
i.e. P (x,A) > eu(A) for all x € C and all measurable A C R™.

Now suppose we have a small set C. We will implement a coupling construction on this set. The construction
has the following idea, we run two copies {X,} and {X] } of the Markov chain, with each marginally following
the updating rules P(x,-). Then their joint construction (using C) gives them the highest probability possible of
becoming equal to each other. Note that one of the copies X/, starts with the invariant measure II.



THE COUPLING CONSTRUCTION.
1 Start with Xy = 2 and X, ~ II(+), and n = 0, and repeat the following loop forever. Beginning of
Loop. Given X,, and X/ :

2 If X,, = X/, choose X,,11 ~ P(X,,"), and replace n by n + 1
3 Else, if (X, X)) € C x C, then:
4 (a) with probability & > 0, choose Xy n, = X, 1,0 ~ p(-)-
5 (b) else, with probability 1 — ¢, conditionally independently choose
13 1 T
Xn+n0 ~ 1—¢ [P O(Xn7 ) - 5/“(')]7 X1/1+n0 ~ 17—6[]3 O(X;m ) - 5#(')]'
In the case of ng > 1, for completeness go back and construct X,,+1,..., Xn4n,—1 from their correct
conditional distributions given X,, and X, »,, and similarly (and conditionally independently)
construct X, ,y,..., X}, _; from their correct conditional distributions given X, and X7, ,,, . In any

case, replace n by n + ng.
6 Else, conditionally indpendently choose X, 41 ~ P(X,,,-) and X/, ~ P(X],-), and replace n by n 4 1.
7 Then return to Beginning of Loop.

We then use Lemma 3.16 to find bounds. For example if we are in small set C' we have probability e of at least
making X,, ~ P"(x,-) and X ~ II(:) equal. From this we would get that P(X, # X/) < (1 —¢). This could
then be used to bound ||P"(x,-) — II||.

Theorem 3.18. Fvery irreducible Markov chain, with probability measure I1, on the Borel sets over R™, contains
a small set C C B(R™) with II(C) > 0. (In fact, each B C B(R™) with II(B) > 0 in turn contains a small set
C C B with TI(C) > 0). Furthermore, the minorisation measure p(-) may be taken to satisfy pu(C) > 0.

This theorem ties everything together it brings Markov chains, the coupling construction and small sets into
one theorem. To see the proof of Theorem 3.18 see [5].

Lemma 3.19. Consider an aperiodic Markov chain on R™, with invariant distribution II(-). Let u(-) be any
probability measure on R™. Assume that p(-) << II(-), and that for all x € R™, there is n = n(z) € N and
§ = 0(x) > 0 such that P™(x,-) > du(-) (for example, this always holds if u(-) is a minorisation measure for a
small set which is reachable from all states). Let T = {n >1;36,, > 0 s.t. [ P™(x,-)u(dz) > ,u(-)}, and assume
that T is non-empty. Then there is ny, € N with T D {ns,ns + 1,ne +2,... }.

For the proof of Lemma 3.19 see [2] Lemma 35. Now with all of the lemmas and definitions above we will
prove Theorem 3.14.

Proof of Theorem 3.14. We want to show that the pair X,,,Y,, ends in C' x C with C a small set, infinitely
many times, which means that the pair has infinitely many times to couple with probability ¢ > 0 so it will do so
with probability 1. Let C be a small set as in Theorem 3.18 and consider the coupling construction {(X,,Y;,)}.
Let G C R™ x R™ be the set of (x,y) for which P, ,y(3n > 1; X,, = Y},) = 1. From the coupling construction, we
see that if (Xo,Yy) = (z,Yy) € G, then lim,,_, o, P[X,, =Y,] = 1, so that lim,_, ||P"(x,-) — II(-)|| = 0, proving
Theorem 3.14. Hence it suffices to show that for all IT-a.e. € R™, we have that P[(x,Yy) € G] = 1.

Let G be as above, let G, = {y € R"; (x,y) € G} for z € R", and let G = {z € R*;II(G,) = 1}. So we want
to prove that II(G) = 1. Indeed since p(C) > 0 by Theorem 3.18 it follows from Lemma 3.19 that, from any
(z,y) € R™ x R™, the joint chain has positive probability of eventually hitting C' x C. It then follows by applying
Lemma 3.10 to the joint chain, that the joint chain will return to C' x C with probability 1 from (II x II)-a.e
(x,y) ¢ C x C. Once the joint chain reaches C' x C, the chain could leave C' x C without coupling they will by
Lemma 3.10 again return to C' x C with probability 1. Hence, the joint chain will repeatedly return to C x C
with probability 1, until such time as X,, = Y,, . And by the coupling construction, each time the joint chain is
in C' x C, it has probability > ¢ of then forcing X,, =Y,,. Hence, eventually we will have X,, =Y,,, thus proving

that (II x IT)(G) = 1. Now, if we had II(G) < 1, then we would have

(I x T0)(G°) = / T(GE)T(dx) = / 1~ TG, (dz) > 0,

G

n

contradicting the fact that (II x II)(G) = 1. O

10



We will not prove Theorem 3.15 in this report. From the theorems above we see, that we need to create
an invariant, aperiodic, and irreducible transition kernel P and then draw a sequence of sample points from P.
Then we will be able to calculate the integrals using the Monte Carlo integration method.

4. The Metropolis-Hastings Algorithm

The Metropolis-Hastings (MH) Algorithm is an MCMC method, this method is mostly used to approximate
multidimensional distributions and to determine the integral of a distribution. This method can also be used
for one-dimensional distributions but there are easier MCMC methods that we can use for these distributions.
To construct this algorithm we need a few ingredients. First, let u be the target measure in R™ and let p be
absolutely continuous with respect to the Lebesgue measure so that there exists 7 such that p(dz) = w(z)dz.
Then we want to create a transition kernel P(z, B) with B € B (Borel set) such that y is its invariant measure.
Let’s assume P as any transition kernel, then if we apply P on a point x € R™ then the kernel either goes to
another point y € R™ or stays in its place. So then we can split our kernel P(x, B) into two parts in the following
manner

Pz, B) = /B K (2, y)dy + r(z)xs (), (7)

with xp the characteristic function of the set B € B. The K(x,y) > 0 gives us the probability of moving from
point x to the point y. Note that this K is not necessarily a density, because K does not always integrate to one.
The r(z) > 0 tells us the probability of the chain staying in its place at 2. We use the characteristic function x5
because if x ¢ B, then the MH algorithm goes to B only through a move. Then we have the condition that

P(z,R") =P(X, € R" X, =) = 1,

this is always true, because {X;}32, € R" and we know that P is a probability measure so it means that this
must be equal to 1. Then we make use of characteristic function yg». We know that z € R™, so this means that
xrr = 1. From these two conditions we get the following

P(z,R") = . K(z,y)dy + r(z)xe (v) =
1= - K(z,y)dy +r(z) =
r@)=1- [ K(z,y)dy. (®)
Rn

If we look at Theorem 3.14 we see that we must have an invariant measure pu(dz)(= w(z)dz) of P in order for
the kernel P to satisfy this theorem, we must have the following identity

wp(e) = [ P By = [ (| [ K] + rons ) st

/R,L V K(z.y dy} m(z )d$+/” r(z)xp(z)m(x)dx
/B [ K(z,y)m )dw} dy+/]3T(:E)7T(x)dx
/B { K@, y)m )dx} dy+/B7‘(y)7r(y)dy

/B ([ [ Ko@)z +r()xw)) dy

y)dy.

|
m\

For the above to be true for all B € 8 we assume

. K(z,y)m(z)dz +r(y)7m(y) = 7(y) = . K(z,y)m(z)dz = (1 —r(y)) 7(y) 9)
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Now if we use equation (8) we see that
ry)=1- K(y,z)dz.
R"'L

Then if we fill this in equation (9) we get the following

(1=r(y)n(y) = ( - K(y, m)dx) m(y) = /n 7(y) K (y, z)dz.

With all of these ingredients we get the following condition

[ K ade = [ @y (10)

This is called the balance equation. In practice equation (10) is difficult to work with, because we have to work
with a lot of integrals. To avoid this problem we make a stronger assumption

m(y) K (y, x) = m(2)K(z,y),

which is called the detailed balance equation. To construct the Metropolis-Hastings Algorithm we assume that
the transition kernel K satisfies the detailed balance condition. To do this we first introduce the function
¢ : R" x R" — R, with the property [g¢(z,y)dy = 1. This ¢ is called the proposal distribution or candidate-
generating kernel. With this function g we define transition kernel,

Qz,A) = /AQ(%y)dy-

If ¢ satisfies the detailed balance equation we can simply set K (z,y) = ¢(z,y) and r(x) = 0 and we are done. If
that is not the case we define

K(z,y) = a(z,y)q(z,y).
This « is a correction term which must be determined and is also referred to as the probability of move. Let’s
assume there are z,y € R™ which don’t satisfy the detailed balance equation, so we assume that we have the
following inequality

m(y)a(y, x) < m(z)q(z,y). (11)
This means that we move from = to y too often and from y to x less frequently. This means we want to choose
an « so that we can get the following expression

m(y)a(y, z)q(y, z) = m(z)a(z, y)q(z, y),

this is achieved if we fix

m(y)a(y, x)
a(y,z) =1 and a(z,y) = < 1. 12
®,2) () m(x)q(z,y) 12)
Now we reverse the x and y see that we must have that
m(x)q(z,y)
a(z,y) =1and a(y,z) = ——= < 1. 13
(@) . 2) m(y)a(y, x) 13)

Now if we look at the a(z,y) in expressions (12) and (13) we see that we can define

m(y)a(y, x))

o(z,y) = min <1’ m(z)q(x,y)

. Now if we have a normalisation constant in our probability distribution 7, then we see that in the way we have
defined our « this constant vanishes. Now if we take everything we have defined and fill this in equation (7) we
get the following

Pla,8) = [ aleite)dy+ (1— / a(ay)q(ay)dy) x5(2).

n
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This P is called the Metropolis-Hastings kernel. This transition kernel satisfies all of the properties needed for
Theorem 3.14 that we discussed in section 2, so the MH method converges asymptotically. Now with this kernel
we get the following implementation of the MH algorithm.

Implementation of the Metropolis-Hastings Algorithm.

1 First we choose an initial value x.

2 Then we iterate for i = 1,..., Ngrquws the following:
3 First we simulate y from the candidate (proposal) distribution q(x;—1,y).
4 Then we compute the acceptance probability

T(y)a(y, zi—1) 1}’

a = min ,
{W(xi—l)Q(l‘i—lvy)

with target density 7(z).
We simulate U ~ U(0, 1), and check the following:
If u < «, then accept. So z; = y.
And if u > a, then reject. So x; = x;_1.

[ I

If we look into the implementation of the algorithm we see that in the « there is a ¢(y,2;-1) and ¢(x;—1,y). If
we choose ¢(x;_1,y) symmetric, we will have

q(xi-1,y) = q(y, zi-1)-
From this we get the following simplification

a(x,y):min{ ﬂ-(y)q(y’xi_l)),l}:min{ m(y) ,1}. (14)

W(xifl)q(l'iflay 7T(£Ui71)

5. Examples

We will now consider two examples, we will use the MH method to sample from them. Then we will approximate
the mean by using the samples and look a bit into how the algorithm depends on the candidate distribution ¢

and a so-called step size 7. Note that we will be working in R?, so z = <i1>
2

Example 1. We have the target density 7 (z) o< $¢(z, 61, %) + 2¢(z, 02, %), with

1 (x— 0TSz —0)
ardat(m) T (_ 2 > ’

0 0.4 1 0
91:(0),92:<5) ande(O 1)

¢(x,0,%) =

(a) Contour plot of target density 71 (z). (b) The 3-D plot of target density w1 (z).

Figure 1: Here we plot the 3-D image and contour plot of m; side by side.

13



Then we will implement and look at the psuedo code of the MH algorithm on this example with the candidate
distribution

1 2
q(z,y) oc exp (—Wllw — | ) :

If we look at g we see that it is Gaussian distributed with mean 0 and that it is symmetric. Furthermore the ~
tells us how wide the q is.

Psuedo code of MH for the function 7 (x).

1 Pick initial value zg. Set x = xg

2 For k=2: K do

3 Calculate m(x)

4 Draw W ~ N(0,4%]),set y =z +w
5  Calculate m(y)

o 71 (y)
6 Calculate a(z,y) = min (lv {(m))
Draw U ~ U([0, 1])

if u < afz,y)
9 Accept: Set x =y, xp =x, else
10 Reject: Set zp =,
11 end
12 end

In the code we see a K this is the total number of iterations we want to do, in our case K = 5000. In the
pseudo-code above we also see that there is a +, this v works as a step size in the MH algorithm. The MH
algorithm depends on the step size v through ¢, because the variance of our ¢ is equal to 7. Now if we take the
very large, this means the multivariate normal distribution from which we take our w will give us a high chance
that the candidate y that we choose will be further away from the previous value that the algorithm accepted.
This is true because the value which was accepted by the MH algorithm, is now the mean of the multivariate
normal distribution from which we will now sample our next candidate, so if you have a high variance you will
automatically have a high chance of picking a candidate that is further away from the mean and this mean is
the latest accepted draw of the MH algorithm. And if we take v very small the opposite is true, then we have a
high chance of picking a candidate that is close to the latest accepted draw.

Example 2. We will now use the pseudo-code to sample from the target density

ma(z) = mo(z1, ) X exp (10@;3 —29)? — (:EQ - i>4> ,

with the same candidate density q.

02 15 -1 -c; 5 0 0.5 1 1?5 2
(a) Contour plot of target density ma2(z). (b) The 3-D plot of target density ma(z).

Figure 2: Here we plot the 3-D image and contour plot of w5 side by side.
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Now that we have introduced the two examples above, we will study Examples 1 and 2 by plotting the
accepted draws of the MH algorithm in the contour plot of each example. To do this we first choose an initial
value for each example, which we then use for the MH method. Furthermore we will choose different step sizes
and apply the MH algorithm on target distribution m(z) and ma(x).

Figure 3: The outcome of the MH algorithm with different step sizes for target density 7;(x) with initial value
To = ("03> and K = 5000.
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Figure 4: The outcome of the MH algorithm with different step sizes for target density m2(x) with initial value

1.5
To = <0.8> and K = 5000.

If we look at Figures 3 and 4 we see that the subplot with v = 0.01 and v = 10 gives us very bad coverage of
the the target distribution. The second subplot with v = 0.1, has the same problem here we see that in Figure
3 one of the peaks is not covered and in Figure 4 that the hands are not equally covered. Now in Figure 3 and
4 we see that at v = 1 the whole target distribution is covered, so we can say this seems to be the best choice.
Furthermore we see that there is a tail in the subplot for v = 0.01 and v = 0.1 in Figures 3 and 4, starting from
the initial value xg. This happens because the MH method needs a few iteration before it arrives at the region
of high probability of the desired target distribution. We want to get rid of this tail, because the tail skews the
results of the calculation of the mean in the direction of the initial value, because we have more weight there. We
do a process called burn-in. Which states that we just remove a few of the accepted (or repeated) draws at the
beginning of the MH method. So in our example we removed the first 500 draws. But this value is dependent
on each individual target distribution and step size (So it’s not set in stone).

+=0.01 +=0.1

Figure 5: The outcome of the MH algorithm with different step sizes for target density m(z) after burn-in.
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v=0.01 7=0.1

Figure 6: The outcome of the MH algorithm with different step sizes for target density mo(z) after burn-in.

Now we have cut off the beginning of the chain to remove the burn-in phase of the chain and have gotten
Figure 5 and 6. We see that the tail has been removed in all of the figures except in Figure 5a. We took a burn-in
length of 500, for all of the other figures this was sufficient but for Figure 5a this was not. This can be attributed
to the fact that the step size v = 0.01 that we have chosen performs very bad. This has only been done for step
sizes v = 0.1 and v = 0.01 because the other step sizes don’t have a tail.

5.1. Finding the mean

Now we want to calculate the mean of a general example with target density 7(z). We know if we want to
calculate the mean for our example we have the following formula with X ~ II(-)

E(X) = /11{2 xm(x)dz.

Here we will show how we calculate the mean with the MH method for target distribution w(xz). We can
approximate this integral with the mean of the sum of the draws (% Zszl xk), because of Theorem 3.15. From

Figure 3 and 4 we see that for step size v = 1 the MH method makes a good approximation of the target
distribution. That’s why we will use v = 1 as our step size to calculate the mean.

(a) Mean of target density 71 (z). (b) Mean of target density ma(x).

Figure 7: The mean for Example 1 and 2 with K = 5000 and v = 1, calculated using method 2.

In Figure 7 we see a graphical representation of the mean of the MH method for v = 1 for both target densities.
We used two methods to find the mean. The first method we used to find the mean, was to run the code a few
times while taking a larger number of iterations K. In our case we ran the code 5 times with K = 100000 and
found that for the target density mi(x) the mean is varying in the zj-coordinate between [0.0907,0.1235] and
in the za-coordinate is varying between [1.5121,1.9311]. Furthermore for target density ma(z) we did the same
and found that the mean in the x;-coordinate is varying between [—0.0035,0.0182] and in the xzs-coordinate is
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varying between [0.3817,0.3913]. The second method we used to get the mean was to run the code 100 times
with K = 5000 and then take the average of the means that we got. After doing this we found for the target
density 71 (x) the mean in the x;-direction was 0.1251 and in the xo-direction 1.6341 and for target density ma(z)
the mean in the z;-direction was 0.0006 and in the xo-direction 0.3849. Now we see that both methods are very
close to each other, the values of Method 2 are in the intervals of Method 1 except for 0.1251. Both methods are
very use full because they give you different ways of estimating the mean.

5.2. Contraction of the algorithm

We know that the MH method asymptotically converges to the target density, seen in Theorem 3.14 and 3.15,
but we also want to get a good approximation on a finite sample. If the step size is too big we will reject almost
everything, so we won’t get a good approximation of our target density (it moves around inefficiently). But if our
step size is too small we will accept almost everything and will need a lot of iteration before we can get a good
approximation of our target density. This would also mean that the computational time will increase significantly
which is precisely what we don’t want. Furthermore, the accepted points are mostly packed around one specific
part of the distribution, which is not very good, because we get poor coverage of the target distribution. This
means if we want to calculate the mean it would give us a bad approximation, because all the points are clustered
together and not spread evenly. So we want to find the best possible step size, such that we can get a relatively
good amount of acceptance and with this a good approximation of our target density.

If we now look at Figure 3, we get the following acceptance percentage for each individual step size. For
step size v = 0.01 we get an 99% acceptance rate, at v = 0.1 we get an 98% acceptance rate, at v = 1 we have
an acceptance rate of 56% and at v = 10 we have an acceptance rate of 3%. And if we look at Figure 4 the
acceptance ratio at v = 0.01 is 96%, at v = 0.1 we get an 80% acceptance rate, at v = 1 we have an acceptance
rate of 16% and at v = 10 we have an acceptance rate of 0.2%

Furthermore we see in Figures 3 and 4, that for v = 0.01 the MH method needs a lot of iteration before it
arrives at the density. For v = 0.1, we see that it covers a part of the support of the density, but not everything.
At v =1, we see that the MH method covers the whole density. And for v = 10 in figure 4 we see that it covers
the target density good, but the problem is more that there aren’t many points, which is what we want.

We see that the step size v has a lot of influence on the MH method. To get a better understanding we will
make trace plots of our parameters and look if it makes sense what is happening.
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Trace plots of Bivariate Normal distribution
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Figure 8: Trace plots with different step sizes of the target density () of the first component .
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Figure 9: Trace plots with different step sizes of the target density ma(z) of the first component ;.

In Figure 8 and 9 we have plotted the first 5000 accepted and possibly repeated draws of the first component
x1 of our MH method. Note that to get these trace plots we did another simulation of our algorithm so it does
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not precisely correspond to Figure 3 and 4. If we look at these figures we see for v = 0.01 that the MH method
goes rather slow through the parameter space, so it will accept a lot but won’t cover a large part of the target
density and here we also have a very high correlation .This means our candidate density is too narrow.

When v = 0.1 we see that the method goes faster than for v = 0.01, but it still moves very slowly through
the parameter space. This means we still have a very high acceptance rate and a very high correlation.

For v =1 in Figure 8 and 9 we see that the method goes very smoothly through the parameter space. This
means we have a reasonable amount of accepted draws and reasonable correlation in our draws.

When v = 10 the method gets stuck at a few values, so this means we reject a lot and we also have a very
high correlation in the draws. Furthermore, we also get very few (separate) points, which we really want. So our
candidate density is too wide.

If we look at Figure 8 and 9, it would seem that v = 1 would be the best choice, but we still want to know
if we can do better. From articles [1] and [6] we find that at an 23% acceptance percentage we will have an
accurate description of a target and candidate density which is Gaussian distributed. Furthermore we will also
get reasonably low correlation in the draws. Note that this percentage is optimal if the dimension goes to infinity.
In our example we have dimension equal to 2, but we still want to see if it gives us good coverage and whether
the results we get are very far off, of what we already have. Furthermore we must note that this percentage is
attained only for Gaussian target and candidate densities. This means that for Example 2 this percentage might
not work so well. If we take this percentage in to consideration then we must take a step size v = 2.7 for the
target density 71 (z) and a v = 0.8 for target density m2(x) . Then we get the following trace plots and plots for
the outcome of the MH method.

Stepsize = 2.7 Stepsize = 0.8

051

3 2 1 0 1 4 3 2 1.6 1 0.5 o 0.5 1 1.6 2
(a) Target density 71 (z). (b) Target density ma2(z).
5 =27 v=0.8

15

o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
i i

(c) Trace plot of target density 71 (). (d) Trace plot of target density ma.

Figure 10: Outcome of the MH method for target density 7 (x) and ma(x).
In Figure 10 we see that the first component goes smoothly through the parameter space in both cases. In
Figures 3 and 4 we saw that the best choice for v was v = 1 for both target distributions. So we see that we

were not very far from the optimal . This means that if the trace plot looks like the one we saw at v = 1 in
Figure 8 and 9, then the chosen 7 is very accurate.
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6. Conclusion

Our objective was to find a way to easily calculate the mean of high dimensional densities by circumventing the
problems of integration, so we then found the MH method which gave us samples from the distribution, which
could then be used to approximate the mean. Theorem 3.14 shows that the Markov chains converge to the
invariant distribution and Theorem 3.15 shows us how we can approximate integrals with a sum. We then use
these theorems to construct the MH algorithm, this method gives us a practical way of approximating integrals
using the samples. Then we introduced two examples, on which we used the MH algorithm to approximate their
respective mean. We used two ways of calculating the mean with the MH method. The first method we used
was by running our code 5 times while taking a larger number of iterations K = 100000. The second method
we used was by running the code 100 times with K = 5000 and then taking the average of the results. Both
methods gave us very similar approximations of the mean of the example target distributions.

If we have a look at the MH method we see that the candidate distribution ¢ that we used in the examples has
variance -y, this 7y is also referred to as the step size. If we take the wrong step size the MH algorithms perform
poorly. This can be seen in both examples. If we take a very big step size we will have a very low acceptance
rate while if our step size is too small we will accept almost everything and will need a lot of iteration before we
can get a good approximation of our target density.

The trace plots can give us an indication if we have chosen the right step size. In the trace plots, we can see
how the first component z; from the sample behaves in its sample space. If the v is too small it goes very slow
through the sample space. Whereas if the 7y is too large we will see that the same value is repeated constantly so
here we see that it get stuck at certain values. Then we took a look at the 23% acceptance rate which we found
in article [1] and was further expanded on in article [6]. This acceptance rate is the most ideal in the case of
a Gaussian target, proposal density and the dimensions going to infinity. In our examples, we used a Gaussian
proposal density. Furthermore we have only 2 dimensions but we still wanted to look if this accepted percentage
gave us very different results. For Example 1 the we got a step size around v = 0.8 and for Example 2 around
~ = 2.7. These results showed us that they were not really far of our v = 1, which we stated to be the best step
size for our examples.

Further, we can also conclude that a high acceptance percentage does not necessarily mean we will get a good
approximation of the target density, this is easily seen in the graphs we get for our examples. Small 7’s give us
high acceptance ratio’s but do not really cover the whole area well of the example target distribution.

Now if we look at the correlation we see by choosing the wrong step size we will attain very high correlations.
We want this to be as small as possible because a high auto-correlation means we will have to have more draws
which means we will need more computational time. But we must stress that the MH method is not only
dependent on the step size. If we take a wrong initial value for example it could take a very long time before
the MH gives us an accurate description of our target density. This would mean that we would have a very high
burn-in. That’s why we should always try to find an initial value that is in the region of high probability of the
target density. The choice of the candidate distribution also plays a role in our examples, we chose the Gaussian
distribution, but there are also other possibilities that would have a lot of influence on the MH algorithm. So from
all this, we can conclude that the MH algorithm can be used to efficiently sample from the example distributions,
and with these samples, we get a good approximation of the mean.
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7. Appendix

7.1. Code of the Multivariate Gaussian

The implementation of the MH method is done in a function at the end of this section.

% Multivariate Guassian

%Plots of the MH on g without burn—in
K = 5000; % Number of iterations

a = figure;

hl = 0.1;

x = (—3:h1:3);

y = (—3:h1:10)

subplot (2,2,1)
(
)

)

[X,Y,Z,7] = g(x,y);

contour (X,Y,Z

hold on;

[T, ,x1,accel,” 7] = mp2(0.01 ,K);
bl = x1;

al x = autocorr(x1(:,1),1);
plOt(Xl(: 7]-) 7X1(: 32) y ’)

xlim ([-3.5, 3])

xlabel (7\gamma 0.017);

hold on;

subplot (2,2,2)

[X,Y,Z,7] = g(x,y);

contour (X,Y,7)

hold on;

[T, ,x1l,acce2,” 7] = mp2(0.1 ,K);
m2 x = mean(xl(:,1));

a2 x = autocorr(x1(:,1),1);

b2 = x1;

plot (x1(:,1) ,x1(:,2),’

xlim ([—-3.5, 3])

xlabel (7\gamma = 0.1);

hold on;

subplot (2,2,3)

[X7Y7Z7~] - g(xv}I);

contour (X,Y,Z)
hold on;

[T, ,x1,7,7,7] = mp2(1,K);
m3 x = mean(x1(:,1));

b3 = x1;

plot (x1(:,1) ,x1(:,2),".")

xlim ([—-3.5, 3])

xlabel (7\gamma = 17);

hold on;

subplot (2,2 ,4)

[X7Y7Z7~] - g(xv}I);

contour (X,Y,Z)

hold on;

[T, ,x1,acced,”,”] = mp2(10,K);
md x = mean(x1(:,1));

b4 = x1;
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plot (x1(:,1) ,x1(:,2),’
xlim ([-3.5, 3])
xlabel (’\gamma = 10);
hold on;

figure (a)

%Plots of the MH on g with burn—in

K = 5000;
hl = 0.1;
x = (—3:h1:3);
y = (—3:h1:10);

s = 500; %Burn—in
ad4d = figure;
subplot (2,2,1)
[XvY,ZaN] - g(X,Y);
contour (X,Y,Z)

hold on;

plot (bl(s:end,1) ,bl(s:end,2),’.")

xlim ([-3.5, 3])

xlabel (’\gamma = 0.017);
hold on;

subplot (2,2,2)

[X,Y,Z2,7] = g(x,¥);
contour (X,Y,Z)

hold on;

plot (b2(s:end,1) ,b2(s:end,2),’.")

xlim ([-3.5, 3])
xlabel (7\gamma = 0.1);
hold on;

subplot (2,2,3)
[X,Y,Z,7] = g(x,¥);
contour (X,Y,Z)

hold on;

plot (b3(s:end,1) ,b3(s:end,2),’.")

xlim ([-3.5, 3])
xlabel (’\gamma = 17);
hold on;

subplot (2,2 ,4)
[X,Y,Z2,”] = g(x,¥);

contour (X,Y,Z)
xlim ([-3 3])
hold on;

plot (b4(s:end,1) ,b4(s:end,2),’.")

xlim ([—-3.5, 3])
xlabel (’\gamma = 10);
hold on;

figure (ad4)

%Plots of the MH on g with the mean at

a222 = figure;

K = 5000;
hl= 0.1;
x = —3:hl1:3;

y = (—=3:h1:10);

stepsize .



[XvY)Z’~] - g(X7Y)§

contour (X,Y,Z)

hold on;

[7,7,x1,acce3 ,m_x,m y| = mp2(1,K);
m3 x = mean(x1(:,1));

b3 =
e = 500;
plot (x1(e:end,1) ,x1(e:end,2),’.")

xlim ([-3 3])

xlabel (’\gamma = 17);

hold on;

pl = plot(m _x,m y, 'rx’, ’linewidth’,6);
legend (pl, "Mean ")

figure (a222)

%% Calculating the mean by running the code 100 times

K — 5000:
for i = 1:100
[~a~a~7~ m_x(1) am_Y(i)] = mp2(1,K);
end
m_xx = mean(m_Xx) ;
m_yy = mean(m_y);

9% Calculating the mean by taking very high number of iterations

K—100000;
[N 7~ )~ 7~ ,Hl_X,IIl_y] - me(l 7K) 5

%% Find the stepsize which has acceptance probability

epsilon )%

ac = 0;

h = 0.05;
K = 5000;
eps = 0.7;

while abs(ac—23) >= eps
[Xbl, Xb2, x,ac,” , ] = mp2(h,K);

h = 0.05 + h;
end
q3 =figure;
hl = 0.1;

x1 = (=3:h1:3);

v = (—3:h1:10) ;
X,Y,2,"] = g(x1,y);
contour(X Y Z)

hold on;

plot (Xbl,XbQ7 )

title (’Stepsize = ’+string (h))
figure (g3)

)

%Traceplot of the ideal stepsize for g
dl =figure;

plot (x(1:K,1))

xlabel (717)

ylabel ('x i7)

title (7\gamma =’+string (h))

figure (d1)

in the region of (23 +



%% Traceplots of the MH on g

d = figure;

subplot (2,2,1)
h=10.01;

[7,7,x] = mp2(h,K);

plot (x(1:K,1))
xlim ([0 K]);

title ( ’\gamma =’+string (h))
xlabel (717)

ylabel ('x i)

subplot (2,2,2)

h— 0.1;

7,7 ,x] = mp2(h,K);

plot (x(1:K,1))

xlim ([0 K]);

title (7\gamma =’+string (h))
xlabel (717)

ylabel ('x i)

subplot (2,2,3)

h = 1;

[~7~aX] - mp2(h,K);

plot (x(1:K,1))
xlim ([0 K]);
title ( ’\gamma =’+string (h))

xlabel (717)
ylabel ('x i)
subplot (2,2 ,4)

h = 10;

[7,7,x] = mp2(h,K);

plot (x(1:K,1))

xlim ([0 K]);

title (7\gamma =’+string (h))

xlabel (71 )

ylabel ('x i)

suptitle (’Trace plots of Bivariate Normal distribution )
figure (d)

%% correlation

[Xbl ,Xb2,x] = mp2(10,K);
Xb3=x(1:100) ;

autoc = autocorr (Xb3,1) ;
%% The 3—D plot of g

abc = figure;

hl = 0.1;

x = (—=3:h1:3);

y = (—=3:h1:10);
[X,Y,Z,D] = g(x,y);
surf(X,Y,Z)

set (gea, 'xticklabel’ [[])
set (geca, 'yticklabel’ [[])
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262

263

264

set (gca, 'zticklabel’ [])
figure (abc)

%% All of the functions that we need

function [X,Y,Z D] = g(x,y) %Bivariate normal distribution
[X,Y| =meshgrid(x,y);
mul = [0 O];

sigmal = eye(2);

mu2 = [0.4 5];

sigma2 = [1 0; 0 1];

ratio = 2./3;

A= [X() Y();

D = ratioxmvnpdf(A,mul,sigmal)+(l—ratio)*mvnpdf(A,mu2,sigma2) ;
Z = reshape (D,length(y),length(x));

end

9VH method for 2D (or more with a few tweaks)
function [Xbl, Xb2, x,ac,m x,m y| = mp2(h,K)

x = zeros (K,2); %vector in which we will store the accepted values
x(1,:)=[-3; 0]; %initial value
ac = 0;% counter accepted draws
for i = 2:K
mu = [0 O];
sigma = eye(2);
[~7~7~apX] = g(x(i-1,1),x(i-1,2));
w= mvnrnd (mu, (h~2)*sigma) ;
y = X(i_lv:) + W
[7,7, 7 py] = g(y(1),y(2));
alpha = min(1,py/px );
mu = unifrnd (0,1,1);
if mu < alpha
x(i,:) =vy;
ac = ac +1;
else
x(i,:) =x(i—-1,:);
end
end
ac = (ac/K)%100; % accepted percentage
bg = Kx0.1; % Burn—in
Xbl = x(bg:end,1); % first component
Xb2 = x(bg:end,2) ;% second component
m_x = mean(x(:,1)); % mean of first component
m_y = mean(x(:,2)); % mean of second component
end

7.2. Code of the Horse Shoe
The implementation of the MH method is done in a function at the end of this section.

% Horse Shoe
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clear all;
K = 5000; % Number of iterations

%Traceplots of the MH on f (horse shoe)
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d = figure;

subplot (2,2,1)

[T, ,x,accl] = mp(0.01 ,K);
plot (x(:,1))

xlim ([0 5000]);

title (’\gamma =0.01")
xlabel (71 )

ylabel ('x i)

subplot (2,2,2)

=~ x,ace2] = mp(0.1,K);
plot (x(:,1))

xlim ([0 5000]);
title ( ’\gamma =0.1")
xlabel (717)

ylabel ('x i7)

subplot (2,2,3)

[T, ,x,acc3| = mp(1l,K);
plot (x(:,1))

xlim ([0 5000]);

title (7\gamma =1")
xlabel (717)

ylabel ('x i)

subplot (2,2 ,4)

[T, ,x,accd] = mp(10,K);
plot (x(:,1))

xlim ([0 5000]);

title (’\gamma =10")
xlabel (717)

ylabel ('x 17)

suptitle (’Trace plots of f(x,y)’)

figure (d)

% Contour plot of f
a2 = figure;

hl = 0.01;

xl = —2:hl1:2;

yl = —1:hl1:2;

[X,Y]| =meshgrid(x1,y1);

Z = exp(—10%(X."2-Y)."2—(Y—-0.25).74);

contour (X,Y,Z)

title (’The contour plot of f(x,y)’)

figure (a2)

%Plots of the MH on f without burn—in

a = figure;
subplot (2,2,1)
hl = 0.01;
xl = —2:hl1:2;
yl = —1:hl1:2;

[X,Y] =meshgrid(x1,yl);



7 = exp(—10%(X."2-Y)."2—(Y—0.25).

contour (X,Y,Z)
hold on;

[~,~ x1] = mp(0.01 ,K):
plot(xl( 1) ,x1(:,2),7.7)
xlabel ( 7\ gamma 0.01’);
subplot (2,2,2)

contour (X,Y,Z)

hold on;

=" x2] fmp(o 1,K);
plot (x2(:,1),x2(:,2), . ")
xlabel (7\gamma 17 )

subplot (2,2,3)

contour (X,Y,Z)

hold on;

[~ - ,X3] = mp(1 7K> )

plot (x3(:,1),x3(:,2),".")
xlabel (’\gamma = 1) ;

subplot (2,2 ,4)

contour (X,Y,Z)

hold on;

[~ xd] = mp(lo K)

plot (x4(:,1) ,x4(:, )v )
xlabel (’\gamma = 10);
figure (a)

s = 500; %Burn—in

a = figure;

subplot (2,2,1)

contour (X,Y,Z)

hold on;

plot (x1(s:end,1) ,x1(s:end,2),
xlabel (7\gamma = 0.01");
subplot (2,2,2)

contour (X,Y,Z)

hold on;

plot (x2(s:end,1) ,x2(s:end,2) ,
xlabel (7\gamma = 0.1);
subplot (2,2,3)

contour (X,Y,Z)

hold on;

plot (x3(s:end,1) ,x3(s:end,2) ,
xlabel (7\gamma = 17);

subplot (2,2 ,4)

contour (X,Y,Z)

hold on;

plot (x4 (s:end,1) ,x4(s:end,2) ,
xlabel (7\gamma = 10);
figure (a)

%% Correlation
h=1,

)

~4);
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[Xb1 ,7] = mp(1,K);
Xb3=Xb1(1:500) ;
autoc = autocorr(Xb3,h);

%% Plot of the MH on f with the mean at

a2 = figure;

hl = 0.01;

xl = —2:hl1:2;

yl = —1:hl1:2;

[X,Y]| =meshgrid(x1,y1);

Z = exp(—10%(X."2-Y)."2—(Y—0.25).°4) ;

contour (X,Y,Z)

hold on;

[Xb]‘)Xb23~7~7InX?mY] — mp(17K);
plot (Xbl,Xb2, . ")

hold on;

pl = plot (mx,my, 'r*’, linewidth’,6);

xlim([-2 2])

ylim([-1 2])

legend (pl, 'Mean ")
xlabel (’\gamma = 17);
figure (a2)

9% Calculating the mean by taking very high number of iterations

K — 10000;
[~,~,~,~,II].X,IIly] :Illp(].,K),

9% Calculating the mean by running the code 100 times

K = 5000;
for 1 = 1:100

[~,~,~,~,mx(i),my(i)] = mp(1,K);

end
m_xx— mean (mx) ;
m_yy = mean (my) ;

given

9% Find the stepsize which has acceptance

epsilon )%

ac = 0;

h = 0.05;
K = 5000;
eps = 1;

while abs(ac—23) >= eps
[Xbl,Xb2,x,ac] = mp(h,K);

h = 0.05 + h;
end
q3 =figure;
hl = 0.01;
x1l = —2:hl1:2;
yl = —1:hl1:2;

[X,Y] =meshgrid(x1,yl);

7 = exp(—10%(X."2-Y)."2—(Y—0.25).°4);

contour (X,Y,Z)

hold on;

plot (Xbl,Xb2, *. ")

title (’Stepsize +string (h))
figure (g3)
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qd = figure;

plot (x(1:K,1))

xlim ([0 5000]);

title ( 7\ gamma ‘+string (h))
xlabel (71 7)

ylabel ('x i)

figure (q4)

%% 3D—plot of the Horse shoe (f)

abc = figure;
hl = 0.1;

xl = —2:hl1:2;
yl = —1:h1:2;

[X,Y] =meshgrid(x1,yl);
Z = exp(—10%(X."2-Y)."2—(Y—0.25).4);
surf(X,Y,Z)
set (gca, 'xticklabel’ [])
set (geca, 'yticklabel’ [[])
set (gca, 'zticklabel’ |[])
figure (abc)
%% The MH method on the horse shoe
function [Xbl, Xb2, x,ac,mx,my|] = mp(h,K)
x = zeros (K,2);
x(1,:)=[1.5; —0.8];
ac = 0;
for i = 2:K
mu = [0 O];
sigma = eye(2)
px = exp(—10%(
w= mvnrnd (mu, (
y = x(i-1,:) + w;
py = exp(—10%(y(1)."2-y(2))."2—(y(2) —0.25).74);
alpha = min(1,py/px );
mu = unifrnd (0,1,1);
if mu < alpha
x(i,:) =y;
ac = ac +1;
else
x(i,:) =x(i-1,:);
end

X
h~2)*sigma) ;

end

ac = (ac/K)*100; % accepted percentage
bg = Kx0.1; % Burn—in

Xbl = x(bg:end,1); % first component
Xb2 = x(bg:end,2) ;% second component

mx = mean(x(:,1)); % mean of first component
my = mean(x(:,2))

end

; % mean of second component
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