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Abstract

The driver’s safety is one of the problems that is considered by modern vehicle technologies. Many accidents occur

due to extreme weather conditions, such as snow or freezing rain. Such weather causes decreases in the friction of the

road surface, which cause danger for drivers in this kind of area. To improve the driver’s safety, ADAS (Advanced

Driver Assistance Systems) can be used to recognize different road surface conditions and warn the driver to avoid

them. To do this, ADAS needs to perform classifications on the surface, and radars operating above 77 GHz have

shown potential for this kind of task. The polarimetric information of the surface is needed as the prior knowledge for

radar to perform the classification properly, which can be obtained from the scattering of the surface. The scattering

properties of the asphalt surface at 76 GHz is a complex problem and it is difficult to have a comprehensive solution.

In the existing research, there is no research that used a full-wave numerical approach with a simulation model for

the kind of problem in the 76 GHz frequency band.

In this thesis, a numerical model is developed in the electromagnetic software suite FEKO to simulate asphalt

surface scattering. The model considers surface roughness, dielectric medium, source polarization, and incidence

angles for scattering from the asphalt surface. Based on the model simulations, statistical analysis is performed using

the Monte Carlo method. The results of the model in the case of an RMS height of 2 mm and correlation length of

2mm show that for a very rough surface, the RCS of the surface decreases as the incidence angle is larger, and the

value of the two polarization components is close to each other. By verifying the numerical model with SPM theory,

it has been shown that the designed model can give accurate results in the designed scenarios, which proves that the

designed model can be used for investigate rough surface scattering properties.
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1
Introduction

This chapter introduces the background behind the project topic in Section 1.1, including the road surface condition

classification and surface scattering problem. The review of the state-of-art is presented in Section 1.2. The problem

statement is defined in Section 1.3 and the contribution of this project is summarized in Section 1.4. The main

contribution of the project is to develop a numerical model of asphalt surface scattering and investigate the scattering

properties of asphalt surfaces. Lastly, the structure of this thesis is explained in Section 1.5.

1.1. Background and motivation
Road safety is one of the problems that need to be considered for modern vehicles. The analysis of this problem

involves many aspects, and one of the most essential aspects is the road condition. According to Royal Netherlands

Meteorological Institute (KNMI), many accidents were caused by weather conditions like snow or freezing rain

during the winter season [1]. This kind of precipitation is difficult to predict since it can be easily affected by

the slightest change in temperature. To improve driving security, it is necessary for drivers to recognize the risky

situation and react quickly.

The term advanced driver-assistance systems (ADAS) refers to the technologies that are implemented in modern

vehicles to improve driving safety and comfort, including collision avoidance, blindspot monitoring, and Anti-lock

braking system (ABS). For example, by giving warnings to the driver about hazardous areas with low friction or

tuning the anti-lock breaking parameters of the system using ADAS, the risk of accidents due to dangerous road

conditions can be reduced. In order to do this, the ADAS needs to be able to recognize different road conditions.

Modern vehicles can observe their surrounding environment using various methods, such as optical cameras,

Lidar, radar, etc. An overview of different technologies used in road surface recognition is shown in Figure 1.1, in

which several methods have been evaluated regarding operating conditions and measurement performance. Based

on the comparison, it has been found that radar above 77 GHz seems to be the most promising method since it is

independent of weather conditions and capable of long-range, high-resolution measurements. [2]

Figure 1.1: An overview of different approaches for road surface classification

One way of using radar systems for road surface classification is to analyze the polarimetric information of the

surface. The potential of using polarimetric radar for surface recognition has been demonstrated in early studies

since the polarization state of the reflected signal is determined by the surface properties [3][4]. Furthermore, it

1



1.2. Overview of State-of-art 2

has been shown that the backscattering properties of surfaces can be changed by different surface conditions [5].

The measurement of the scattering matrix for different road surfaces in both laboratory and field experiments was

executed by [6], their finding indicated that the backscattering properties of the road could be changed by water, ice,

or snow in 24 GHz frequency band.

To classify the road condition using the polarimetric information, the scattering properties of the surface are

needed as prior knowledge [7]. The scattered field from a surface can be influenced by many surface parameters,

such as surface roughness, relative permittivity, conductivity, etc. Furthermore, the scattering properties of objects

are also determined by incident angle, incident wave frequency, and polarization. With all of these uncertainties, it is

difficult to obtain a general conclusion about the scattering properties of a surface under all circumstances. Therefore,

to use automotive radar for surface classification, it is crucial to have an insight into surface scattering properties in

the automotive radar operation frequency band, which is 76-80 GHz.

1.2. Overview of State-of-art
The goal of this project is to evaluate the scattering properties of electromagnetically rough surfaces, which can be

used to classify the surface condition using polarimetric radar. In order to do this, the polarimetric information of

the asphalt surfaces needs to be investigated using a certain method. The research starts with reviewing the existing

studies that contributed to the analysis of asphalt surface scattering at 76-100 GHz. Then, the general existing

approaches for rough surface scattering are reviewed to find a suitable one for this project. At last, a summary of

the state-of-the-art is made, which includes the selection of the method and the novelty of this project.

1.2.1. Scattering from asphalt surfaces at 76-100 GHz
The investigation of the scattering properties of asphalt surfaces started a few years ago, and different approaches

have been applied. Asphalt is a kind of material constructed from a mixture of small particles such as rocks and

sand, and bitumen with air voids [7]. The size of the particles is comparable to or even larger than the millimeter

wavelength at 76 GHz, so the volume scattering inside the medium also contributes to the scattered field. Some

of the research used a hybrid approach to characterize the asphalt backscattering properties, in which the surface

scattering is predicted by IEM and the dielectric characteristic of asphalt is obtained through experimental results to

be used for the VRT (Vector Transfer Theory) to predict the volume scattering [7].

Experimental measurement is also one way to investigate the scattering properties. The backscattering coeffi-

cients can be computed by the polarized radar measurement. By measuring the angular response for asphalt and

concrete surface of different roughness, it shows that the backscattering coefficient decreases as the incident an-

gles become larger, and the horizontal and vertical components of the backscattering coefficient are different [8].

Another way of evaluating the backscattering properties is tomeasure the distribution of the backscatter. The radome-

normalized backscatter shows different distributions for different surface conditions [9]. For high-frequency prob-

lems, many studies also used electromagnetic simulation software to find solutions. By building a numerical model,

the scattering of rough surfaces can be simulated in given conditions. The investigation of the propagation and scat-

tering of rough surfaces in the Terahertz band using full-wave simulation is done by using a model made of PEC

(Perfect Electrical Conductor) [10][11][12]. By simulating a very thin surface with negligible thickness, the impact

of the surface roughness on scattering in the Terahertz band can be studied.

1.2.2. Method of analysis for rough surface scattering
To analyze the scattering properties of random rough surfaces, different models have been developed in the past

few decades. These models can generally be categorized into two types: analytical models and numerical models.

To provide an insight into the scattering of the rough surfaces, analytical methods are proposed to find approxi-

mated solutions for random surfaces with fewer computational costs. The most commonly used methods include the

Kirchhoff Approximation (KA), the Small Perturbation Method (SPM), and the Integral Equation Method (IEM).

Analytical models aim to develop an approximatemodel with less numerical complexity, while numerical models

aim to find the exact solutions to Maxwell’s equation. As technology grows, high-performance computers are now

capable of running large computations and therefore become popular for solving this type of problem. The numerical

methods aim to solve Maxwell’s equations directly in their integral or differential form. Some of the methods

are the Method of Moments (MoM), the Finite-Difference Time-Domain (FDTD), and the Finite-Element Method

(FEM). The numerical approach can also be combined with the Monte Carlo method, which runs a large number of

simulations to perform statistical analysis.
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A. Analytical method: Small Perturbation Method (SPM)
The Small Perturbation method is one of the oldest methods in scattering analysis. It can be applied for slightly

rough surfaces with a relatively small slope and surface height variations smaller than the incident wavelength [13].

The idea of SPM is to expand the scattered field to a perturbation series and find the solutions that satisfy boundary

conditions. Therefore, the solution depends on the boundary conditions and the type of incident wave.

In this section, the formulation of the first-order solution for a problem with Dirichlet boundary conditions and

scalar incident wave is discussed briefly [13].

First of all, the total field at the receiver is the sum of the incident field and the scattered field:

ψ(r) = ψinc(r) + ψsc(r) (1.1)

in which r are the points on the surface, ψ(r) is the total field, ψinc(r) is the incident field and ψsc(r) is the scattered
field. For the scatterer that satisfies the Dirichlet boundary condition on h gives:

ψ(r)|z=h = 0 (1.2)

For a slightly rough surface, the surface height function f(x, y, h) can be expanded to a Taylor series, and SPM
assumes that the mean surface h of the rough surface is a plane at z = 0, then the surface height can be expressed
as:

f(x, y, h) = f(x, y, 0) + hf,z(x, y, 0) +
h2

2
f,zz(x, y, 0) + ... (1.3)

where f,z are the derivatives. Scattered waves can be represented as a series using SPM:

ψsc = ψsc
0 + ψsc

1 + ψsc
2 + ... (1.4)

Take the first two terms of the surface height Taylor expansion in Equation 1.3 and the scattered field approximation

in Equation 1.4, and take the expression of the total field in Equation 1.1 and substitute them all into Equation 1.2,

the boundary condition becomes:

ψinc|z=0 + hψinc
,z |z=0 + ψsc

0 |z=0 + hψsc
0,z|z=0 = 0 (1.5)

By solving Equation 1.5, the zero-order solution of the scattered field ψsc
0 |z=0 and the first-order correction of to the

scattered field ψsc
1 |z=0 can be obtained.

B. Analytical method: Kirchhoff Approximation (KA)
The Kirchhoff Approximation (KA) is also known as Tangent Plane (TA) or Physical Optics (PO) theory and it also

can be referred to as the ”high-frequency method”. The idea of KA is to approximate the scattering of the rough

surface, that the scattering of any point on the surface is considered a point scattering on the tangent plane at the

same point, and the tangent plane is assumed to be an infinite smooth plane.

The formulation of the general form of the KA is explained in the following, the more detailed explanation can

be found in [13]. First of all, the scattered field can be expressed as:

ψsc(r) =

∫
S0

[ψ(r)
∂G(r, r0)

∂n0
−G(r, r0)

∂ψ(r0)

∂n0
]dS0 (1.6)

in which ψ(r) is the total field and G(r, r0) is the Green’s function, S0 is the surface of scatterer. These quantities

in Equation 1.6 are known except for field and those terms are approximated by KA. By assuming a monochromatic

plane incident wave ψinc(r) = eikinc·r and applying far field approximation k|r− r0| ∼ kr− k̂r · r0, the integration
is then converted to integration over the mean plane. Therefore, the general field Kirchhoff result can be written as:

ψsc(r) =
−ikeikr

4πr
2F (θ1, θ2, θ3)

∫
SM

eikφ(x0,y0)dx0dy0 + ψe (1.7)

where F is the angular factor and ψe indicates the ”edge effects”. The full expression for the variables can be found

in [13]. The choice of the F depends on the choice of boundary, consequently, it varies in different literature. For

an infinite, smooth planar surface, the KA can provide an exact solution. However, this assumption is impossible in
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practical situations. In order to obtain accurate results, the following restrictions are proposed for the rough surface:

krc cos
3 θ1 � 1 (1.8)

where k is the wave number, rc is the radius of curvature of the surface at a point on the surface, and θ1 is the
incident angle. The accuracy of the KA is limited not only by the surface properties but also by other scattering

phenomena, since the original theory does not account for the multiple scattering and shadowing effects that occur

when the incident frequency is higher and the surface is rougher. Therefore, the accuracy of KA is also limited by

these parameters [13]. Additional terms such as the shadowing function were also proposed to extend the validation

region of KA theory [14].

C. Analytical method: Integral Equation Method (IEM)
The Integral Equation Method (IEM) was proposed by A.K. Fung and G. W. Pan in 1963 to bridge the gap between

the KA and first-order SPM [15]. The idea of this approach is to estimate the surface current by iterative technique,

then the estimated surface current can be used for computing the scattered field. Their theory starts with the integral

equation for the surface currents:

J(r) = 2n̂×Hi +
1

2π

∫
n̂× [∇G× J(r′)]dS′ (1.9)

where n̂ is the unit normal vector to the surface, Hi is the incident magnetic field and G is the Green’s function.

Considering a horizontally polarized incident wave:

Ei = ŷE0exp(−jkx sin θ + jkz cos θ) = ŷE0exp(−jkxx− jkzz) (1.10)

where θ is the incident angle and k is the wave number in free space, and E0 is the field amplitude. Let n =
n̂/ cosχ = −x̂Zx − ŷZy + ẑ with cosχ = [1 + (Zx)

2 + (Zy)
2]−1/2. The surface current in Equation 1.9 can be

written as:
J

cosχ
= 2n×Hi +

1

2π

∫
S

n×∇G× (
J ′

cosχ
)dx′dy′ (1.11)

where Zx and Zy are the particle derivatives of the surface z(x, y). In this equation, the first term represents the

surface current density using KA and uses as the initial guess for the iterative process. The second term is a com-

plementary term that can be simplified to remove the spatial variables. In this way, the total current density can

be estimated, and then the scattered far field can be calculated [15]. The first term corresponds to single scattering,

while the second term corresponds to multiple scattering.

Therefore, IEM can be used to analyze complex scattering problem which involves multiple scattering effects,

while KA does not account for multiple scattering. Due to the limitation of computation, the problem needs to be

restricted to make the resulting equation manageable [13]. Together with Vector Radiative Transfer (VRT) method,

IEM can be used for the analysis of scattering properties of asphalt surface at 76 GHz, and the model is validated by

experiment results [16].

D. Numerical method: Method of Moments (MoM)
The MoMmethod solves Maxwell’s equation in integral form by discretizing the equation by expanding the surface

current to a set of basis functions. This method forms a full matrix equation so that it can be solved by matrix

inversion. Except for the basis functions, a set of weighting functions is used in this method as well. A brief

explanation of the method is presented below [17]. Take the following integral equation:

∫ b

a

dx′G(x, x′)f(x′) = c(x) (1.12)

In whichG(x, x′) is Green’s function, f(x) is the unknown variable, and c(x) is the known variable in the integration
domain. By expanding the unknown function f(x) using basis functions:

f(x) =

N∑
n=1

bnfn(x) (1.13)
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and multiple with a set of weighting function wm(x), Equation 1.12 can be rewritten in matrix form:

N∑
n=1

Gmnbn = cm (1.14)

wherem = 1, 2, ..., N , and

cm =

∫ b

a

dxwm(x)c(x) = 〈wm, c〉 (1.15)

Gmn =

∫ b

a

dxwm(x)

∫ b

a

dx′G (x, x′) fn (x
′) = 〈wm, Gfn〉 (1.16)

Equation 1.14 is a full matrix equation, in which the unknown surface current f(x) can be solved based on the
weighting functions, from which the scattered field can be calculated [17]. Therefore, the choice of the weighting

function determines the accuracy of the solution. Two common choices of the weighting functions are Galerkin’s

method and the point matching method.

The advantage of the MoM is that it is easy to implement. However, due to fact that the general MoM solves the

full matrix equation, the computational complexity of the method depends on the matrix dimension N and it grows

rapidly with this number. Many techniques have been proposed to reduce the computation cost of these equations

[17]. For example, the MLFMM (Multilevel Fast Multipole Method) is one of the fast methods for electrically large

systems. The MLFMM finds quick solutions for large systems by approximation of the matrix elements’ coupling.

It solves the large system matrix by computing the coupling between a group of matrix elements instead of the

coupling between all matrix elements. Each element group contains a group of matrix elements and the coupling of

one element in the group to the other element group is approximated by the coupling between the two groups [18].

In this way, the number of unknowns of the matrix is reduced and therefore the computation efficiency is improved.

E. Numerical method: Finite-difference time-domain (FDTD)
The FDTD method was first introduced by Kane S. Yee to solve the differential form of Maxwell’s Equation in the

time domain [19]. The idea of this method is to use finite difference equation to approximate the derivative operator

in Maxwell’s Equations. These difference equations are discretized in space and time and formulated based on

boundary conditions. For a grid in space, a set of nodes are selected and the electromagnetic field on these nodes can

be calculated by the differential equations [19]. The iterative scheme is applied to the calculation, the initial values

of the fields are derived from the incident wave, and the field values of a given time step are then calculated based

on the values of the previous steps. In this way, the electromagnetic wave’s propagation in the time domain can be

computed.

One of the advantages of the FDTD is that the scattering properties for different frequencies can be obtained

simultaneously. In addition, the matrix inversion process is eliminated compared with other methods [20].

F. Numerical method: Finite Element Method (FEM)
For the case with an inhomogeneous medium, FEM is more suitable than other methods [21]. For a multi-layer

surface, by dividing the scattering region into several parts based on the specific problem, FEM can find the solution

of the total field in the inhomogeneous region.

A solution of a combined random rough surface is provided by diving the problem into two regions [21]. Region

I consist of a homogeneous region above the highest point of the rough surface, and region II consists of the inho-

mogeneous region of the rough surface. The scattered field in region I is solved by expanding it in upward traveling

Floquet modes. The FEM is applied to region II by dividing this region into first-order triangular elements, which

are called finite elements. The total field in region II can be expressed as a linear combination of the modal field

within each element. The solution for the whole system is the combination of two regions which also satisfies the

boundary conditions between the two regions. In this way, the FEM is able to calculate both surface scattering and

volume scattering of the surface.

Except for the capability of solving the inhomogeneous problem, another advantage of the FEM is that it requires

less computational time and memory than other methods. In the region where FEM is applied, the height in this

simulation is significantly smaller than the total surface length so it costs less computation time to discretize the

region. Furthermore, the matrix in the linear equation is symmetrical and only half of it needs to be stored, which

results in less requirement for computational memory [22].
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1.2.3. Summary of different method
A summary of the pros and cons of two different types of approaches is presented in Table 1.1. The analytical

methods have been developed for many years and many studies have proposed validated models to predict rough

surface scattering. In the known validation regions, it could provide accurate predictions and they can be helpful to

quantitative analysis. But the validation region of the analytical models is ambiguous and difficult to determine [23].

The accuracy of the result is also restrained by several criteria. For example, results become less accurate when the

grazing angle is small. By using additional terms like shadow function the precision of the results can be improved

[14]. However, the application of analytical models for complex problems is still limited.

On the other hand, numerical methods can provide precise solutions for complex problems since it solves

Maxwell’s Equations directly. It can be applied to various kinds of problems, such as scattering problems on the

surface with buried objects and multi-layered rough surfaces [9][24]. The requirement for computational resources

using numerical method increases as the systemmodel complexity increases. The development of high-performance

computers allows the numerical model to be solved with less time. Therefore, the numerical method is preferable to

the analytical methods for practical problems with complex surfaces.

Method Advantages Disadvantage

Analytical methods
1. Provide accurate results

within the known validation

region.
2. Requires fewer computa-

tional resources than the

numerical methods.

1. The accuracy of the predic-

tion depends on the crite-

ria, such as the surface RMS

heights and slope, and the in-

cident angle.
2. Difficulty in the determina-

tion of validation region.

Numerical methods
1. Provide accurate results with

less dependence on condi-

tions.
2. Capabilities of solving com-

plex problems, such as scat-

tering problems of the surface

with buried objects

1. The requirement for computa-

tion resources increases with

the complexity of the model.
2. The accuracy depends on the

mesh grid size.

Table 1.1: Summary of two methods

By viewing the existing studies, it can be concluded that the scattering from asphalt surfaces at high frequencies

is a complex problem for which it is difficult to have a comprehensive solution. The composition of asphalt also

varies for different applications, so the dielectric properties of asphalt also vary between research [7]. In addition,

many analytical studies focus on a range of incident angles, while the numerical model from full-wave simulation

could provide results in more different incident angles. The parameters of the numerical model can be adjusted

and resolved by the simulation software to obtain various results for different conditions. Therefore, the numerical

method is more suitable for this project.

Among all of the numerical methods, the principle of the FEM and FDTD algorithms requires that the model is

meshed in volume to find the solution, while the MoM only meshes the model surface to estimate the surface current

and calculate the scattered field. For this problem, the dielectric medium is assumed to be homogeneous, and MoM

appears to be more computationally efficient. For electrically large systems, it is reported that the multilevel fast

multipole method (MLFMM) is found to be more efficient than the fast multipole method fast Fourier transform

(FMM-FFT) method for solving scattering problems with large roughness [25]. In conclusion, the MoM-based

solver with the MLFMM algorithm is the most suitable for this project.

From the literature review of the existing studies, many studies have investigated the problem of asphalt scattering

[5][9][16]. It is reported that the backscattering coefficient of the surface decreases when the incident angle is

increasing, and it is different for different polarizations and surface conditions [8]. But they were using either

analytical or experimental approaches and none of the research used a numerical approach.
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There are a few studies that have investigated asphalt surface scattering using numerical approaches. However,

most of the research focuses on problems in a higher frequency band than 76 GHz, and some of the research focuses

on the analysis of surface scattering of the rough surface without the surface thickness or dielectric constant, and

there is no statistical analysis as well [10].

To the best of the author’s knowledge, there is no existing research that used numerical model simulations for

evaluating the asphalt surface scattering properties in the 76 GHz frequency band, and there is no existing similar

numerical model that considers comprehensively the physical parameters of the asphalt surface, such as the surface

thickness and the dielectric constant of the asphalt. Therefore, the novelty of this project is to develop a new numer-

ical approach for the asphalt scattering problem, and the model includes several aspects of surface scattering instead

of only surface roughness. Furthermore, by applying a Monte Carlo method, this project also performs a statistical

analysis of the results.

1.3. Approach
In this project, first of all, a numerical model of asphalt surface scattering at 76 GHz will be developed in the

simulation software FEKO (Feldberechnung für Körper mit beliebiger Oberfläche). In this project, the asphalt

mixture is assumed to be a homogeneous medium. Then, the scattering properties will be analyzed based on the

results produced by the designed numerical model. Previous studies have investigated the dielectric properties of

the asphalt material and the scattering properties of a PEC rough surface, which has similar roughness to asphalt

surfaces [26][27]. The work of this project is formulated based on their contributions.

The development of the numerical model starts with the design of the rough surfacemodel and the incident source.

Based on the designed model, the simulation is configured in the FEKO and the scattering of a single deterministic

asphalt surface can be simulated. To obtain a statistical result, the number of realizations is decided, this number of

random surfaces with the same characteristics is simulated, and the results are averaged. The scattering properties

will be investigated in terms of the scattered far field and RCS (Radar Cross Section), and how they are influenced

by the incident angle and surface characteristics.

1.4. Contribution of the Research
The main contributions of this thesis project are summarized below:

• A novel numerical model is developed to simulate the scattering from the asphalt surface at 76 GHz. This

model is designed with thickness to consider the impact of both the surface roughness and wave penetration

of a dielectric medium on the scattering properties.

• For the first time, scattering from the surfaces with electrically large roughness is studied. The investigation

includes the aspects of source polarization, incident angle, and surface RMS height.

• A statistical analysis of the scattering characteristic of the asphalt surface is performed. The scattering prop-

erties are analyzed in terms of the averaged results to have a statistical result. The scattering properties are

evaluated by the averaged far field pattern and the averaged RCS, which can be used for road surface classifi-

cations with automotive radar.

• A multilayer model consisting of water and an asphalt layer is designed to study the impact of an additional

dielectric medium layer on the asphalt scattering properties.

1.5. Outline of the Thesis
The structure of this report is explained in this section. The first chapter introduced the background information and

the motivation of this project, the review of state of the art, then the problem approach is brought up based on the

review followed by the contribution of the research. Chapter 2 introduces the computational model, including the

generation of the rough surface model, the section of the surface model and configuration in FEKO, followed by

the simulation procedure in different computer clusters, and the post-processing of the simulation results. At last,

the limitations of the designed model are explained. In Chapter 3, different scenarios are designed to investigate

the scattering properties of the rough surface, this is done in the aspect of the RMS height and the incident angles

with both horizontal and vertical incident polarization. The results are evaluated in terms of the averaged far field

pattern and the four polarimetric components of the BSC (Bistatic scattering coefficient) and RCS. This is followed

by the explanation of the multilayer model in Chapter 4, the multilayer model is built based on the design of the

single-layer model to provide an insight into the impact of an additional dielectric medium layer. The development
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of the model and results are presented in this chapter. Chapter 5 explains the verification of the single-layer model

by comparing the simulation result to the SPM theory. The results show that the model has good agreements with

the SPM prediction with limitations. At last, the conclusions and recommendations for further research are derived

based on the results in Chapter 6.



2
Computational model

In this chapter, the development of the computational model for asphalt surface scattering is explained. It starts

with simulating a single piece of asphalt surface in FEKO, which includes generating the asphalt surface, selecting

the incident source, and determining the size of the model. The procedure for generating a rough surface model is

explained in Section 2.1. Followed by studies of the influence of incident source and surface dimension in Section

2.2 and 2.3, then the parameters for the surface size and simulation parameters are set and tuned in Section 2.4.

Subsequently, the procedure expands to simulate a set of surfaces with the same characteristics to obtain a result

set. This step involves the use of an HPC (High-Performance Computing) cluster. The workflow for simulating

dielectric surfaces using FEKO is explained in Section 2.5. The processing of the simulation results is presented

in Section 2.6. At last, the limitations of the computational model are analyzed based on the simulation result in

Section 2.7.

2.1. Rough surface generation
The scattering of the asphalt surface is determined by the geometrical properties of the surface and the dielectric

properties of the asphalt mixture. This section explains the generation of a rough surface with the same statistical

geometrical properties as an asphalt surface, as well as the preparation for model import in FEKO. To obtain a

comprehensive study, a group of surfaces needs to be randomly generated with the designed parameters and also

follow the same height distribution as the real asphalt surface.

The first step is to extract the properties of the real asphalt surfaces. By sampling the CT scans of asphalt surfaces,

the height distribution of the surface can be obtained. The PSD (Power Spectral Density) function of this distribution

can then be calculated by the Fourier transform. According to theWiener-Khinchin theorem, the correlation function

of the random surface is related to the PSD function. According to the results, the asphalt surface height distribution

fits into an exponential distribution, and the correlation function is a Gaussian distribution [27]. The RMS (Root

Mean Square) height σ and the correlation length L of the surfaces are both 2 mm.

The generation of synthetic surfaces involves spatial filtering and probability transformation. For a random

distribution X fol, the CDF of X follows a standard uniform distribution:

P (Y ≤ y) = P (F (x) ≤ y) = P (x ≤ F−1(y)) = F (F−1) = y (2.1)

in which Y = F (x) is the CDF ofX , F−1(x) is the quantile function ofX . A standard uniform distribution Y can

be transformed to an exponential distribution by the logarithm Z = 1
b ln (Ya ):

P (Z ≤ z) = P (
1

b
ln (

Y

a
) ≤ y) = P (y ≤ aeby)) = aeby (2.2)

In this way, a surface with a uniform distribution of surface heights can be converted into one with an exponential

distribution. This principle is used in the following procedure to generate a synthetic asphalt surface model.

An overview of the surface generation procedure is presented in Figure 2.1. The procedure begins with the

design of a spectral filter, which is based on the Gaussian autocorrelation function:

ACF = exp(−(

√
x2 + y2

L
)2) (2.3)

9
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Figure 2.1: Procedures of generating a rough surface model

Here x and y are the grid points in the X-Y plane, L is the correlation length. This filter is then transformed to the

spectral domain by the Fourier transform to be used as a spectrum filter. The second part of the procedure starts with

creating a random white noise surface. The created surface is transformed into the spectral domain by the Fourier

transform, so it can be filtered by the spectrum filter to have the desired spectrum and autocorrelation function.

After adjusting the spectrum of the surface, the height distribution of the filtered surface needs to be adjusted to

an exponential distribution by probability transformation. The uniform distribution can be derived from the filtered

surface using the probability integral transformation, as shown in Equation 2.1. Subsequently, the obtained uniform

distribution is transformed to an exponential distribution by the inverse probability integral transformation, as shown

in Equation 2.2.

The adjusted surface now follows the same height distribution as asphalt surfaces, as well as the same RMS

height and correlation length. For further analysis, the RMS height can also be adjusted by applying scaling factors.

This allows for the generation of an arbitrary surface with the specified surface dimension, correlation length, and

RMS height, which has the same properties as the asphalt surface. The surface is subsequently assigned a specific

thickness. At last, the surface is represented by mesh triangles and exported as a wavefront obj file.

In Blender, the units and orientation of the model are adjusted to match the settings in the CADFEKO environ-

ment, and the file format is converted to an STL file so that it can be imported as a mesh file into CADFEKO. An

example of the generated surface is demonstrated in Figure 2.2. Figure 2.3 and Figure 2.4 indicate that the generated

surface has a similar Gaussian height distribution and the same normalized autocorrelation function as the asphalt

surface.

Figure 2.2: An example of the generated model in CADFEKO
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Figure 2.3: The comparison of the PDF and CDF of the original asphalt sample and the generated surface

Figure 2.4: The comparison of the autocorrelation function of the original asphalt sample and generated mode
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2.2. Selection of sources
In this section, the selection of the source is explained. In order to analyze the scattering properties, it is essential that

the scattered field is not interfered with by the finite size of the simulation model. When a plane wave is incident

on a finite surface, the magnitude of the surface current peaks at the edge of the surface [28]. This edge effect

would cause additional side lobes in the far field pattern due to diffraction, interfering with the scattering properties

analysis.

An alternative option is to use a tapered incident wave to avoid illumination at the edge. A Gaussian weighting

is one of the commonly used tapering for the incident source [28][29][30]. However, such a tapered incident wave

from the numerical methods is realized by the integral of a set of plane waves, which is computational intensive for

full-wave simulation approach [31]. Consequently, an antenna model with a low side lobe level radiation is used

as the incident source. At first, a horn antenna was previously used as the incident source [27]. The dimension of

the horn antenna is shown in Figure 2.5 and the radiation pattern of the antenna is shown in Figure 2.6, where it can

be observed that the side lobe level is very high. The presence of the side lobe will interfere with the surface and

induce additional surface currents, which leads to the scattering from both the main lobe and the side lobe of the

source appearing in the scattered field.

Figure 2.5: The dimension of the horn antenna

Figure 2.6: The radiation pattern of the horn antenna at 76 GHz

To eliminate the side lobe effect, another tapered source was designed to suppress inference from both the edge

effect and the side lobe [26]. It is a two-dimensional binomial dipole array with seven elements in each dimension

and a half-wavelength spacing between the elements. The Array Factor (AF) can be written as:
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AF = 2a1 cos (3kd cosφ) + 2a2 cos (2kd cosφ) + 2a3 cos (kd cosφ) + a4 (2.4)

in which ai is the magnitude of the element. In this case, an = (1, 6, 15, 29), k is the wavenumber in free space,
d is the spacing between the elements, and d = λ

2 where λ is the wavelength. To prevent backward radiation, a PEC

reflector is placed behind the array at a distance of λ
4 . The radiation pattern of the source is shown in Figure 2.7.

Figure 2.7: The radiation of the dipole array at 76 GHz

The comparison between the two incident sources on a flat asphalt surface is shown in Figure 2.8. The result

shows that the scattered field caused by the side lobes of the source is suppressed when the binomial array source is

used. The side lobe caused by the edge effect appears in the direction of 100◦, proving that the dipole array source

also suppresses edge diffraction.

Figure 2.8: The far field pattern of two types of sources incident on the flat dielectric brick with Phi = 0◦
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2.3. Effects of surface dimensions
In this section, the influence of surface size is investigated to select a suitable size for the surface model. First, a

group of asphalt models with different sizes is simulated to find the effects of the surface size. Then, the thickness

of the surface model is investigated.

2.3.1. Effects of surface size
As demonstrated in Figure 2.8, using a tapered source for flat surfaces can reduce diffraction at the edge. For a

relatively small surface, the diffraction appears to be larger. To suppress the edge effect of the rough surface further,

the size of the surface needs to be increased. On the other hand, the size of the model is constrained by the computer’s

memory capacity. A large model could require significant computational resources and memory on the computer,

thereby decreasing the simulation’s efficacy. As a result, the brick size can only be as large as possible while still

requiring a reasonable amount of computational resources and time. A test is designed to find out the optimal surface

size.

The previous research has succeeded in simulating a PEC rough surface with a size of 400 mm squared and 40

mm thickness [26]. These simulations were run on a computational server. In this project, to improve efficiency,

simulations will be run on an HPC cluster named DelftBlue, which has more computational power than the server.

Considering that the source is incident along the x-z plane, the length of the surface affects the scattering more

significantly than the surface width. Therefore, the test starts with the same size of 400 mm square and increases

only in length by 20 mm per step until it reaches 500 mm, and the simulation results are shown in Figure 2.9.

Figure 2.9: Far field of the rough asphalt surface with two different sizes

From Figure 2.9, it can be found that the diffraction on the edge appears as a side lobe around 100◦, and this side

lobe decreased for bricks with 500 mm.

In the software aspect, FEKO discretizes the model by mesh and computes the outputs based on the generated

mesh model. The mesh consists of a group of triangles, therefore, the solution accuracy and the computational

requirement depend on the number and size of the triangle elements. The number of unknowns required to solve the

system is determined by the number of triangles. For a large number of triangles, the model solution can be precise

at the cost of large computational requirements. For different rough asphalt brick sizes, the change in the number

of triangles is shown in Figure 2.10. As the size of the model increases, the number of meshed triangles increases,

which leads to a large number of unknowns that need to be solved. Due to the fact that more unknowns require

more computational resources, a surface larger than 500 mm exceeds the available computational resources for this

project, and the frequency of the software’s internal error increases as the model size increases. Consequently, the

surface size cannot be increased further. The details about the final selection of the surface size are explained in

Section 2.4.
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Figure 2.10: The number of triangles in different lengths of models

2.3.2. Effects of brick thickness
Another aspect of the model size is the thickness of the brick. The PEC boundary fully reflected the wave in the

previous PEC model in [26], so the model thickness did not affect the total field. In contrast, the incident field

penetrates the asphalt brick and contributes to the total field in the dielectric case. For a dielectric object, the incident

wave penetrates into the medium, and propagates inside, and reflects from the lower boundary, which influences the

backscattered total field. The influence from the field inside can be reduced by increasing the thickness, which

increases the propagation loss. Figure 2.11 shows the far field result of the flat asphalt surfaces with two different

thicknesses. As the thickness increases, the lobe in the direction from 120◦ to 150◦ is suppressed, which indicates

that the interference of the propagation through the lower boundary is reduced.

Figure 2.11: The far field of the same rough surface with two different thicknesses

2.4. Selection of surface model and simulation parameters
In this section, the finalized selection of the parameters of the simulation is explained. This includes the selection

of the thickness and size of the brick based on the investigation in Section 2.3, and the equivalent source format of
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the designed dipole array source. To obtain a statistical result, the Monte Carlo method is applied, and the details of

this method are explained in the last subsection.

2.4.1. Brick size
The simulation results in the earlier sections prove that the edge effects and interference of the penetrating field

can be suppressed by increasing the size and thickness of the surface. By combining the conclusions from the two

experiments, the dimensions of the brick are determined to be 500 mm in length, 400 mm in width, and 80 mm in

thickness. Although there is room to further increase the size if only the computational requirements are considered,

other factors must also be taken into consideration. The simulation time is the first issue. The time cost is determined

by the hardware, and for the selected brick size and the computer used in this project, it takes an average of about

5.76 hours to run a simulation. In addition, the average total time for one simulation rises to 18 hours after adding

the average pending time on the HPC cluster, and the fact that a large number of simulations need to be run for

each source and surface profile parameter set to obtain a statistical analysis. The second issue is the internal errors

in the simulation software, FEKO. For example, during the testing simulations, some of the simulations required

an abnormally large amount of memory that exceeded the hardware capability of HPC cluster and failed due to a

memory shortage. This error happens more frequently as the model size increases. The reason for this unreasonable

memory requirement remains unsolved.

2.4.2. Equivalent source
To reduce the model complexity, FEKO offers the option to export the results as equivalent source files for use in

other simulations. There are three types of export modes of source: near field, far field, and spherical mode source,

each of which applies a different approximation. The use of the source depends on the model definition and the

approximation conditions of the equivalent source. For this project, the distance designed between the source and

the center of the surface is 100
√
2mm. As a result, the incident point on the surface is located in the far field region

of the source. However, the surface is not fully located in this region. The shortest distance between the source and

the surface with a 45◦ incident angle is 100 mm and it is in the near-field region. In this case, the far field equivalent

source may not provide an accurate result. To investigate this problem, a comparison between the two types of

equivalent sources and the original array source on the flat surface is shown in Figure 2.12.

Figure 2.12: Far field of three different types of the source incident on the same size of flat asphalt brick

This figure shows an additional lobe beneath the brick when the far field source is used, which could be explained

by the distance to the surface not completely satisfying the far field approximation condition. Meanwhile, the spher-

ical mode source appears to be very close to the original array. Since the spherical mode source is independent of

the far field approximation condition, it provides a more precise prediction of the result.
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2.4.3. Monte Carlo method and number of realizations
As the simulation solves one deterministic model at a time, to analyze the characteristics of the surface with a random

distribution, the Monte Carlo method is applied. The Monte Carlo simulation is one of the essential methods for

quantitative studies. It can realize random objects or processes that arise ’naturally’ or ’artificially’ as part of the

modeling of a practical system [32]. The idea of the method is to repeat the simulations many times to obtain

quantitative results, and it has been widely used for the analysis of scattering problems in the numerical approach.

To study the characteristics of scattered fields of random surfaces, a set of surfaces is generated individually, and

their results are averaged to acquire a statistical result of surface scattering properties.

The accuracy of the Monte Carlo method is determined by its convergence. A large number of simulations

can provide more accurate results, whereas some important features might be neglected with a smaller number of

simulations. The required number of simulations depends on the required convergence and the research objective.

The average far field is obtained by calculating the average value on each position of the field. The averaged results

from different numbers of realizations are shown in Figure 2.13. As the number increases, the result converges to a

steady state. The average gain at 315◦ for different numbers of realizations is shown in Table 2.1. The difference in

average gain between one and ten realizations is 4.32 dB, the difference between 10 and 20 realizations is 2.04 dB,

and the difference between 20 and 30 realizations is 1.25 dB. The decrease in the difference between the averaged

results shows that the result starts to converge with 10 simulations and appears to be stable with 30 realizations. As

a result, the number of realizations is decided to be 30.

Figure 2.13: Average far field result from different numbers of realizations

Table 2.1: Average gain at 315◦ for different number of realizations

Number of realizations 1 10 20 30

Average gain (dB) -19.58 -23.90 -21.86 -20.50

2.5. Simulation of dielectric surfaces using FKEO
In this section, the simulation setup on the different computational environments is explained. The simulation is first

set on a computational server, followed by simulations on the HPC cluster.
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2.5.1. Simulation using a computational server
In this section, the process of simulating one piece of the rough asphalt surface using the MS3 server is explained.

The detailed configuration of MS3 is shown in Table 2.2 [33].

Table 2.2: Configuration of MS3 server

Hardware category Number Configuration

Processor Kit 1 DL360 Gen10 Intel Xeon-Gold 6230 (2.1 GHz/20-core/125 W)

FIO (Factory Installed Option) Processor Kit 1 DL360 Gen10 Intel Xeon-Gold 6230 (2.1 GHz/20-core/125 W)

Registered Smart Memory Kit 8 32GB (1x32GB) Dual Rank x4 DDR4-2933 CAS-21-21-21

Wty Digitally Signed Firmware HDD (Hybrid Disk Drive) 2 4TB SATA 6G Midline 7.2K LFF (3.5in) SC

Wty Digitally Signed Firmware SSD (Solid State Drive) 2 480GB SATA 6G Read Intensive LFF (3.5in) SCC

An overview of the workflow for setting up the simulation is presented in Figure 2.14. After creating and

converting the generated model. The first step in CADFEKO is to import the generated rough surface model. In the

CADFEKO modeling environment, the imported model only contains its geometrical properties. To further define

it as a dielectric surface, the imported model’s dielectric properties need to be modified. The dielectric properties of

the asphalt were investigated in the previous project, in which the relative permittivity of the asphalt was determined

to be 4, and the conductivity of the asphalt was found to be 0.767 S/m [27]. The corresponding dielectric constant

can be computed by:

tan δ =
S

ωε0εr
(2.5)

where:

tan δ: medium loss tangent,

ε0: free space dielectric constant,

εr: real part of the dielectric constant of the medium,

S: conductivity of the medium.

ω: angular frequency, with ω = 2πf .

In this case, the complex dielectric constant of the asphalt is εasphalt = 4 − j0.181. On the mesh setting tab,
the properties of the imported model can be modified. The front medium is set to free space, the back medium

is set to asphalt, and the face medium is set to the dielectric boundary. Then, the equivalent source can be added.

The equivalent source file is imported into the environment and then a spherical source is defined by selecting the

imported field file and altering the source’s orientation.

Figure 2.14: General workflow of setting up a simulation in MS3 server using GUI (Graphic User Interface)

After the model and source are imported, the imported geometrical model needs to be meshed. This is because

FEKO computes solutions based on the mesh model, which is the discretization of the geometric model [34]. After

enabling the re-meshing option, the software provides an automatic meshing function for the user to create a mesh

model based on a frequency input. The automatic meshing provides three options for mesh type: fine, standard, and

coarse. To reduce the computational requirement, the meshing rule for this project is set to coarse, which indicates

that the size of the mesh is λ/8 [34].

Regarding the solver aspect, FEKO provides many kinds of numerical solvers. From the review in Section 1.2.3,

the MLFMM (Multilevel fast multipole method) is the most suitable algorithm for this type of model, therefore it is
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selected. To improve the computational efficiency, an advanced setting for the solver is used, namely the iterative

solver with the SPAI (Sparse approximate inverse) preconditioner selected to reduce the amount of required memory.

2.5.2. Simulation using HPC cluster
After successfully simulating a single brick, the procedure then moves on to generate a group of results so they can be

averaged. The batch simulation is performed on DefltBlue, which is the supercomputer at TU Delft that is designed

for solving complex problems that require extensive computing power. The detailed configuration of Delftblue

is shown in Table 2.3 [35]. The cluster consists of three types of compute nodes with different configurations of

memory or GPU cards. The jobs uploaded on DelftBlue are managed by the Slurm workload manager. The user

can request computational resources by uploading job scripts, and the system will manage the workload based on

available resources and assign them to the user.

Table 2.3: Configuration of Delftblue

Node Category Number Cores CPU/GPU Memory SSD

Standard 218 48 2x Intel XEON E5-6248R 24C 3.0 GHz 192 GB 480 GB

Fat type-a 6 48 2x Intel XEON E5-6248R 24C 3.0GHz 768 GB 480 GB

Fat type-b 4 48 2x Intel XEON E5-6248R 24C 3.0 GHz 1536 GB 480 GB

GPU 10 48
2x AMD EPYC 7402 24C 2.80 GHz

4x NVIDIA Tesla V100S 32 GB
256 GB

The preparation of the simulation files is done on the local computer and the general workflow is presented in

Figure 2.15. The first step is to prepare the rough surface models. The generation of the surface models is done by

MATLAB, and the conversion and adjustment of the generated models is done by a Python script in Blender. In

the second stage, simulation files are generated using FEKO. An initial simulation that contains all the simulation

settings except the geometrical model is created. Then, the rough surface models are added to this initial simulation,

and the model properties are set according to the instructions in Section 2.5.1 on one model. At last, the model is

saved as a new simulation file. The automation of the FEKO operation can be achieved by using the FEKO API

(Application Programming Interface), which allows the user to control operations using external scripts. Then the

prepared simulation files are ready to be uploaded to DelftBlue.

Figure 2.15: General workflow of setting up a simulation for Delftblue on the local computer

The FEKO kernel consists of several components, and the typical workflow of FEKO is described in Figure 2.16.

For GUI, this workflow of the FEKO kernel is sequentially arranged and executed by selecting the Solve/Run tab.

However, the operating system of DelftBlue does not have a GUI. Therefore, the FEKO components execution need

to be executed via the command line [34]. Three commands were required to solve models on DelftBlue: cadfeko

batch, prefeko, and runfeko. The first two commands create the mesh for the geometrical model from the cfx file

and integrate the requested controls and outputs from the user, followed by the generation of a fek file that is ready

for the FEKO solver to compute the requested outputs. The solver computes the outputs based on the fek file, which

is the most computationally intensive task.

The workflow for setting up simulation jobs in Delftblue is explained in Figure 2.17. The Slurm queuing system

organizes work according to its resource requirements, resulting in shorter waiting times for tasks that require fewer
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Figure 2.16: Typical workflow of FEKO components [34]

resources. To increase the efficiency of the simulation, the commands are executed in two job scripts and run on two

types of nodes. The meshing of the model is executed on a standard compute node, while the solving is executed on

a memory node with a 749 GBmemory configuration. The result files are then transferred back to the local computer

for further post-processing.

Figure 2.17: Workflow of setting up simulation jobs on Delftblue

2.6. Normalization of RCS
The post-processing of the results involves calculating the averaged far field and the normalized RCS. The first step

of post-processing is to verify the accuracy of each result. The result may not converge when the maximum number

of solver iterations is reached. In this instance, the solver quits and produces incorrect results. An example of an

unconverged result and a converged result is shown in Figure 2.18. Those abnormal results need to be removed from

the dataset before averaging the results. As the figure shows, the difference between these two results can be easily

identified, and in the output log files, a warning message will also be reported if this solution is unconverged. The

selection of the results can be done by viewing each far field result manually to find out whether or not it contains a

solution warning.

The average result can then be calculated over the filtered result sets. The average gain is obtained by calculating

the average gain of 30 realizations, the gain on each position in the far field is averaged individually, while the average

RCS is obtained by calculating the RCS of each realization and then taking the average value of 30 realizations. For

the calculation of the RCS, the RCS of a single brick model can be calculated from the far field result by:

σTotal = 4π
|Efar,θ|2 + |Efar,φ|2

P0
(2.6)

σHorizontal = 4π
|Efar,φ|2

P0
(2.7)

σV ertical = 4π
|Efar,θ|2

P0
(2.8)

inwhich theEfar,θ andEfar,φ are the vertically and horizontally polarized components of the electrical field strength

and P0 is the incident power density [18]. The incident power density can be calculated in FEKO by placing an

observation point at the surface center and requesting the electric and magnetic field strengths. The electric field

strength at the observation point isE0 = 6.83137MV/m and the magnetic field strength isH0 = 18133.6A/m. The
power density at the observation point can then be calculated by:
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Figure 2.18: One of the converged far field results and an unconverged result

P0 =
1

2
|E0| · |H0| = 61950MW/m2 (2.9)

According to the radar equation, the incident power density can also be calculated by:

P0 =
PtGt

4πR2
(2.10)

in which Pt is the total radiated power by the source and Gt is the gain of the source. The values of these variables

can be found in the output file. R is the range between the source and the incident point with R = 100
√
2 mm. The

resulting incident power density P0 = 64504.7MW/m2, which is close to the simulated value.

The normalized RCS of the surface can be computed by:

σ0 =
RCSTotal

S
(2.11)

where RCSTotal represents the total RCS of the entire surface, and S is the size of the radar-illuminated area on

the surface. In this case, the total RCS is the average RCS result of 30 realizations. To compute this, the size of

the illuminated area is required, which can be calculated by the radar range equation. The received power can be

calculated as follows:

Pr =
PtGtGrλ

2

(4π)3R4
(2.12)

The antenna footprint is then taken as the antenna radiates on the surface plane area with normalized received power

larger than -10 dB. Figure 2.19 shows the x-y plane projection of the antenna footprint with 45◦ incident angle.

As shown in the figure, the shape of the footprint is an ellipse-like shape and the received power is not uniformly

distributed over this area. Most of the received power is located in the center of the ellipse. Therefore, a two-

dimensional Gaussian window is applied for weighting to calculate the illuminated area, as shown in Figure 2.20.

For the source placed at an incident angle of 45◦, the illuminated area size is about 0.0094 m2.

Following the procedure above, Table 2.4 presents the illuminated area size at different incident angles. These

values can be used to compute the normalized RCS of different surfaces in the following chapters.
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Figure 2.19: The antenna footprint based on the normalized received power

Figure 2.20: 2D Gaussian window

Table 2.4: Illuminated area size for four polarization components at different incident angles

HH(m2) HV(m2) VH(m2) VV(m2)

37.5◦ 0.0085 0.0088 0.0088 0.0086

45◦ 0.0094 0.0094 0.0094 0.0093

52.5◦ 0.0104 0.0105 0.0105 0.0104

60◦ 0.0119 0.0117 0.0117 0.0116
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2.7. Limitations
Due to the limitations of the available computational resources, the simulation model has a number of limitations.

Figure 2.21 presents the surface current distribution at an incident angle of 60◦. The current level on the left edge of

the surface is approximately 9 dBA/m, while on the right edge, it is approximately 54 dBA/m. The strength of the

current indicates that the right part of the surface is excited, causing diffraction. To suppress the diffraction level,

the current on the right side of the edge must be reduced to less than 9 dBA/m as well.

Figure 2.21: Surface current distribution of surface with RMS height of 0.02 mm and correlation length of 2 mm

and incident angle of 60◦

Specular scattering contributes the most to the scattered field for a flat surface, while diffraction is responsible

for the backscattered power. Figure 2.22 shows the far field of the scattered field of a flat surface with an incident

angle of 60◦. The backscattering lobes around θ = 240◦ and θ = 300◦ are the results of diffraction. The diffraction
is independent of surface roughness and is positioned in the direction of backscattering that interferes with the RCS

result in the case of a rough surface. If the backscattered power from the rough surfaces is comparable to or less

than the diffraction strength, then the RCS result for this model becomes less accurate.

Figure 2.22: Far field pattern at φ = 0◦ of the flat surface with an incident angle of 60◦
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The second issue is the limited size of the source footprint. The scattered field curve for the rough surface consists

of multiple peaks, and the position of these peaks depends on the height distribution and the surface size. As a result,

for the random surfaces, the position of the peaks is randomly distributed. When performing the averaging for a

set of rough surface results, these peaks from different results will interfere with one another, causing the result to

be inaccurate. Figure 2.23 shows the difference between the scattered fields of different sizes of the footprint. The

simulation is done on the original size of the rough surface and a rescaled surface, which is created by taking half of

the original size of the surface from the center. The footprint size on the rescaled surface is the same as the original

surface. The results show that for a relatively smaller footprint, the variation of the peaks is larger. Therefore, the

peaks can be suppressed by a larger footprint or a larger number of results. However, to suppress the diffraction, a

larger footprint would require a larger surface size as well.

Figure 2.23: Comparison of the far field at φ = 0 of the original surface and surface with equivalent half size of
footprint

The third issue is the beam width of the source. The incident power is shown in Figure 2.24, and the half-power

beam width is 14 wavelengths. In other similar studies of scattering problems, the incident beam width is mostly

around one wavelength, which is less than it is in this project [29][30][36]. Considering that the surface is located

between the near field and the far field region of the source, the incident wave is a spherical wave. A large incident

beam width results in a large phase difference in the surface current, which influences the calculation of the scattered

field.
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Figure 2.24: Incident power of dipole array source

The last issue is the orientation error of the source. The vertical source is obtained by rotating the horizontal

source without adjusting the location. Ideally, the location of the source footprint for two polarization cases would be

identical. However, the source incident point on the surface shifts toward the -x direction in the case of the vertical

source compared with the case of the horizontal source. This shift is the consequence of the asymmetry of the source

radiation, the footprint location shifts for the vertical case, resulting in incoherent results for the two polarization

cases.

2.8. Conclusion
In this chapter, the development of the computational model is explained. The procedure for developing the model

includes the generation of the synthetic surfaces, the selection of the surface’s size and source, the parameter selection

of the simulation, and the number of Monte Carlo method realizations. After the model has been designed, it is

simulated on the MS3 server and the DelftBlue supercomputer. The post-processing of the simulation results is

also explained, in which the calculation of the averaged far field RCS of the surface is explained. The simulations

are successful on both the MS3 server and Delftblue. and the simulation results are obtained. The post-processing

procedure is used in the later chapters to present the results.

Examining the simulation outcomes revealed that the developed model has limitations. However, extending the

limits requires more computational resources, which are beyond the scope of this project. As a result, the model

designed for this project has some limitations on the accuracy of challenging cases of combinations of surface and

source parameters.



3
Numerical analysis of dielectric surface

In this chapter, the results of the developed numerical model are presented and explained. Different parameters that

influence asphalt scattering are investigated. The scattering properties are evaluated in terms of the averaged far

field gain, the BSC, and the RCS dependency of the surface parameters. In Section 3.1, the scattering of surfaces

with different roughnesses is studied, and in Section 3.2, the scattering at different incident angles for the rough

surface is studied.

3.1. RMS height
The roughness of the surface can be characterized by its RMS height and correlation length. In this section, the

average far field result, the BSC, and the RCS of the rough asphalt surface with different RMS heights are presented.

The incident angle is 45◦ and surfaces with the same correlation length of 2 mm and three different cases of

different RMS heights are compared, which are 2 mm, 0.2 mm, and 0.02 mm. The horizontally and vertically

polarized sources are simulated individually. In addition to the comparison, a fourth case of a flat asphalt surface is

simulated in the same conditions. The detailed simulation settings are shown in Table 3.1:

Table 3.1: Simulation setting for different RMS heights

Parameters Setting

Surface size 500*400*80 mm

Medium asphalt

Incident angle 45◦

Source polarization horizontal (H), vertical (V)

Source distance d 100
√
2 mm

Correlation length (l) 2 mm

RMS height (σ)
case 1: 2 mm

case2: 0.2 mm

case 3: 0.02 mm

An example of the 3D view of the far field result for a simulation of case 1 is shown in Figure 3.1. The figure

shows the orientation of the Cartesian coordinates of the model. The source is incident at x = −100mm, y = 0mm,
and z = 100 mm, with a rotation of 45◦. In the corresponding spherical coordinate system, the source is located at
θ = 315◦, φ = 0◦.

26
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Figure 3.1: An example of the far field result

Taking the φ-cut at φ = 0◦, the average far fields for rough surfaces and the far field of the flat surface with
two kinds of polarization are shown in Figure 3.2 and 3.3. As presented in the figures, at forward scattering, a main

lobe can be observed at θ = 45◦. For backscattering, the diffuse scattering becomes stronger as the RMS height

increases, independent of source polarization. For rougher surfaces, the scattered power is more evenly distributed

on the upper bounds of the surface, with more power being distributed in the backscattering direction than in the

smoother surface case.

In the case of a horizontally polarized source, the main lobe of forward scattering can be observed at 45◦ in all

cases except case 1. The forward scattered power is decreased by 10 dB for case 1 compared to the other cases.

For backscattering, at θ = 315◦, the backscattered power for case 1 is the largest due to diffuse scattering and it is
increased by 40 dB from case 4 to case 1.

In the case of a vertically polarized source, the Brewster angle is given by:

θB = arctan(

√
εr
ε0
)

where the εr is the dielectric constant of the asphalt and ε0 is the dielectric constant of the free space. In this case,
the Brewster angle is 63◦ and it can be easily observed for all cases except case 1. The forward scattered power for

case 1 is decreased by 15 dB compared to the other cases. The backscattered power for case 1 is increased by 40 dB

from case 4 to case 1.
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Figure 3.2: Average far field results of different RMS heights with a horizontally polarized source

Figure 3.3: Average far field results of different RMS heights with a vertically polarized source
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Figure 3.4 shows the normalized BSC of the four polarization components (HH, HV, VH, and VV) for four cases.

In general, the cross-polarized components of cases with a rough surface are larger than those with a flat surface

and grow as the RMS height increases in all directions. The co-polarized components only increase in the backward

direction. The difference in BSC for backscattering between case 1 and case 4 is 40 dB for co-polarized components

and 50 dB for cross-polarized components.

Figure 3.4: Normalized BCS dependency with different RMS heights

Taking the BSC value at θ = 315◦, the RCS dependence of surface RMS height is presented in Figure 3.5. The

error bar represents the standard error of the result set. The normalized surface RCS increases with the RMS height.

The vertical components are generally larger than the horizontal components, except for surfaces with σ = 0.02
mm. For the case of σ = 0.02 mm, the HH component is larger than the HV component by 30 dB, and the VV

component is larger than the VH by 10 dB. In addition, the difference between the HH and VV component is 3 dB

whereas the difference between the HV and VH is 12 dB. As the RMS height increases, the differences between

the horizontal and vertical components reduce. For σ = 2 mm, the difference between the HH and VV, HV and

VH is negligible, and the difference between the co- and cross- polarization components is reduced to 15 dB. From

the case of σ = 0.02 mm to σ = 2 mm, the co-polarized components HH and VV are increased by 34 dB, the VH

component is increased by 43 dB, and the HV component is increased by 30 dB.
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Figure 3.5: RMS height dependence of RCS with 45◦ incident angle

3.2. Incident angle
In this section, the results of the scattering from different incident angles are presented and explained. The incident

angle of the simulation increases from 37.5◦ to 60◦ with a 7.5◦ step. The simulated surfaces are the same for all

the incident angles with RMS height σ = 2 mm and correlation length l = 2 mm. The horizontally and vertically
polarized sources are simulated individually. The detailed simulation settings are shown in Table 3.2:

Table 3.2: Simulation setting for different incident angles

Parameters Setting

Surface size 500*400*80 mm

Medium asphalt

Incident angle 37.5◦-60◦

Source polarization horizontal, vertical

Source distance (d) 100
√
2 mm

Correlation length (l) 2 mm

RMS height (σ) 2 mm

The orientation of the coordinates and the sources are the same as shown in Figure 3.1, in the corresponding

spherical coordinate the incident angle ranges from 300◦ to 322.5◦. The averaged far fields of different incident

angles with two kinds of source polarization are shown in Figure 3.6 and Figure 3.7. The direction of the diffraction

lobe shifts along the incident angle, as shown by the figures, whereas the backscattered power is not substantially

affected by the incident angle.

The BSC of four components with different incident angles is shown in Figure 3.8. The normalized BCS are

close to each other for different incident angles, except in the direction of the diffraction lobe. For a smaller incident

angle, the BCS in the direction of backscattering is slightly larger.

The RCS dependence of the incident angle is presented in Figure 3.9. The normalized RCS decreases as the

incident angle increases. The value for four RCS components at 60◦ is 3 dB for co-polar components and 7 dB

for cross-polar components, which is less than their value at an incident angle of 37.5◦. The HH and VV values,

as well as the HV and VH values, are close to each other in all angles, except for the incident angle of θ = 60◦,
where the difference between the HH and VV is 3 dB. Generally, the co-polarized components are larger than the

cross-polarized components by 10 dB.
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Figure 3.6: Average far field results of different incident angles with a horizontally polarized source

Figure 3.7: Average far field results of different incident angles with a vertically polarized source
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Figure 3.8: Normalized BCS dependency with different incident angle

Figure 3.9: Incident angle dependence of RCS
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3.3. Conclusion
In this chapter, the results of the numerical model are presented and explained. This includes the results of surfaces

with different RMS heights and different incident angles. For surfaces with a larger RMS height, the surface is

rougher and more power is scattered backward. The cross-polar components of the BSC increase compared to the

flat surface when the surface becomes rougher. Compared to a surface with an RMS height of 0.02 mm, the RCS

value of a surface with an RMS height of 2 mm increased by 30 to 40 dB. When the surface is extremely rough,

the difference between the horizontal and vertical components decreases and becomes negligible. For the study of

different incident angles, the RCS decreases as the incident angle increases. From the incident angle of 37.5◦ to 60◦,

the four components of RCS decrease by about 3 dB to 7 dB.

These results show that there is not much difference in the RCS between the two polarizations when the surface

is very rough. Generally, the difference between the co-polar and cross-polar components is larger than 10 dB for

all the rough surface cases. A larger RMS height and smaller incident angle result in a smaller RCS of the surface.



4
Numerical analysis from multi-layered

surface

In this chapter, themodel of themultilayer surface and the simulation results of themodel are presented and explained.

The development of the multilayer model starts with the design of the model and then moves to the realization of

the model in FEKO, this procedure is explained in Section 4.1. After the model is developed, a small number of

simulations are executed to obtain insight into the scattering of the multilayered surface. The simulation parameters

are presented in Section 4.2 and the results are presented in Section 4.3.

4.1. Multi-layered surface model
To investigate the impact of the additional layer on the asphalt, a two-layer model is designed. In particular, the

effect of an additional water layer is investigated. The model is composed of an asphalt layer and a water layer on

top of the asphalt layer. Figure 4.1 is an example of the two components of the model in Blender. As shown in this

figure, on top is the water layer, and beneath it is the asphalt layer. To eliminate the air gap between layers, the

bottom surface of the water layer is precisely matched to the top surface of the asphalt layer. The upper surface of

the water layer is flat, simulating the situation in which the road is completely covered by still water. The thickness

of the water layer is larger than the highest point of the asphalt surface to make sure that the asphalt layer is fully

covered.

Figure 4.1: An example of the two-layer model

In FEKO, these components are imported individually and need to be merged into one model. An overview of

the workflow for setting up a multilayered model on the MS3 server is shown in Figure 4.2.

34
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Figure 4.2: Workflow of creating multilayer models in FEKO

Due to the import process, the coincident surfaces of the two layers will be recognized as overlapping meshes and

cause meshing errors. To resolve such errors, the imported model surface is regrouped, and the coincident surfaces

are separated from the other part of the model. The coincident surface of the asphalt layer is then deleted. This

makes the asphalt layer an open surface model, which FEKO warned could lead to calculation errors. Therefore,

two layers must be merged into a closed surface model. This can be done by using the merge mesh option. On the

mesh setting tab, the front medium of the water layer is set to free space, while the back medium is water. Similarly,

the front medium of the asphalt layer is set to free space, while the rear medium is asphalt. The front medium of the

interface is set to asphalt and the back medium is water. The rest of the steps of model construction are the same as

for single-layered models. The finished model is presented in Figure 4.3.

Figure 4.3: Two-layer model in Feko

4.2. Simulation on a piece of the two-layer model
After the model is ready, a trial simulation is done on theMS3 server. The size of the surface is decided to be 140 mm

* 140 mm taking into account the computer configuration. The thickness of the asphalt is 80 mm and the thickness

of the water layer is 10 mm. The relative permittivity of the asphalt is the same as in the previous simulations, and

the relative permittivity of the water is εwater = 5.6− j1.7 [7]. The corresponding conductivity of the water is 7.42
S/m at 76 GHz according to Equation 2.5.

To keep the radar footprint within the surface of this size, the source is placed at 30◦ with a distance to the surface

d = 130 mm.
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4.3. Numerical results from multi-layered surface
After succeeding in a trial simulation, the investigation then expands to a batch simulation. The detailed simulation

settings are shown in Table 4.1.

Table 4.1: Simulation setting for two-layer model

Parameters Setting

Surface size
140*140*80 mm for asphalt

140*140*10mm for water

Medium asphalt, water

Incident angle 30◦

Source polarization horizontal, vertical

Source distance 130 mm

Correlation length 2 mm

RMS height 2 mm

An example of the far field pattern with a horizontal source is presented in Figure 4.4. The blue line indicates the

boundary of the model. Taking φ = 0, the average far field for the two-layered surface in two kinds of polarization is
shown in Figure 4.5. The backscattered power for two polarizations is comparable. Theoretically, the Brewster angle

for the asphalt layer is θB1 = 63◦, whereas the Brewster angle for the water layer is θB2 = arctan(
√

εwater

ε0
) = 67◦.

According to the vertical source’s output, the Brewster angle is 70 degrees.

Figure 4.4: Example of the far field result for the two-layer model with a horizontally polarized source

A comparison between the single layer of the asphalt surface and the two-layer surface is shown in Figure 4.6

and 4.7. Since the air void of the asphalt surface is filled by water, the top surface becomes a smooth, flat surface.

Consequently, the specular scattering becomes stronger. In comparison to the asphalt surface, the two-layered model

reduces the backscattering power by 25 dB for horizontally polarized sources and 20 dB for vertically polarized

sources. On the other hand, for forward scattering, the forward scattered power increases by 10 dB compared with

the flat surface case for both polarized sources.
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Figure 4.5: Average far field for the two-layered model

Figure 4.6: Average far field for the two-layered model and the single-layer model with a horizontally polarized

source at 30◦
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Figure 4.7: Average far field for the two-layered model and the single-layer model with a vertically polarized

source at 30◦

4.4. Conclusion
In this chapter, based on the single-layer model, a two-layered model is designed to study the impact of an additional

water layer on the scattering properties. Similar to the single-layer case, the model is constructed in FEKO by adding

a water layer to the asphalt surface. The configuration of the simulation of the multi-layer model is determined by the

available computational resources. The simulation results show that an additional flat water layer results in stronger

specular scattering, resulting in a 20 to 25 dB decrease in the backscattered power and an increase in 10 dB of the

forward scattered power.



5
Verification

In this chapter, the verification of the model is explained. The numerical model is validated by comparing the

simulation outcome to the SPM theory. SPM is an analytical model that can be applied to slightly rough surfaces

and the details of this model are discussed in Section 5.1. The comparison of the designed model and SPM are shown

in Section 5.1.1 and 5.1.2. In the case of a surface with a small RMS height, the correlation length can be varied

while remaining within the validation region of SPM. The verification consists of two parts: the first is the surface

with small correlation lengths, and the second is the surface with a large correlation length.

5.1. Theoretical verification
As explained in Section 1.2, SPM provides reliable predictions for slightly rough surfaces, and it has been used for

model validations in many cases [37]. The validation region of the SPM for the surface properties is that the surface

should be relatively small in RMS height and slope, which can be expressed by:

(kzσ)
2 � 1 (5.1)

σ

l
� 1 (5.2)

where:

kz: the vertical component of the wave vector.

σ: surface RMS height.

l: surface correlation length.

According to SPM, the backscatter coefficients of a single-layered rough surface can be calculated by [37]:

σv =
4k40|ε− 1|2 cos4 θB̂(−2~k)|ε sin2 θ + (ε− sin

2 θ)|2

|ε cos θ + (ε− sin
2 θ)1/2|4

(5.3)

σh =
4k40|ε− 1|2 cos4 θB̂(−2~k)

| cos θ + (ε− sin
2 θ)1/2|4

(5.4)

where:

k0: the wavenumber in free space.

ε: the dielectric constant of the medium.

θ: the incident angle in spherical coordinates.

~k: the incident vector, ~k = k0 sin θ ~x0.

B̂(~k): the spectrum of the surface correlation function, with B(r) =
∫
B(r)exp(ik · r)dr

For a surface with a Gaussian correlation function, the expression of its correlation function is

B(x, y) = σ2 exp

[
−(

√
x2 + y2

l
)2

]
(5.5)
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and the spectrum of the surface with Gaussian correlation function is given by:

B̂ = 4π3σ2lxly exp
(
−2l2xk

2 sin
2 θ

)
(5.6)

where lx and ly are the correlation lengths along the X and Y direction respectively.

5.1.1. Validation of surface with small correlation length and slope
The SPM has been used for the validation of numerical models of surfaces with relatively small correlation lengths

and slopes. The surface parameters from Chen’s research are used as a reference to design a set of surface parameters

for the validation of the numerical model in this project [37]. The designed surface parameters are listed in Table

5.1.

Table 5.1: Surface parameters for model validation in the case of small correlation length and small slope

RMS height (σ) Correlation length (l)

Case 1 0.25 mm 0.4 mm

Case 2 0.2 mm 0.4 mm

Case 3 0.02 mm 0.4 mm

The SPM predictions of the horizontal backscatter coefficient for the three cases are shown in Figure 5.1. With

the same correlation length, the slope of the backscattering coefficients for the three cases is the same, except the

value is different due to the difference in RMS height. In the range of incident angles from 37.5◦ to 60 ◦, the

horizontal backscatter coefficient decreased by 6.7 dB.

Figure 5.1: SPM prediction of the horizontal backscatter coefficient of the three cases of surface l = 0.4 mm

According to Section 2.4.3, the average result starts to converge with 10 realizations, resulting in a good accuracy

of the results. Therefore, ten surfaces with horizontally polarized sources are simulated for validation. Figure 5.2,

5.3 and 5.4 present the comparison of the RCS obtained by the simulation and the theoretical results for three cases

of RMS height, with both values are normalized with respect to the largest absolute value in the range. For surfaces

with relatively small correlation lengths and slopes, the numerical model is generally consistent with the analytical

model prediction with an error of 3 dB. The error could be caused by the computational error in the model calculation

and the diffraction effects from the model.
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Figure 5.2: Comparison of RCS and SPM prediction for σ = 0.2 mm and l = 0.4 mm with horizontally polarized

incident source

Figure 5.3: Comparison of RCS and SPM prediction for σ = 0.25 mm and l = 0.4 mm with horizontally

polarized incident source

Figure 5.4: Comparison of RCS and SPM prediction for σ = 0.02 mm and l = 0.4 mm with horizontally

polarized incident source
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Figure 5.5 shows the comparison of the averaged scattered field and the flat surface case. In the case of a flat

surface, scattering should only consist of specular scattering. As a result, the incident power will not be scattered

backward by the surface. The backscattered power in the flat surface case is the result of edge diffraction. It is found

that the backscattered power of the rough surface cases is larger than that of the flat surface case, indicating that the

backscattering is not affected much by edge diffraction.

Figure 5.5: Far field at φ = 0 with horizontal source incident at 60◦ between the three rough and the flat surface
cases

5.1.2. Validation of surface with large correlation length and small slope
For surfaces with larger correlation lengths, the results of surfaces with an RMS height of 0.02 mm and a correlation

length of 2 mm from Section 3.1 are compared with the SPM prediction, the comparisons are shown in Figure

5.6. According to the SPM prediction, the RCS decreases rapidly for large correlation lengths. From 37.5◦ to 60◦,

the backscatter coefficient drops by 40 dB, while the simulated result drops by 10 dB. This difference shows the

limitation of the model for predicting surfaces with a large correlation length at a large incident angle as discussed

in Section 2.7.

Figure 5.6: Comparison of horizontal RCS and SPM prediction for σ = 0.02 mm and l = 2 mm
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Figure 5.7 and 5.8 show the difference of the averaged scattered field of the rough surface and the flat surface

case at an incident angle of 45◦ and 60◦. For the incident angle of 45◦, the backscattered power for the rough surface
is larger than the flat surface by approximately 10 dB. In contrast, for the incident angle of 60◦, the backscattered

power for the two cases is close to each other. The similarity between the backscattered power for the rough surface

and the flat surface at 60◦ indicates that the backscattered field of the rough surface case is not mainly caused by the

backscattered power due to the roughness of the surface but by the diffraction from the surface edge instead. As a

consequence, the RCS result is influenced and thus does not agree with the SPM theory.

Figure 5.7: Far field at φ = 0 with horizontal source incident at 45◦ of the three rough and flat surface cases

Figure 5.8: Far field at φ = 0 with horizontal source incident at 60◦ of the three rough and flat surface cases
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5.2. Conclusion
In this chapter, the designed numerical model is validated by the analytical model of SPM. The verification is done

within the validation region of the SPM, in which the slope and RMS height of the surface are small. In the case of a

surface with a small slope and a small correlation length, the simulation results show good agreement with the SPM

prediction. However, in the case of a surface with a small slope and a large correlation length, the dynamic range

and rate of decay as a function of incident angle of the RCS from the simulation results are different from the SPM

prediction. This disagreement is the result of the model limitations described in Section 2.7. The comparison of the

results of the rough surface and the flat surface indicates that the accuracy of the model is determined by whether

the backscattering is strongly interfered with by the diffraction of the surface or not. The verification results show

that the designed model can make accurate predictions for the scattering of rough surfaces, although with limited

accuracy in the case of a complicated combination of incident angle and surface roughness. When the diffraction

level is less than the backscattered power, the results from the designed model are accurate. However, the results

become less accurate when the diffraction level is comparable to or larger than the backscattered power.



6
Conclusion

6.1. Summary and conclusions
In this project, the asphalt surface scattering properties at 76 GHz are studied. The scattering from rough surfaces

is affected by many factors. Because the roughness of asphalt is comparable to the wavelength, it is difficult to

have a comprehensive solution for the scattering problem of this kind of surface. In order to resolve this issue, a

novel numerical procedure is created in the electromagnetic simulation software suite FEKO. This model takes into

account the influence of the dielectric medium, the statistics of the roughness, and polarization and orientation of the

electromagnetic wave source. Due to the usage of the commercial electromagnetic software FEKO, the developed

model can be easily modified for other similar studies, such as scattering on a surface with different properties or in

a different medium.

Using the model developed, for the first time, the scattering properties of very rough surfaces with a large slope

are analyzed. For a very rough surface, the simulation results show that the RCS at both vertical and horizontal

polarizations at incident angles ranging from 37.5◦ to 60◦ are close to each other with the maximum difference

between the HH and VV components is 3 dB. Moreover, the RCS of such a very rough surface decreases by 3 dB

and 7 dB as the incident angle increases. The difference between the co-polar and cross-polar components is about

10 dB at the incident angle of 37.5◦ and increases to 14 dB at 60◦.

The RCS dependence on surface roughness of RMS height is studied at the incident angle of 45◦. The simulation

results show that the surface RCS increases for all four components with the RMS height increases. Compared to

a surface with an RMS height of 0.02 mm, the RCS value for a surface with an RMS height of 2mm increased by

30 to 40 dB. When the RMS height is 0.02 mm, the difference between the two polarization components is 3 dB for

HH and VV and 12 dB for HV and VH. This difference between RCS at orthogonal polarizations approaches zero

when the RMS height is 2 mm.

Furthermore, based on the developed single-layer model, a multiple-layer model is developed to investigate the

impact of an additional layer of water on the asphalt surface. The simulation results show that the flat water layer

increases specular reflection and that the backscattered power is reduced by 20 dB to 25 dB compared to the case of

the single asphalt layer.

Due to the restricted computational resources available, the model developed has limitations. The limitations

are analyzed based on the current distribution and the size of footprint. In the case of slightly rough surfaces with a

large correlation length and large incident angle, the scattered result is impacted by the strong edge diffraction that

reduces the simulation dynamic range to 40 dB. The model is validated by the analytical model SPM. In the case of

surfaces with a small correlation length, the simulation results are consistent with the analytical model, whereas the

expected deviation from the SPM is observed for surfaces with a small roughness and a large correlation length.

6.2. Recommendations for future research
As discussed in Section 2.7, there are several limitations to the numerical model. To solve these issues, an achievable

solution is to increase the size of the surface further to suppress the current level at the surface edge. Moreover, the

footprint size can be increased, and more realizations can be used to achieve a more accurate average result.

The second recommendation relates to calibrating vertical sources. Due to the asymmetry of the source radiation,

the footprint of the two polarization sources is not the same, with only the rotation being changed. To resolve such
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an error, the orientation of the vertical source needs to be calibrated to be identical to the horizontal source. This

could not be done in this project due to time limits.

The third recommendation is to use a new source with a narrower beam width. The beam width of the source

used in this project is 24.83◦, a narrower beam width could simulate a plane incident wave better and reduce the

phase error of surface current. An achievable way is to increase the size of the dipole array further. Figure 6.1 shows

the radiation pattern of a binomial dipole array with 41 elements in each dimension and the dipole array used in this

project. The new source has a smaller beam width of 9.57◦. More simulations should be run with the new source to

obtain more accurate results. However, this could not be finished in time for this project.

Figure 6.1: Radiation pattern of the new source and the source used in this project
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A
FEKO setup for the numerical model

This section explains the setup for the model in the FEKO.

A.1. Single asphalt model
1. After creating a new blank project, the rough surface model is imported.
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2. Define asphalt medium and the mesh properties.
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3. Import equivalent spherical mode source file and define source orientations. The variables dx and dz are the
source shifts for the incidence angle, where dx = d sin(θ), dz = d cos(θ), d is the distance between the
source and surface and θ is the incidence angle. The rotation angle is the incident angle, for a rotation angle
of 0◦, the source incident is at 45◦.

4. Before setting up themeshing rules, the frequency of themodel is defined in the frequencymenu, thenmeshing

rules are defined in the ”Modify mesh” tab.
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5. To enable the re-meshing of the imported surface model by FEKO, the option of use model mesh needs to be

disabled. The simulation mesh can then be automatically generated by FEKO.

6. The solver is defined in the solver settings. The MLFMM solver is enabled, and the iterative solve and SPAI

preconditioner are selected in the advanced settings.



A.1. Single asphalt model 54

7. A far-field request is added to obtain the scattered field. The requst is defined in spherical coordinates, with

θ ∈ (0◦, 180◦) and φ ∈ (0◦, 360◦). The result is sampled by a 1◦ step.
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8. Start simulation by clicking ”Feko solver”.
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A.2. Multiple asphalt and water model
1. Import the asphalt and water layer model and define mesh properties following the same steps described in

step 1 in Section A.1 and define the medium properties for water.

2. For the asphalt layer, define a cut plane at x = 0, y = 0, z = −30mm and switch to the top view of the model.
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3. Select the mesh elements on the top surface by rectangular selection and picking the mesh element option.

Rename the top surface as ”SurfaceMesh1”. The top surface mesh is deleted after renaming it.

4. For the water layer model, the mesh elements of the bottom surface are selected and renamed as ”Sur-

faceMesh1” following the same steps as step 1 to step 3. The cut plane is defined at x = 0, y = 0, z = 5
mm.

5. The three mesh elements are merged together by the option ”Merge meshes”. The mesh properties of the

merged mesh are defined. The water and asphalt layer properties are defined as the same as in step 2 in

Section A.1, the bottom surface properties are defined by the water and the asphalt.
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6. The rest of the simulation settings including the source orientation, the meshing rules, the solver settings, and

far field request are defined as shown in step 3 to step 7 in Section A.1. The simulation is started by clicking

the ”Feko solver”.



B
Simulation scripts

This section presents the scripts for running simulations on DelftBlue.

B.1. Model meshing script

#!/bin/bash
#
#SBATCH - - job -name=”prefeko ”
#SBATCH - - part i t i on=compute
#SBATCH - - time =05:00:00
#SBATCH - - ntasks=1
#SBATCH - - cpus - per - task=2
#SBATCH - -mem- per - cpu=50000M
#SBATCH - - account=research - eemcs -me

module load feko /2022 . 2 . 1
export LC_ALL=en_US.UTF-8

# Run cadfeko_batch and prefeko
cd f i l e path
srun f i l e name > output_cadfeko.log
srun f i l e name > output_prefeko.log

B.2. Model solver script

#!/bin/bash
#
#SBATCH - - job -name=”feko_mem”
#SBATCH - - part i t i on=memory
#SBATCH - - time =08:00:00
#SBATCH - - ntasks=48
#SBATCH - - nodes=1
#SBATCH - - cpus - per - task=1
#SBATCH - -mem=749G
#SBATCH - - account=research - eemcs -me

module load feko /2022 . 2 . 1
export LC_ALL=en_US.UTF-8

# Create a machines f i l e based on the node l i s t a l located
h o s t l i s t=$( scontro l show hostname $SLURM_JOB_NODELIST)
cp u l i s t=$( echo $SLURM_JOB_CPUS_PER_NODE | awk 'BEGIN {FS = ” ,”} { for ( i =1; i≤NF; i++) ...

{s=s p l i t ( $i , a , ” x”) ; i f ( s>1) fo r ( j =1; j≤a [ 2 ] ; j++) { print a [1]+0} e l s e pr int $ i }} ' )
paste <(pr in t f ”%s\n” ”${ h o s t l i s t [@]}”) <(pr in t f ”%s\n” ”${ cp u l i s t [@]}”) | awk '{ pr int ...

$1 ” :” $2} ' > machines.feko

export FEKO_MACHFILE=”machines.feko ”

cd f i l e path
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runfeko f i l e name - - use - job - scheduler > output. log
k i l l a l l runfeko



C
Matlab code

The Matlab code for processing the simulation results is shown in this section.

c l ea r a l l
c l c
c l o se a l l

% Near f i e l d r e s u l t at (0 ,0 ,0)
E0 = 6.83137e+6;
H0 = 18133 .6 ;
P0 = 0 .5 ∗ E0 ∗ H0; % inc ident power density

% Illuminated area s i z e fo r d i f f e r e n t incidence angle
area_37_5 = [0 .0085 0 .0088 0 .0088 0 .0086 ] ;
area_45 = [0 .0094 0 .0094 0 .0094 0 .0093 ] ;
area_52_5 = [0 .0104 0 .0105 0 .0105 0 .0104 ] ;
area_60 = [0 .0119 0 .0117 0 .0117 0 .0116 ] ;

f i l e v a r i a b l e= 'RMS002 '
area = area_37_5 ;% s i z e of i l luminated area
index1 = 324;
index2 = 325;

%Read TXH data ( rough sur face )
f i l e s_txh = dir ( [ ' ∗∗/corr04_RMS002/ ' f i l e v a r i a b l e ' /H/∗ . f f e ' ] ) ; % f i l e path
for i = 1: length ( f i l e s_txh )

fi lename = f i les_txh ( i ) .name ;
f i l e p a t h = [ f i l e s_txh ( i ) . f o l d e r ' / ' f i lename ] ; %get f u l l f i l e path

Data_h = read f f e ( f i l epath ,17) ;

txh_far f ie ld ( i , : , : ) = Data_h ;
end

% Read TXV data ( rough sur face )
f i l e s_txv = dir ( [ ' ∗∗/ ' f i l e v a r i a b l e ' /V/∗ . f f e ' ] ) ;
f o r j = 1: length ( f i l e s_txv )

fi lename = f i l e s_txv ( j ) .name ;
f i l e p a t h = [ f i l e s_txv ( j ) . f o l d e r ' / ' f i lename ] ;

Data_v = read f f e ( f i l epath ,17) ;

txv_far f i e ld ( j , : , : ) = Data_v ;
end

% Take phi cut fo r txh ( rough )
fo r n = 1: s i z e ( txh_farf ie ld , 1 )

ff_h = squeeze ( txh_far f ie ld (n , : , : ) ) ;
ff_h_cut = takephi0cut ( ff_h ) ;

txh_phi_cut(n , : , : ) = ff_h_cut ;
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end

% Take phi cut fo r txv ( rough )
fo r nn = 1: s i z e ( txv_farf ie ld , 1 )

ff_v = squeeze ( txv_far f i e ld (nn , : , : ) ) ;
ff_v_cut = takephi0cut ( ff_v ) ;

txv_phi_cut (nn , : , : ) = ff_v_cut ;
end

% Calculate the averaged gain
txh_gain = squeeze ( txh_phi_cut ( : , : , 9 ) ) ;
txh_gain_mean = mean( txh_gain ) ;
txh_gain_mean_db = db(txh_gain_mean ,” power”) ;

txv_gain = squeeze ( txv_phi_cut ( : , : , 9 ) ) ;
txv_gain_mean = mean( txv_gain ) ;
txv_gain_mean_db = db(txv_gain_mean ,” power”) ;

% plot averaged far f i e l d in polar plot
thetaaxis = 0 :1 : 360 ;
f i gu re
polarplot ( deg2rad ( thetaaxis ( [ 1 :end 1 ] ) ) , txh_gain_mean_db ( [ 1 :end 1 ] ) , ' LineWidth ' ,1)
hold on
polarplot ( deg2rad ( thetaaxis ( [ 1 :end 1 ] ) ) , txv_gain_mean_db ( [ 1 :end 1 ] ) , ' LineWidth ' ,1)
rl im ([ -60 -5 20+10])
t i t l e ( ' Averaged far f i e l d s at phi=0, dB ' )
legend ( ' rough asphalt -TxH' , ' rough asphalt -TxV' )
gr id minor
pax = gca ;
pax.ThetaDir= ' clockwise '
pax.ThetaZeroLocation = ' top ' ;

% Calcule the theta and phi components of e l e c t r i c f i e l d in the case of hor izonta l source
txh_Etheta = txh_phi_cut ( : , : , 3 ) + 1 j ∗ txh_phi_cut ( : , : , 4 ) ;
txh_Ephi = txh_phi_cut ( : , : , 5 ) + 1 j ∗ txh_phi_cut ( : , : , 6 ) ;

% Calculate averaged Bi s ta t i c RCS in the case of hor izonta l source
fo r m = 1: s i z e ( txh_Etheta , 1 )

RCS_HH(m, : ) = 4∗ pi ∗ ( abs (txh_Ephi(m, : ) . ∗ conj (txh_Ephi(m, : ) ) ) / P0 ) / area (1) ;
RCS_HV(m, : ) = 4∗ pi ∗ ( abs ( txh_Etheta (m, : ) . ∗ conj ( txh_Etheta (m, : ) ) ) / P0 ) / area (2) ;

end

RCS_HV_mean = mean(RCS_HV,1 ) ;
RCS_HH_mean = mean(RCS_HH,1 ) ;

% Calcule the theta and phi components of e l e c t r i c f i e l d in the case of v e r t i c a l source
txv_Etheta = txv_phi_cut ( : , : , 3 ) + 1 j ∗ txv_phi_cut ( : , : , 4 ) ;
txv_Ephi = txv_phi_cut ( : , : , 5 ) + 1 j ∗ txv_phi_cut ( : , : , 6 ) ;

% Calculate averaged Bi s ta t i c RCS in the case of v e r t i c a l source
fo r mm = 1: s i z e ( txv_Etheta , 1 )

RCS_VH(mm, : ) = 4∗ pi ∗ ( abs (txv_Ephi(mm, : ) . ∗ conj (txv_Ephi(mm, : ) ) ) / P0 ) / area (3) ;
RCS_VV(mm, : ) = 4∗ pi ∗ ( abs ( txv_Etheta (mm, : ) . ∗ conj ( txv_Etheta (mm, : ) ) ) / P0 ) / ...

area (4) ;
end

RCS_VV_mean = mean(RCS_VV,1 ) ;
RCS_VH_mean = mean(RCS_VH,1 ) ;

% Save averaged far i e l d and Bis ta t i c RCS data
FF_cut = [ thetaaxis ; txh_gain_mean ; txv_gain_mean ] ' ;
PV = [ thetaaxis ;PV_HH_mean;PV_HV_mean;PV_VH_mean;PV_VV_mean] ' ;
RCS = [ thetaaxis ;RCS_HH_mean;RCS_HV_mean;RCS_VH_mean;RCS_VV_mean] ' ;
savename = [ f i l e v a r i a b l e '_win.mat ' ] ;
save (savename ,”FF_cut” ,”RCS”)

f i gure
plot ( thetaaxis ,10∗ log10 ( abs (RCS_HH_mean) ) , LineWidth=1)
hold on
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plot ( thetaaxis ,10∗ log10 ( abs (RCS_HV_mean) ) , LineWidth=1)
hold on
plot ( thetaaxis ,10∗ log10 ( abs (RCS_VH_mean) ) , LineWidth=1)
hold on
plot ( thetaaxis ,10∗ log10 ( abs (RCS_VV_mean) ) , LineWidth=1)
grid on
xlabe l ( 'Theta , degrees ' )
y labe l ( ' B i s ta t i c RCS, dB/m^2 ' )
legend ( 'HH' , 'HV' , 'VH' , 'VV' )

% Calculate the averaged , maximum, minmum, and standard error of the RCS
[max_HH,¬]=max(0 .5 ∗ ( RCS_HH( : , index1 )+ RCS_HH( : , index2 ) ) ) ;
[min_HH,¬]=min(0 .5 ∗ ( RCS_HH( : , index1 )+ RCS_HH( : , index2 ) ) ) ;
ave_HH = 0 .5 ∗ (RCS_HH_mean( : , index1 ) + RCS_HH_mean( : , index2 ) ) ;
std_HH = std (0 .5 ∗ ( RCS_HH( : , index1 )+ RCS_HH( : , index2 ) ) )/ sqrt ( s i z e (RCS_HH,1) ) ;
RCS_HH_bs = [max_HH min_HH ave_HH std_HH ] ;

[max_HV,¬]=max(0 .5 ∗ ( RCS_HV( : , index1 )+ RCS_HV( : , index2 ) ) ) ;
[min_HV,¬]=min(0 .5 ∗ ( RCS_HV( : , index1 )+ RCS_HV( : , index2 ) ) ) ;
ave_HV = 0 .5 ∗ (RCS_HV_mean( : , index1 ) + RCS_HV_mean( : , index2 ) ) ;
std_HV = std (0 .5 ∗ ( RCS_HV( : , index1 )+ RCS_HV( : , index2 ) ) )/ sqrt ( s i z e (RCS_HV,1) ) ;
RCS_HV_bs = [max_HV min_HV ave_HV std_HV ] ;

[max_VH,¬]=max(0 .5 ∗ ( RCS_VH( : , index1 )+ RCS_VH( : , index2 ) ) ) ;
[min_VH,¬]=min(0 .5 ∗ ( RCS_VH( : , index1 )+ RCS_VH( : , index2 ) ) ) ;
ave_VH = 0 .5 ∗ (RCS_VH_mean( : , index1 ) + RCS_VH_mean( : , index2 ) ) ;
std_VH = std (0 .5 ∗ ( RCS_VH( : , index1 )+ RCS_VH( : , index2 ) ) )/ sqrt ( s i z e (RCS_VH,1) ) ;
RCS_VH_bs = [max_VH min_VH ave_VH std_VH ] ;

[max_VV,¬]=max(0 .5 ∗ ( RCS_VV( : , index1 )+ RCS_VV( : , index2 ) ) ) ;
[min_VV,¬]=min(0 .5 ∗ ( RCS_VV( : , index1 )+ RCS_VV( : , index2 ) ) ) ;
ave_VV = 0 .5 ∗ (RCS_VV_mean( : , index1 ) + RCS_VV_mean( : , index2 ) ) ;
std_VV = std (0 .5 ∗ ( RCS_VV( : , index1 )+ RCS_VV( : , index2 ) ) )/ sqrt ( s i z e (RCS_VV,1) ) ;
RCS_VV_bs = [max_VV min_VV ave_VV std_VV ] ;

% Save the RCS data
savename1 = [ f i l e v a r i a b l e '_RCS_backsc.mat ' ] ;
save (savename1 ,”RCS_HH_bs” ,”RCS_HV_bs” ,”RCS_VH_bs” ,”RCS_VV_bs”)

function f f = read f f e ( fu l lpath , f i r s t l i n e )
f i l e _ f u l l p a t h = fu l lpath ;
f i d = fopen ( f i l e_fu l lpath , ' r t ' ) ;
Data = textscan ( f id , '%f %f %f %f %f %f %f %f %f ' , ...

”HeaderLines ” , f i r s t l i n e , ' CollectOutput ' , true ) ;
f c l o s e ( f i d )
Data = cell2mat (Data) ;
f f = Data ;
f f ( : , 7 : 9 ) = 10 . ^ ( f f ( : , 7 : 9 ) / 10) ; % convert db to l i n e a r sca l e
end
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