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ABSTRACT
Vulnerability reduction is an important topic during the design of naval ships because they are
designed to operate in hostile environments and because their on-board distributed systems are
becoming increasingly complex. The vulnerability needs to be addressed in the early design stages
already, in order to prevent expensive or time-consuming modifications in later, more detailed
design stages. However, most existing methods for assessing the vulnerability are better suited for
more detailed design stages. Furthermore, existing methods often rely on pre-defined damage sce-
narios, while damage – or system failure in general – may also occur in ways that were not expected
beforehand. This paper proposes amethod that addresses these gaps. This is done by incorporating
several additions to an existing vulnerability method that has been developed by the authors, using
a Markov chain. With this method, there is no longer a need for modelling individual hits or failure
scenarios. The additions are illustrated by two test cases. In the first one, a notional Ocean-going
Patrol Vessel is considered, and damage is related to physical locations in the ship. The second test
case considers a chilled water distribution system in more detail, with failures modelled indepen-
dent from the physical architecture. The quantitative nature of the results provide an indication of
the generic, overall vulnerability of the distributed systems, which is meant to be used in the early
design stages for identifying trade-offs and prioritising capabilities.
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1. Introduction

Naval ships are designed to operate, survive, and win in
hostile environments. As such, vulnerability reduction is
one of the key aspects that needs to be considered during
the design of a naval ship. The United States Department
of Defense definition of vulnerability is: ‘The character-
istics of a system that cause it to suffer a definite degra-
dation (incapability to perform the designated mission)
as a result of having been subjected to a certain level of
effects in an unnatural (man-made) hostile environment’
(Gortney 2010). Several other definitions of vulnerabil-
ity exist, which have a similar scope, with ‘incapability to
performmission’ and ‘man-made hostile environment’ as
key aspects.

The vulnerability of a naval ship is largely determined
by the ship layout. As such, obtaining an intelligent lay-
out is in general regarded as the most effective protec-
tive measure (Brown 1991). Traditionally this has mainly
been realised by ensuring sufficient damage stability
with watertight compartments (e.g. Boulougouris and
Papanikolaou 2013) and by incorporating blast resistant
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bulkheads (e.g. Erkel et al. 2002). Though these top-
ics continue to remain highly relevant for vulnerability
reduction of modern naval ships, technological changes
have introduced a new topic of interest with regard to
vulnerability, namely, the availability of distributed sys-
tems. These are systems that supply and distribute vital
resources such as electricity, chilled water, data, and fuels
through the ship. The increasing degree of on-board
electrification, automation, and digital transformation
has resulted in distributed systems that are more com-
plex, more interdependent, and more difficult to under-
stand than before (Brefort et al. 2018). The availability
of these systems after damage has therefore become as
critical for vulnerability reduction as the more tradi-
tional measures that involve damage stability and struc-
tural integrity. This holds in particular for ships with an
integrated power system, where propulsion, hotel and
combat power are all electric. This powering concept is
known as IPS (integrated power system) or IFEP (inte-
grated full electric powering/propulsion). This paper uses
the term IFEP.
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This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/20464177.2019.1673032&domain=pdf&date_stamp=2019-10-01
http://orcid.org/0000-0002-9600-8669
http://orcid.org/0000-0002-5404-5699
mailto:a.c.habbenjansen@tudelft.nl
http://creativecommons.org/licenses/by/4.0/


2 A. C. HABBEN JANSEN ET AL.

In addition to this perspective of external threats, the
distributed systems themselves can also become more
vulnerable. This is because their complexity may result
in an increased opportunity for cascading failures, such
as those that have occurred on the USS Yorktown, or,
more recently, on UK Type 45 destroyers (Goodrum
et al. 2018). Though internal ship failures, that are not
related to hostile environments, are usually referred to
as reliability rather than vulnerability, the distinction
between the two has become less sharp. Yet, the result-
ing impact remains unchanged. Altogether, vulnerability
reduction concernswhat the consequences of failures are,
and how they can be mitigated – not how they occurred
in the first place. Because of the high complexity of dis-
tributed systems, this may also encompass failures that
have not occurred previously, or failures that are still
unknown.

Many existing methods for vulnerability reduction,
which are reviewed in more detail in Section 2, consider
a relative high complexity of the distributed systems and
the ship, and a lower complexity of the damage, i.e. a small
number of hits with a known extent of the subsequent
damage. This aligns with historical experience with hos-
tile incidents but does not necessarily account for more
complex or even unknown failures that may occur due to
the increased complexity of distributed systems. In addi-
tion to that, the relative high level of detail of the ship
and its distributed systems that is required for some vul-
nerability methods makes them less suited for early stage
design, where such level of detail usually is not avail-
able yet. At the same time, this is the design stage where
the most important decisions for distributed systems are
made, such aswhich components to include, andwhether
they should be redundant. As such, vulnerability reduc-
tion can benefit from extending the focus of vulnerability
methods to earlier design stages. To address these topics,
this paper introduces a method for vulnerability reduc-
tion at a low level of detail, while accounting for complex
failure scenarios. This is an extension of the authors’
earlier work, that has previously been presented at the
International Naval Engineering Conference (INEC) in
Glasgow, 2018 (Habben Jansen et al. 2018a).

The remainder of this paper is organised as fol-
lows. Section 2 provides an overview of existing meth-
ods for vulnerability assessments and ends with a set
of requirements for the new method. Section 3 intro-
duces the new method and explains how it incorporates
the requirements. Subsequently, Sections 4 and 5 pro-
vide two test cases, with an OPV and a chilled water
distribution system, respectively. Conclusions are drawn
in Section 6, and recommendations are provided in
Section 7.

2. Review of vulnerability assessment methods

Various methods exist for assessing the vulnerability of
distributed systems. Examples include dedicated soft-
ware applications such as RESIST (TNO 2018), SUR-
VIVE (Schofield 2009), or SURMA (Surma Ltd. 2018).
These tools provide a high-fidelity overview of the con-
sequences, such as floodings or fire spreads, of various
damage scenarios. Their analyses are not limited to dis-
tributed systems but also take into account damage stabil-
ity and structural integrity.Many of these tools aremostly
suited for more detailed design stages, as they typically
require a detailed definition of the hull structure, and a
design and layout of the distributed systems, which are
usually not available in early stage design. However, ded-
icated vulnerability tools for earlier design stages exist as
well, such as the commercially developed tool PREVENT
(Heywood and Lear 2006), which uses a significantly
reduced level of detail. For example, the routings between
systems are not considered. Similar to the tools that have
beenmentioned before, PREVENT assesses vulnerability
in the context of a man-made hostile environment. For
example, weapon characteristics such as warhead weight
and blast pressure are assumed to be known beforehand.

Apart from these commercially developed tools, sev-
eral other vulnerability methods exist as well, which have
mainly been developed within an academic context. For
example, Goodfriend and Brown (2017) use genetic opti-
misation to define an overall measure of vulnerability,
which can be combined with other measures of perfor-
mance, in order to define a more complete overall mea-
sure of effectiveness for the ship. The method is intended
for the early design stages. Yet, their vulnerability cal-
culations are similar to the program MOTISS, which
is comparable to the earlier mentioned tools like SUR-
VIVE and RESIST. As such, considerable detail is still
required. Further reduction in detail is applied by van
Oers et al. (2012), who have developed a 2D routing
method for the connections between distributed systems,
allowing for variations on shortest paths between system
components. Based on that work, Duchateau et al. (2018)
have developed a similar routing method, but in 3D and
allowing for detours of the shortest path, which may
be longer, but potentially less vulnerable. Both methods
include a computation of the vulnerability, which is done
by assessing the connectivity of the distributed systems
after the loss of one or more compartments. As the num-
ber of lost compartments increases, the computational
effort increases as well. As such, thesemethods aremostly
suited for limited complexity of the damage scenarios,
but a relatively high complexity of the distributed systems
topology is allowed.
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Another vulnerability method of a more conceptual
nature is developed by Goodrum et al. (2018). This
network-basedmethod calculates an operability score for
the ship by systematically removing the network nodes
that represent the different compartments of the ship. The
quick and robust nature of the network-basedmethod fits
well in the early design stage, but also with the limita-
tion of the number of damage scenarios that are assessed.
Furthermore, the operability score does not further spec-
ify the residual capability after damage, while this may be
an important design requirement that needs to be met.
A method with a slightly different perspective has been
developed by Shields et al. (2017). Rather thandeveloping
actual routings, their method mainly focusses on gaining
insight between the arrangement of the compartments
(physical architecture), the distributed systems topology
(logical architecture), and the overlap between the two
(physical solution). The results of their method can be
used for a vulnerability assessment, but such an assess-
ment is not included in the method itself.

The methods mentioned above consider both the
topology of distributed systems and the way in which
the topology is routed through the ship, i.e. the physical
and logical architecture, and their overlap: the physical
solution. This terminology has been introduced by Bre-
fort et al. (2018), and will be used throughout this paper.
In addition to these methods, several vulnerability meth-
ods with a specific focus on the logical architecture exist,
i.e. methods that assess the vulnerability of a topology
itself, regardless of how that topology is routed through
the ship. A recent example is the work of de Vos and Sta-
persma (2018), who have developed a tool that can auto-
matically generate a vast number of topologies in order
to explore the design space. A genetic algorithm is used
to obtain topologies with low vulnerability as well as low
‘system claim’, which is defined as the degree to which a
topology ‘claims’ space, weight, and cost in the ship. They
define reconfigurability of a topology as a critical aspect
of vulnerability reduction, which can be realised by con-
necting hubs in the topology. As such, their vulnerabil-
ity metric is a network-based metric that quantifies the
connectedness between hubs, which they introduce as
‘max-flow-between-hubs’. They do not include an actual
flow analysis, i.e. it only matters whether the topology is
connected. This does not necessarily imply that sufficient
flow and capacity is available. The latter has been investi-
gated by e.g. Trapp (2015), who has developed a method
for survivable design of flow networks. The flow compu-
tations require several additional characteristics, such as
flow volume and flow rate capacity, inherently requiring
more detailed input data. In his test case, a survivable
network is defined as one that can still operate – with

sufficient flow – after the loss of one edge, regardless of
which one.

As mentioned in Section 1, vulnerability reduction of
distributed systems is particularly important for ships
with an IFEP concept, which is confirmed by several lit-
erature contributions. For example, Cramer et al. (2011)
have developed a method that particularly focusses on
the vulnerability of an IFEP concept. They mention no
specific intended design stage, but as some of the input
data is rather specific, such as voltages, currents, temper-
atures and flow rates for given operational conditions, a
more detailed design stage seems most suitable for this
method. The method also introduces a way to compute
an overall dependability metric (where dependability is
defined as operability over a range of damage scenar-
ios), but it is noticed that this computation is limited
by the number of damage scenarios. A method to iden-
tify the worst-case scenario is presented as well. Inter-
estingly enough, a genetic algorithm is used for this.
This is exactly opposite from other methods that use
a genetic algorithm, as they usually intend to find the
best solutions. IFEP ships are also main topic of the
work of Schuddebeurs (2014), who specifically consid-
ers advanced modelling and simulation techniques for
de-risking IFEP ships, aiming at high-fidelity results that
are particular useful for detailed design or modifications
to in-service ships. A more early stage context is dis-
cussed by Chalfant (2015), who confirms the need for
early stage vulnerability assessments for IFEP ships, while
at the same time noting that the number of available
suitablemethods is limited. Doerry (2007) states that vul-
nerability in IFEP ships can be reduced by zonal design,
where damage can be confined to a single zone, without
interrupting operations in adjacent zones. He discusses
this concept in more detail in Doerry (2006). In addi-
tion to damage by external threats, Doerry (2007) also
notes that distributed systems on board IFEP ships need
to operate adequately in normal operating conditions,
which addresses the more internal aspect of vulnerabil-
ity. To quantify this, he introduces a Quality-of-Service
metric that is based on, amongst others, the mean time
between failure rates for the different components and a
fault effects analysis. Such types of analyses in the con-
text of IFEP ships are discussed in more detail by e.g.
Logan (2007) and Menis et al. (2012).

Based on this review, a need for further development
in assessing the vulnerability of distributed systems can
be identified. More specifically, the need arises for a
method that assesses vulnerability,

• in the early design stage, i.e. with a limited level of
detail and in a rapid fashion;
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• with the focus on the consequences of the hits, rather
than how the hit occurred in the first place;

• for complex failure scenarios, i.e. without a limitation
to pre-defined, known failure scenarios;

• with a focus on residual capabilities after failure, i.e.
from a capabilities perspective in addition to a systems
perspective.

In order to address these points of attention, the
authors have previously developed amethod inwhich the
damage scenario has been generalised (Habben Jansen
et al. 2018b). This method reduces the need for simu-
lating individual damage scenarios. The method assesses
the vulnerability of distributed systems in naval ships
using a discrete Markov chain. Subsequently, further
developments have been made in order to apply the
method in amore practical environment (Habben Jansen
et al. 2018a). The present paper is an extension of that
work, and addresses two test cases for the method. The
first test case considers a notional Ocean-going Patrol
Vessel (OPV) with two powering concepts: a conven-
tional concept with separate mechanical propulsion, and
an IFEP concept. For this test case, the vulnerability
is assessed in the physical and logical architecture. In
other words, it takes into account at which location in
the ship a failure occurs, and in which residual capa-
bility this results. This test case was already included in
Habben Jansen et al. (2018a) and is now extendedwith an
improved comparison of the two powering concepts. The
second test case, which is new work, considers the com-
parison of two logical architectures (i.e. topologies) of a
chilled water system, where the level of detail is increased
relative to the first test case. This test case shows how the
method can be used to assess any failure, regardless of
where in the ship it occurs.

As will be described in Section 3.1, the new method
uses a discrete Markov chain, as it is particularly suited
for describing various conditions of a system, and
the transitions between them, over discrete time steps
(Lay 2006). Various applications of Markov chains for
the design of physical systems exist, often with a focus
on vulnerability. For example, Jung et al. (2002) apply
a discrete Markov chain for designing electrical power
systems under vulnerable conditions. A Markov chain
is used to describe load shedding of a power system.
In combination with adaptive control systems, the load
shedding can be used to prevent catastrophic failures.
Markov chains are also applied in combat aircraft design
for assessing vulnerability (Pei et al. 2006). In a naval
ship design context, Kim and Lee (2012) use a Markov
chain to assess the vulnerability of a notional warship.
They calculate the probability of kill for several vital ship
components. Information on the relationship between

Figure 1. Relation between existing vulnerability methods and
the new Markov method, in terms of complexity of failures and
the distributed systems.

the components (e.g. whether they are redundant or
not) is included upfront in the Markov chain. However,
this method is less applicable for shifting the perspec-
tive from systems to capabilities, as one capability may
require multiple systems, or one system may support
multiple capabilities. The set-up of the Markov chain in
this paper therefore differs from the set-up used by Kim
and Lee (2012). An advantage of theMarkov chain is that
the vulnerability assessment is not limited by the number,
location, or size of hits, or failures in general. As such, the
complexity of the failures can be increased. As will be dis-
cussed in Section 4.1, this comes at the cost of a reduction
in the complexity of the distributed systems. The rela-
tion between existingmethods, the newMarkovmethod,
and the desired scope of the vulnerability assessment is
visualised in Figure 1.

3. Method

This section elaborates on the technical details of the vul-
nerability method. The previous set-up of the method
is first discussed in Paragraph 3.1. The improvements
and modifications to the method are discussed in Para-
graphs 3.2 to 3.4.

3.1. Previous set-up of themethod

The key elements of a Markov chain are the state vector
s and the transition matrix T. The state vector describes
the probabilities for the system to be in a certain state.
In the case of the vulnerability method presented in this
paper, the system is the ship itself and the states are the
availabilities of different components of the distributed
systems, described with the state vector. The components
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are located in different compartments. When a com-
partment gets hit, the components and routings located
in that compartment become unavailable. This is mod-
elled with the transition matrix. The probability for each
state at any point in time can be calculated according to
Equation (1).

s(k) = s(0) · Tk (1)

The following assumptions apply to this assessment:

(1) All systems can be either on or off. As a result, the
number of states is 2n, where n is the number of sys-
tems. Hence, the size of the s is 2n and the size of T
is 2n × 2n.

(2) All states are initially on, meaning fully operational
(3) At each time step, one hit occurs, disabling one

compartment.
(4) All compartments have equal hit probability at each

time step. This assumption is investigated in more
detail in the test case of Section 4.

(5) Once a system is off, it cannot be repaired.

An example of a physical solution that was used for the
proof-of-concept for this method is shown in Figure 2.
Two systems, A and B, are present in this physical solu-
tion. Because of Assumption 1, this leads to four states
for the Markov chain: both A and B on, only A on, only
B on, and both A and B off. The transition matrix then
becomes Equation (2).

T =

⎡
⎢⎢⎣
3/9 3/9 2/9 1/9
0 6/9 0 3/9
0 0 5/9 4/9
0 0 0 1

⎤
⎥⎥⎦ (2)

Because of Assumption 2, the initial state becomes
Equation (3).

s(0) = [
1 0 0 0

]
(3)

The state probabilities for all four states after an increas-
ing number of hits is presented in Figure 3. It can be

Figure 2. Physical solution used for the proof of concept, as
defined in Habben Jansen et al. (2018b).

Figure 3. State probabilities for the proof of concept, retrieved
from Habben Jansen et al. (2018b).

seen that the probability for State 4, where both systems
are off, increases and approaches 1. This makes sense,
as a large number of hits will eventually highly likely
disable both systems. Similarly, the the probability for
State 1, where both systems are on, rapidly decreases. The
probabilities for State 2 and State 3 hold an intermediate
position. As discussed in more detail in Habben Jansen
et al. (2018b), the results of the method affirm the neces-
sity for an integrated approach, in which the vulnerability
of all distributed systems is assessed simultaneously. In
other words, the vulnerability of system A and system B
needs to be assessed in an integrated fashion, rather than
decomposed. Furthermore, it has previously been shown
that the fact that distributed systems are placed together
in a ship already connects them froma vulnerability point
of view. This also holds when the systems do not have any
physical, logical, or operational overlap. However, several
improvements are needed to apply the method in a more
practical environment. To that end, three adjustments are
made: scaling up in complexity, adjusted hit probabilities,
and systems to capabilities. These are discussed below in
more detail.

3.2. Scaling up in complexity

The physical solution of the proof-of-concept only con-
siders two systems, both consisting of a supplier, a con-
sumer, and a routing between them. Assessing the avail-
ability of such systems is straightforward; if either the
supplier, the consumer, or the connection is off, the entire
system is off. Otherwise, the system is on. This is not
representative for a distributed systems network on an
actual ship, where more components and connections,
possibly redundant, are included, and where one or mul-
tiple hubs, e.g. electrical switchboards, valve chests or
data switches may be located between the supplier and
the consumer (de Vos and Stapersma 2018). Further-
more, some components may be part of multiple types of
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Figure 4. Definition of connections as used for the extended vul-
nerability method.

distributed systems, such as a chilled water unit, which
is a consumer for the electrical network, but a supplier
for the chilled water network. A different definition of
systems is therefore needed.

Consider the example network in Figure 4. The system
components are the nodes, and the connections between
them are the edges. Because this network contains a sin-
gle supplier and hub, and two different consumers, there
is no clear, isolated system that can be on or off, like in
the previous situation. The availability of the consumers
depends on where a hit occurs. Furthermore, it may not
be clear whether a node is at the beginning or at the end
of an edge, which is the case for the hub. In order to
account for that, the states are no longer described by
the number of systems, but the number of connections.
These connections include the start node and the end
node. The fact that the hub is counted three times does
not impose complications. If the hub is hit, it disables all
three connections at once, instead of only one connec-
tion. The same applies to other nodes that are part of
multiple connections. Another option is to consider all
nodes and edges separately as individual items that can
be on or off. However, this quickly increases the size of
the computation. For this example, it results in assessing
seven items (four nodes and three edges) instead of three
connections.

Compared to the proof-of-concept, which evaluated
a small layout with nine compartments, the number of
compartments increases as well for practical applications.
The number of compartments does however not limit
the computational effort; it merely changes the values of
individual entries in the transition matrix.

3.3. Hit probability

When a compartment gets hit, a transition to another
state may occur, depending on what is located inside that
compartment. Though the method does not model indi-
vidual hits, the hit probabilities of each compartment are
still required for the assessment. It is assumed that a hit

occurs at each time step in the Markov chain, disabling
one of the compartments. Previously, each compartment
was assumed to have an equal hit probability, regardless
of its size or location in the ship. To perform a more rep-
resentative assessment, it may be necessary to adjust this.
For example, larger compartments are generally expected
to have higher hit probabilities than smaller compart-
ments, or compartments in the centre of the ship may
have higher hit probabilities than compartments at the
fore or aft end. To account for that, the possibility to
use weight factors for individual compartments has been
introduced.

In order to apply a Markov chain for the vulnerability
method, the weight factors must be scaled in such way
that the sum of all elements of each row in the transition
matrix equals 1 (Lay 2006). Let nc be the number of com-
partments of the ship. A weight factor w is assigned to
the hit probability of each compartment, as expressed in
Equation (4):

w1 · 1
nc

+ w2 · 1
nc

+ · · · + wnc · 1
nc

= 1 (4)

From this, Equation (5) can be derived:
∑

w1 . . .wnc = nc (5)

Any combination of values that complies with the scaling
method of Equation (5) can be used within the vul-
nerability method. For example, if the hit probability of
Compartment 2 is twice as high as the hit probability
of Compartment 1, the associated weight factor is twice
as high, as long as the sum of all weight factors equals
the total number of compartments. The two examples
mentioned earlier, with higher weight factors for larger
compartments or compartments located in the centre of
the ship, are discussed in more detail in the test case
presented in Section 4.

3.4. Systems to capabilities

Paragraph 3.2 explains why systems need to be broken
down in individual connections to apply the vulnera-
bility method on a larger scale. However, the eventual
question is whether critical capabilities are still available
after hits, rather than which systems or connections are
still on. For example, from an operational point of view
it is not directly important that a component fails, such
as a diesel generator set. However, it does matter that
the self-defence capability is lost, if this particular diesel
generator set provides the radar of a close-in weapon sys-
tem (CIWS) with electricity. This subtle, but important
different perspective requires a transition from think-
ing in systems or connections to thinking in capabilities.
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These main capabilities may for example be fight, move,
and float, which can be further broken down in sub-
capabilities, such as offensive and defensive fighting, if
necessary. The capabilities that are required after a hit
may depend on the impact level of a hit. For example, if
a hit with a minor impact level has occurred, the focus
may remain with the primary mission capability, which
is fight, while after a hit with a major impact level the
focus may be with float. This also relates to the archi-
tectural framework of Brefort et al. (2018). While the
physical and logical architecture have been discussed pre-
viously, the framework also includes a third component:
the operational architecture. This architecture describes
how on-board distributed systems are used. The transi-
tion from systems to capabilities, which may shift in pri-
ority because of operational circumstances, is an example
of operational architecture. Yet, operational architecture
also considers other aspects, which are not discussed in
the present paper, such as man-machine interaction or
varying load balances over time.

It may sound contradictory that there is a need for
thinking in high-level capabilities, while Paragraph 3.2
advocated for a method where distributed systems are
broken down into individual connections. However,
these connections are still needed because of the supplier-
hub-consumer structure of the distributed systems net-
work. Consider for example the network of Figure 4
again. Let us assume that Consumer 1 and Consumer 2
both are self-defence systems, for example CIWS’s. If a hit
occurs that disables Connection 2, while Connections 1
and 3 remain available, the self-defence capability is still
available. However, if Connection 2 becomes disabled
while Connection 3 alreadywas disabled, the self-defence
capability is lost. Hence, in order to properly assess the
availability of capabilities, individual connections are still
needed.

To make the transition from connections to capa-
bilities, states of the Markov chain that contribute to
a capability need to be clustered and added together.
Logical relations should be taken into account while

doing this. For example, the capability fight may need
electricity AND chilled water for a weapon system, while
the electricity for this weapon systemmay be supplied by
switchboard 1 OR switchboard 2.

4. OPV test case

In order to demonstrate the improvements to the
method, and their benefits, a test case with a notional
Ocean-going Patrol Vessel (OPV) is introduced. The
model of this notional OPV has previously been
introduced in other early stage vulnerability research
(Duchateau et al. 2018; de Vos et al. 2018). The
physical architecture of the model is presented in
Figure 5.

4.1. Distributed systems layout

The main capabilities fight and move are considered in
this test case. The capability fight has two sub-capabilities:
offensive and defensive. These sub-capabilities are pro-
vided by an offensive high-energy weapon (HEW) and a
defensive close-in weapon system (CIWS). The capability
move is provided by two propellers (PS and SB). A dis-
tributed systems network provides power to the weapons
and propellers, and chilled water to the weapons. Two
fundamentally different powering concepts are tested:

(1) Conventional concept: A concept with separate
propulsion, provided by mechanical energy with
diesel engines (DEs) and shafts. The electrical power
is provided by diesel generators (DGs). Power is
transferred to the weapons via switchboards (SBs).
In addition to that, chilled water units (CWs) pro-
vide chilled water to the weapons.

(2) Integrated Full Electric Propulsion (IFEP) concept:
For this concept, both the weapons and the pro-
pellers are powered by electric energy. The chilled
water for the weapon systems is provided with two
local CWs.

Figure 5. Physical architecture of the notional OPV used for the test case. Each node represents the geometric centre a compartment.
Each edge denotes a physical adjacency between compartments, i.e. the compartments are located on both sides of the same deck or
bulkhead.
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Figure 6. Logical architectures for the two powering concepts, withmechanical energy (green), electrical energy (red) and chilled water
(blue). For interpretation of the references to colour in this figure, the reader is referred to the web version of this article.

Figure 7. Physical solutions for the notional OPV. Purple lines represent routings of both chilled water and electricity through the same
compartments.

The attempt was made to make the physical architec-
tures as similar as possible to ‘isolate’ the differences in
the logical architecture. However, due to the difference
in logical architecture, this is not entirely possible, caus-
ing some of the results to be dependent on the physical
architecture. The logical architectures of these power-
ing concepts are visually presented in Figure 6. Figure 7
shows the associated physical solutions.

The logical architectures consist of 11 or 12 nodes
and 12 connections. A typical logical architecture that
is assessed during early stage design consists of about
10–100 nodes (de Vos and Stapersma 2018). Hence, the

logical architectures in this test case do not do full justice
to the complexity of the design of on-board distributed
systems. Yet, the logical architectures for this test case
have deliberately been developed this way. As discussed
in Section 3.1, the length of the state vector becomes 2n,
and the size of the transition matrix becomes 2n × 2n,
where n is the number of edges in the logical architec-
ture. As a result, the amount of data generated increases
exponentially. More specifically, this limits the number
of edges to 13 for a normal, modern PC using stan-
dard settings of MATLAB. This means that only small
logical architectures can be assessed. At the same time,
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the allowed complexity of the damage scenarios is very
high, which is deemed a useful contribution based on the
review of Sections 1 and 2. The computations of this test
case go up to 8 hits, which accounts for any damage sce-
nario of 8 hits, for example including one major damage
that stretches over 8 compartments, four minor damages
that stretch out over 2 compartments, or even 8 minor
hits that all damage the same compartment. Though it
is acknowledged that some of these scenarios may be
likelier than others to occur, the goal of this method
is to assess the vulnerability in a probabilistic way,
which gives an indication of the general vulnerability,
rather than the specific vulnerability for certain damage
scenarios.

4.2. Test case set-up

With the improvements to the method and layout of the
ship and its networks available, the improved vulnera-
bility method can be tested. Both powering concepts are
tested in three ways:

(1) Uniform hit distribution over all compartments,
such as it previously has been done.

(2) Hit probabilities adjusted to the projected lateral area
of the compartments.

(3) Hit probabilities adjusted to the longitudinal posi-
tions of compartments.

For Options 2 and 3, the scaling method of Equa-
tions (4) and (5) is used. The projected lateral areas of the
compartments, which are required for Option 2, are pre-
sented in Figure 8. The variety in projected lateral areas
can clearly be observed. Several compartments stand out
for their exceptional large projected area, i.e. their signif-
icant higher hit probability: the hangar, the radar mast,

and the engine rooms. This solely relates to the pro-
jected area, and does not account for any other signature,
whichmay not be available in the early design stages. The
distributed systems networks that are considered in this
test case use the engine rooms for several vital compo-
nents and routings, which is likely to influence the results.
The weight factors for the hit probabilities for the longi-
tudinal positions of the compartments as used in Option
3 are given in Figure 9. It is assumed that the aft end of
the ship has a unit weight factor. The centre of the ship
has weight factor 3, meaning that a compartment in this
zone has a three times higher hit probability than a com-
partment in the aft zone. Similarly, the forward zone has
weight factor 2.

4.3. Results

This section presents the results of the vulnerability
assessment that is described in Sections 4.1 and 4.2. A dis-
tinction is made between a comparison of the different
hit types in Paragraph 4.3.1 and the different powering
concepts in Paragraph 4.3.2. A discussion and further
interpretations are provided in Section 6. As explained,
the method calculates the probability for each state after
any given number of hits. Both concepts have 12 con-
nections, resulting in 212 = 4096 states. These states have
been clustered according to the required residual capac-
ity after various impact levels. For low impacts, prac-
tically no loss of capability is accepted, while for high
impacts some capabilities do not have priority any longer.
In other words: the higher the impact level, the fewer
residual capabilities are required. The different impact
levels and their associated required residual capabilities
are presented in Table 1. To ease the discussion of the
results, a short qualitative term is provided for each level
of required residual capability.

Figure 8. Projected lateral areas for all compartments.
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Figure 9. Weight factors for different longitudinal positions.

Table 1. Required residual capability for various impact levels.

Impact level Required residual capability Qualitative term

Negligible Offensive and defensive weapons,
two-shaft propulsion

Full

Minor Defensive weapon, two-shaft
propulsion

Considerable

Medium Defensive weapon, one-shaft
propulsion

Moderate

Major One-shaft propulsion Minimal

4.3.1. Comparision of hit types
Figure 10 shows the results for the conventional con-
cept. The increasing impact level is represented on the
horizontal axis. This is done with an increasing number
of hits, up to 8 hits. This hit scale should be seen as a way
to represent different impact levels in an increasing order
and is not related to the likelihood of actually encoun-
tering such numbers of hits. The general trend in the
presented data indicates that higher residual capabilities

have a lower probability of being available, which is in line
with the expectations. The case with minimal residual
capability clearly stands apart from the cases with higher
residual capabilities. Furthermore, it can be seen that the
step from moderate to considerable capability is slightly
larger than from considerable to full capability. The dif-
ferences between the different hit types (uniform, area, or
zones) are not remarkably large. For theminimal residual
capability, the zonal hit type shows the most optimistic
results, though the difference with the uniform hit type
is small. For the higher residual capabilities, the uniform
hit type is more optimistic. The area hit type shows the
most pessimistic results, except for the moderate residual
capability.

Figure 11 shows a similar graph for the IFEP con-
cept. The gap between minimal residual capability and
the higher residual capabilities is still present, but it is
smaller. Furthermore, the difference between moderate

Figure 10. Probability of availability of main capabilities for the conventional layout.
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Figure 11. Probability of availability of main capabilities for the IFEP layout.

and considerable residual capability is remarkably small.
Other than for the conventional layout, the area hit type
yields more optimistic results than the uniform hit type.
This holds for all residual capabilities. The zonal hit type
leads to significant more optimistic results for the case
withminimal residual capability. For other residual capa-
bilities, the differences between the zonal hit type and
other hit types are smaller.

These results can be linked to the actual areas and
weight factors for both concepts. For the conventional
concept, there are relatively many connections in com-
partments with an area that is above average. This results
in higher hit probabilities for these connections, yield-
ing more pessimistic results than the uniform approach.
For the IFEP concept it is the other way around: many
connections are located in relatively small compartments,
yielding more optimistic results than the uniform hit
type. The results of the zonal hit type are quite similar
to the uniform hit type, apart from the minimal resid-
ual capability case. This case only requires propulsion at
one side. Since the connections required for propulsion
are mostly located at the aft, where the hit probability is
smaller, the zonal hit type yields more optimistic results.
The comparison between these or other hit types consid-
ers the interplay between vulnerability and susceptibility.
The uniform hit type can be thought of as a general
indication of the distributed system vulnerability of a
concept, whereas comparing any other hit type with the
uniform hit type gives an indication of the vulnerability
given a susceptibility context.

4.3.2. Comparison of powering concepts
In addition to comparing the results of different hit types
for a given concept, such as in Figures 10 and 11, it

also possible to compare the results of the two con-
cepts for a given hit type. Figure 12 presents these
results. The curves represent the absolute difference
between the two concepts. A positive difference indi-
cates that the IFEP concept performs better, while a
negative difference denotes a better performance of the
conventional concept. The scale on the vertical axis
denotes the absolute difference of the probability of hav-
ing a capability available. For example, a value of +0.10
for a certain capability means that the IFEP concept
has a 10% higher probability of having that capability
available.

A fully comprehensive comparison between the two
concepts requires an explicit mathematical formulation
of these curves. This is not considered in this paper, but
is recommended for future research, as described inmore
detail in Section 7. Nevertheless, an interpretation of the
results can be made by relating the shape of the curves
to the distributed systems networks and the layouts of
the concepts. This provides an estimation of the reasons
behind the differences in performance between the two
concepts. These estimations are given below for the four
levels of residual capability.

• Minimal: For this case, propulsion at one side is
required. The conventional concept is better, because
it requires significantly fewer compartments for
propulsion than the IFEP concept. However, the area
and zonal hit types enlarge the hit probability for the
diesel engines and generators. Since the IFEP con-
cept has an additional generator to account for this,
it performs slightly better for these hit types, com-
pared to the uniform hit type. Nevertheless, it does
not outweigh the disadvantage of the larger number
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Figure 12. Difference in probability of availability of main capabilities for the both layouts, calculated with the area hit type.

of compartments that are needed, and thus the con-
ventional concept is still preferred.

• Moderate: For this case, the CIWS is needed, in addi-
tion to propulsion at one side. The conventional con-
cept has redundant chilled water supply for the CIWS.
This gives the preference to this concept for low num-
bers of hits. However, the redundant chilled water
routings run through a considerable number of com-
partments. For higher numbers of hits, these are likely
to be hit, eliminating the advantage of the conven-
tional concept. Instead, the IFEP concept is preferred
for such numbers of hits.

• Considerable: For this case, all end users except for the
high energy weapon are required. In the IFEP concept
this weapon is strictly isolated from the remaining sys-
tems. The routings for the remaining systems systems
run through 20 compartments in this concept. In the
conventional concept, the high energy weapon is not
isolated, and the routings for the remaining systems
run through 26 compartments. Hence, the compart-
ments for the remaining systems are significantly less
likely to get hit for the IFEP concept, which gives the
preference to this concept.

• Full: For this case, all end users are required. For the
uniform hit type, the conventional concept performs
better. This could be because of the low number of
compartments taken up by the propulsion system and
the redundancy in chilled water for the CIWS. For the
area hit type the compartments with diesel engines
or generators are significantly more likely to get hit.
For the IFEP concept the supplier-part of the logi-
cal architecture is more flexible (2 out of 3 generators
may be lost without losing full capability), giving the
preference to the IFEP concept for this hit type. The
same applies for the zonal hit type, but in this case

the differences between the weight factors are not as
strong as for the area hit type.

With this comparison, it can be seen that the IFEP
concept mostly performs better when high residual capa-
bilities are required, which is associated with low impact
levels. For minimal residual capability, usually required
after more severe impact, the conventional concept per-
forms better. In other words, the IFEP concept could be
described as ‘performs well for most damage situations,
but is has less residual capability in severe situations’.
The conventional concept could be described as ‘is likely
to have minimal capability with severe damage, but is
less able in withstanding small damage’. These results are
not meant to provide a decisive answer to the question
whether the conventional concept or the IFEP concept
is better; that is up to the naval staff and the designers.
However, these results help in making this decision, by
quantifying the consequences of choosing one concept
over the other.

5. Chilled water distribution test case

It has been noted in Section 4.1 that the logical archi-
tectures that can be used for the method are limited to
13 edges. At the same time, it can be desired to per-
form a vulnerability assessment on a higher detail level
as the OPV test case discussed in Section 4. This can
be achieved by considering a smaller part of the logi-
cal architecture, but in more detail. To illustrate this, this
section provides a test case where the vulnerability of
the chilled water distribution system of the conventional
concept of the OPV is assessed in more detail. Compared
to the OPV test case, more system components and rout-
ings are included. This comes at the cost of removing
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other parts of the logical architecture, such as electrical
power and mechanical propulsion power. As such, infor-
mation on the performance of the logical architecture as a
whole is lost. In other words, a balance needs to be made
between the overall completeness and the level of detail.

In addition to the different logical architectures, the
test case of this section also differs from the OPV test
case in the way in which damage is modelled. Previously,
damagewas associatedwith physical locations in the ship,
representing damage as a result of enemyweapon deploy-
ment, i.e. a man-made hostile environment. However,
Sections 1 and 2 have identified that vulnerability can also
exist due to increased complexity of distributed systems,
potentially resulting in unexpected or unknown failures.
Such types of failures are not necessarily associated with
physical locations in the ship. As such, this test case uses a
logical architecture (without any information on physical
locations our routings) instead of a physical solution.

5.1. Distributed systems layout

This test case considers the chilled water supply and dis-
tribution to the same two weapon systems as the OPV
test case: the defensive close-in weapon system (CIWS)
and the offensive high energyweapon (HEW). TheCIWS
is assumed to be more critical than the HEW. Chilled
water to both weapon systems is supplied by two chilled
water plants ( CWPs) and distributed via two chilled
water hubs (CW hubs). Yet, the supply of chilled water
to both weapon systems is not sufficient to operate them.
The weapon systems also need other resources, such as
data. Though data is not within the scope of this test
case, the components associated with data supply need
to receive chilled water as well. This means that the logi-
cal architecture of the chilled water distribution system
also contains a sensor mast (SM), two PC rooms (PC)
and a command and information centre (CIC). Hence,
the logical architecture consists of 10 nodes.

Two versions of connecting the 10 nodes are com-
pared. These are adapted from de Vos (2018), and pre-
sented in Figure 13. In the first one, the connectivity of
the nodes is low. Every node is supplied by only one other
node, except for the CIWS, which has a redundant con-
nection because it is considered critical. In the second
version the connectivity is high. The SM, CIC and CIWS
are all supplied by two connections. In addition to that,
forward and back connections between the CW hubs
have been established. In the case of a chilled water distri-
bution system, a hub can be considered as amain pipeline
(deVos 2018). As such, the versionwith high connectivity
is an initial step towards modelling a zonal distribution
with the main pipeline as hub–hub connection, while the
version with low connectivity resembles a radial distribu-
tion. It is acknowledged that the version that resembles
the zonal distribution does not fully compare to other
examples of zonal distributions, for example provided
by Doerry (2006). However, if multiple logical architec-
tures of the high connectivity type are linked together,
a more complete representation of the full ship can be
realised. This allows for more detail in the distributed
systems, whilemaintaining the benefit of smaller individ-
ual logical architectures of the separate zones. This is not
considered in the present paper, but the high connectiv-
ity version of the logical architecture for the chilled water
distribution system is considered a useful contribution to
this test case.

5.2. Test case set-up

Similar to the OPV test case, the logical architecture in
this test case is subject to events that cause loss of capa-
bility. However, the term ‘hit’ is not used for this test case,
as the capability loss is no longer associated with physi-
cal damage resulting from hits. Instead, the more generic
term ‘failure’ is used. It is assumed that one failure occurs
at every time step in the Markov chain. In addition to

Figure 13. Two logical architectures for the chilled water distribution system, adapted from de Vos (2018). The dotted lines in magenta
represent the data network, which is not considered in this test case, but which should be supplied with chilled water.
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that, a failure is assumed to encompass one connection in
the logical architecture at the time. Also, connections that
have failed previously are not subject to further failure.
For example: three failures represents the loss of three
distinct connections in the logical architecture. Contrary
to the OPV test case, no weight factors are used. For the
low connectivity version, the number of edges is 9.Hence,
there are 512 states, so s has a length of 512, and T has a
size of 512 × 512. The high connectivity version has 13
edges, resulting in 8192 states, and the associated size for
the state vector and transition matrix.

5.3. Results

The results of the test case can be visualised in a sim-
ilar way as the OPV test case. The residual capabili-
ties are different. A distinction has been made for both
offensive and defensive residual capability, only defensive
residual capability, and only offensive residual capabil-
ity. The results are presented in Figure 14. It can be
seen that for both connectivity versions, the probability
for both defensive and offensive capability is the low-
est. This is in line with the expectations, as this is the
most demanding residual capability. The probability for
defensive residual capability is higher than for offen-
sive residual capability. This illustrates that adding the
redundant routing to the CIWS has indeed the intended
effect.

When the low and high connectivity versions are com-
pared, it can be seen that the high connectivity version
performs better, which is also in line with the expecta-
tions. An interesting difference between the two is the
shape of the curves. The curves for low connectivity have
a concave shape right from the first failure, while the
curves for high connectivity first have a convex shape. As

a result, the advantage of the high connectivity version
over the low connectivity version is most distinct for two
to four failures. This is further illustrated by Figure 15.
These results can be linked to the logical architectures.
In the low connectivity version, every connection except
for the supply to the CIWS is non-redundant, causing
rapid loss of capability when one of them is lost. The high
connectivity version can first rely on redundant routings,
which results in delay of this effect.

The previous results consider capability that is still left
after failure. Another interesting perspective is to con-
sider what is not left. This is the same as the inverse
of the previous curves but provides another perspective
on the availability of the residual capabilities. For exam-
ple, the probability for defensive and offensive residual
capability for the low connectivity version becomes zero
at the fourth failure. This means that the combination
of offensive and defensive residual capability is definitely
not available for four or more failures. However, this says
nothing about the minimum number of failures that is
needed to loose the combination of these capability. In
other words: in order to identify the worst-case scenario
(in this case: both defensive and offensive capability lost),
the perspective on capabilities needs to bemirrored. This
is done in Figure 16. It can be seen that for the low
connectivity version the probability for the worst-case
scenario is indeed 1 for four hits or more. However, also
for fewer hits a considerable probability for the worst-
case scenario exists, starting at over 40% for only one hit.
For the high connectivity version the probability for the
worst-case scenario starts lower, increases less steep, and
becomes 1 at a higher number of hits compared to the low
connectivity version. The values for these curves are the
sum of a subset of individual state probabilities. A more
detailed investigation of this subset can identify which

Figure 14. Probability of availability of the main capabilities for the chilled water distribution plant.



JOURNAL OF MARINE ENGINEERING & TECHNOLOGY 15

Figure 15. Difference in the probability of availability between the high and low connectivity architectures, in favour of the high
connectivity version.

Figure 16. Probability for the worst-case scenario for the high
and low connectivity architectures.

actual states contribute to the worst-case scenario, and
how they can be avoided.

6. Conclusion

This paper has presented ongoing developments of a
new method for assessing vulnerability of on-board dis-
tributed systems in the early design stage. The method
has been illustrated with two test cases. A key feature
of this method is its ability to evaluate residual capabil-
ity for complex failure scenarios. This aligns with the
observation that modern naval ships are not only vul-
nerable because of the hostile environment they operate

in, but also because of the increasing complexity and
opacity of their distributed systems. The ability to assess
complex failure scenarios is an addition to the current
body of work in vulnerability research, as most exist-
ing methods consider failure or damage scenarios that
are defined or known upfront. However, the increased
complexity of the failure scenarios comes at the cost
of a reduction in the complexity of the logical archi-
tecture and/or physical solution. This currently limits
the new method to a very rough description of the
distributed systems layout, or a more detailed descrip-
tion of a subset of the distributed systems. Hence, the
new method has explored a new scope for vulnera-
bility assessments, but the desired scope has not yet
been achieved. As such, further research in this field is
recommended.

A second key feature of the newmethod is the quanti-
tative nature of the results. In addition to rules of thumb
or design guidelines, that for example state that systems
for a given capability need to be duplicated, concen-
trated, isolated, and/or separated, the new method also
gives information on howmuch the vulnerability reduces
by doing so, without relying on more detailed compu-
tations that are usually applied in later design stages.
Furthermore, it can be derived from the shape of the
curves how the availability of a main capability behaves
when failure increases. Capabilities with convex curves
are likely to become unavailable for higher failure lev-
els, whereas capabilities with concave curves are more
likely to be come unavailable for lower failure levels. This
can for example be used for identifying trade-offs and
prioritising capabilities.
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7. Recommendations

The method presented in this paper is part of an ongo-
ing research effort. Further development of the method
is therefore proposed. As described in Sections 3 to 5,
the physical architecture, logical architecture, and physi-
cal solution are assumed to be available for this method.
Other methods exist that can provide this. For example,
the logical architecture can be developed with automatic
topology generation (de Vos and Stapersma 2018), and
the physical solution can be made with an optimisation
algorithm (Duchateau et al. 2018). These methods, along
with themethod explained in this paper, are developed to
be self-containedmethods. However, integration of these
methods may facilitate a more integrated approach on
early stage design of on-board distributed systems. Fur-
ther research in this area is recommended, both from a
rather fundamental design theory perspective, as well as
from a more practical, mathematical perspective. An ini-
tial discussion on this topic has recently been provided by
Habben Jansen et al. (2019), but opportunities are left for
further maturation of this topic.

Another topic for further research is the definition of
availability of capabilities. In its current form, themethod
assumes that a capability is available if there is a con-
nection in between a supplier and a user in the logical
architecture. In practise, there also needs to be sufficient
flow and effort at the right time. Similarly, the availabil-
ity of a redundant routing in itself is not sufficient to
ensure that a capability remains available, as reconfigura-
bility efforts (either by the crew or by smart systems) are
needed as well. Further research in how to incorporate
this may increase the meaningfulness of the method. Yet,
the method in its current form already provides valuable
information, as connectivity, though not sufficient, is a
necessary condition. In the very earliest design stages,
this may be important to investigate first because if no
connectivity can be ensured, there is no need to perform
flow capacity or reconfigurability assessments.

Finally, it is envisioned that this method can be used
for developing concepts, rather than only for assessing
concepts. This way, the search for less vulnerable con-
cepts can becomemore targeted, and is no longer limited
by the concepts that were developed by the designer
upfront. This may be achieved with the mathematical
representation of the ship with the transition matrix of
the Markov chain. Currently, the transition matrix is
derived from an existing ship model. However, it may
also be possible to apply this the other way around: use
the transition matrix to obtain a promising concept. This
requires a more in-depth study of the transition matrix,
using linear algebra theory such as eigenvalue proper-
ties. With this mathematical evaluation, the vulnerability

curves may be expressed as explicit equations, giving
the designer a better understanding of which systems or
connections contribute to the vulnerability. This enables
the designers to generate new concepts in a more tar-
geted fashion, ultimately leading to concepts that are less
vulnerable and better understood.
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