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Abstract

When doing Computational Fluid Dynamics (CFD) simulations on an object, it is necessary to
have the right experimental data available to validate these simulations. In case of the Kitepower
V3A Leading Edge Inflatable (LEI) Kite, this validation data is scarce, and non-existent if you are
doing steady-state simulations. Such LEI kites are soft, and deform continuously during flight.
When scaling such a kite down to wind tunnel scale, complex aeroelastic scaling issues present.
For these reasons, experiments have been conducted in TU Delft’s Open Jet Facility (OJF) on a
rigidized model of the V3A kite. This experiment is unprecedented, because a wind tunnel test
on a rigid kite has never been conducted before.

In short, the V3A is a highly effective aerodynamic model that can be used to simulate a variety of
aerodynamic conditions. The aim of this research was to conduct wind tunnel experiments on a
rigid subscale model of Kitepower’s LEI V3A Kite. The model was constructed using a carbon fiber
reinforced polymer, which was layered in a mold composed of structural foam. During the design
phase, a support structure was also created to suspend the kite in the wind tunnel. The support
structure could adjust its angle of attack and the angle of side-slip via a motorised mechanism.

The V3A kite model was tested in a controlled, yet confined, environment in order to measure
aerodynamic performance. The test consisted of measuring the forces and moments acting on
the kite for different combinations of wind speed, angle of attack, and angle of sideslip. The
load measurements were performed with and without zigzag tape to determine its impact at low
Reynolds numbers. The experimental data were then used to determine the corrections, allowing
the experimental data to more accurately reflect true, unbounded aerodynamic characteristics
compared to real-world, free-flight conditions. This is particularly crucial for streamlined lifting
bodies, where precise aerodynamic features are critical for performance predictions and design
optimizations.

The objective of processing the load measurements is to obtain plots of the kite’s lift, drag, and
side force coefficients, and moment coefficients in the kite’s coordinate system. The load mea-
surements of the support structure are used to interpolate the relationships between the aerody-
namic coefficients of support structure and the angle of attack.

The aerodynamic performance of a kite is influenced by a variety of factors, including flow distur-
bances, unsteady aerodynamic forces, higher drag, the influence of surface impurities, and the
potential effects of reference point selection at lower Reynolds numbers. In this paper, the aero-
dynamic characteristics of the kite are analyzed and compared to established literature to evalu-
ate their accuracy and validity. Specifically, the lift coefficient, drag coefficient, lift-to-drag ratio
(CL/CD) versus angle of attack (α), and CL versus CD curves are compared with the 3D steady-
state Reynolds-Averaged Navier-Stokes (RANS) simulations of Lebesque [1] and the vortex step
method results of Cayon [2]. The comparisons indicate that the experimental results align well
with the literature at low Reynolds numbers, validating the experimental setup and measurement
techniques.

In conclusion, the research conducted a precise experimental study on a rigid subscale model of
the Kitepower V3A Leading Edge Inflatable (LEI) Kite to address the lack of aerodynamic valida-
tion data. By overcoming aeroelastic scaling challenges with a rigid model, the study provided
essential steady-state validation data through meticulous force balance measurements and a
detailed uncertainty analysis. The results, while showing close matches in certain aspects, high-
lighted notable differences when compared with existing simulations. The study recommends
refining the support structure to minimize interference, aligning simulation Reynolds numbers
more closely with experimental conditions, and further utilizing Stereoscopic Particle Image Ve-
locimetry (SPIV) for a comprehensive aerodynamic analysis.
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Introduction

”Life on earth is under siege”, according to Ripple et al. [3]. For many years, researchers have con-
tinuously alerted to a future shaped by severe weather patterns due to rising global temperatures,
a consequence of persistent human actions that emit dangerous greenhouse gases into the at-
mosphere. Renewable sources of energy are needed to combat these emissions. Assessments
have been performed on whether power generated by wind energy can supply the whole world
with electricity, from which the outcomes are positive, although there are practical barriers to
overcome to realize this [4].

Nowadays, horizontal axis wind turbines (HAWTs) are the main machines used to convert the
energy present in the wind to electric energy. On the other hand, the use of vertical axis wind
turbines (VAWTs) is also rising in recent years [5]. The difference between both of these turbines
is that the VAWTs do not need yaw control to align the rotor of the turbine with the wind direc-
tion, whereas HAWTs do. This allows for easier control and thus less expensive machines. The
challenge for both of these types of machines is scaling: at higher altitudes, there are higher and
more constant wind speeds available, which means that there is more power to be harvested.
These machines will simply get too large and can therefore not reach these altitudes. A possible
solution is the so called airborne wind energy systems (AWESs) [6]. These systems can operate
at higher altitudes, allowing for a greater energy yield. An airborne wind energy system is essen-
tially a tethered flying device, connected to a ground station. Through recent years, interest in the
airborne wind energy sector has risen substantially. However, there are still plenty of challenges
in the sector given its infancy. Examples of these challenges are the safe autonomous operations,
and reducing the costs of operation and increasing the energy output of such a system. The last
challenge is certainly the biggest one, because a higher energy output of such a system can raise
the attractiveness, and thereby raise more funds for research in the field.

A common characteristic of such kites is that they are made of soft fabric, or membrane. It is due
to the soft nature that these kites continuously deform during flight: the aerodynamic loads im-
pose deformations on the structure, which in their turn change the aerodynamic characteristics.
It is therefore called a fluid-structure interaction between the air and the kite. It therefore should
make sense that modelling such interactions is no straightforward task. Many attempts have
been made, for example at TU Delft, where a spin-off company called Kitepower develops their
own kites. Take for example their Kitepower V3A Leading Edge Inflatable (LEI) kite. Steady-state
Reynolds Averaged Navier-Stokes (RANS) simulations have been performed by Demkowicz [7]
and Lebesque [1], while a Vortex Step Method has been developed by Cayon [2]. What is missing
is reliable aerodynamic validation data that can be used to validate these simulations and models.
While Demkowicz’ and Lebesque’s simulations were steady state, Cayon’s model is able to model
deformations, but can also model steady-state. This, together with the reason that scaling down
such a complex aeroelastic problem, is the reason for the experiment conducted in this thesis.

Therefore, the research objective of this thesis is:
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”To design and conduct an experimental study to obtain steady-state aerodynamic
validation data for the Kitepower LEI V3A Kite, rigidized to avoid aeroelastic scaling
issues.”

This research objective served as a guide for the literature review, which is presented in chap-
ter 2. After that, the methodology of the model and support structure used in the experiment is
discussed in chapter 3. Using that information, the experimental setup is outlined in chapter 4.
Then, chapter 5 elaborates on the different test cases that were measured during the experiment.
Before analyzing the results, a chapter is dedicated to explaining how the data processing took
place, in chapter 6. After that, the results of the experiment is explained and discussed in chap-
ter 7. Finally, the conclusions drawn and recommendations for future work are given in chapter 8.



2
Literature review

This chapter focuses on giving an overview of the available literature on Leading Edge Inflatable
(LEI) kites, as well as the research objective and research questions. First, the aerodynamics of LEI
will be presented in section 2.1. Then, in section 2.2, a discussion of the computational models and
studies performed on LEI kites is presented. Furthermore, the results of previous experimental
studies on soft-wing kites will be evaluated section 2.3. Lastly, the research gap will be identified
and the research objective and questions will be presented in section 2.4.

2.1. LEI kite aerodynamics
In this section, the aerodynamics of a LEI kite will be discussed to gain a better understanding
of the whole system. First, the operational cycle will be discussed in subsection 2.1.1. Then, the
geometry of the kite studied in this thesis will be given in subsection 2.1.2. Lastly, the flow char-
acteristics will be discussed in subsection 2.1.3.

2.1.1. Operational phase of a LEI kite
To better understand the aerodynamics of a LEI kite, it is essential to examine its behavior during
the operational phase. It consists of two main phases: the traction phase and the retraction phase.
During the traction phase, the kite is reeled out and energy is generated. This is done by maxi-
mizing the traction force on the tether by flying in fast crosswind motions. During the retraction
phase, the kite is reeled in by the generator, using a fraction of the energy generated during reel
out. The loads should be minimal in this case to minimize energy consumption, which is done
by depowering the kite by decreasing its angle of attack [8]. During the reel-in phase, not only do
other flow conditions such as the side-slip angle fluctuate, but the inflow also varies. The side-
slip angle refers to the angle between the kite’s heading and the inflow direction. The flight path
during this operational cycle is depicted in Figure 2.1. During a pumping cycle, the overall perfor-
mance of the system is based on multiple factors, including system control, structural dynamics,
aerodynamics, and flight dynamics [8].
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Figure 2.1: Flight path of a pumping kite power system by Fechner [9].

The top-level aerodynamic parameters on which the kites’ behavior depends will be briefly men-
tioned here, while a more detailed analysis will be presented in the following sections. According
to Fechner and Schmehl [10], these top-level parameters are the projected surface area of the kite,
the lift-to-drag ratio, the maximum wing loading, and the de-power capability (sometimes re-
ferred to as the power setting). One should note here that the lift-to-drag ratio also includes the
influence of the tether because it certainly influences the kite’s overall coefficients. Furthermore,
the efficiency of the pumping cycle is most significantly impacted by the de-power capability.

2.1.2. LEI kite components and geometry
Throughout its operational cycle, the LEI wing is subjected to a diverse range of aerodynamic
conditions. Before these aerodynamic characteristics can be explained, the components and
geometry of the Kitepower LEI V3A kite (the kite on which this thesis is focused) will be elaborated
upon.

A photograph of the V3A can be found in Figure 2.2. The V3A consists of a tubular inflatable frame,
pressurized with air. The frame consists of a leading edge (LE) tube and strut-wise tubes in the
chord-wise direction. The canopy (also called the membrane) is what connects the tubes and
forms the LEI kite together with the tubular frame. Furthermore, the rear end of the kite is called
the trailing edge (TE). Then, the control pod (also called the Kite Control Unit (KCU)) is connected
to the kite by bridle lines, connected to either the LE or TE. The bridle lines connected to the LE
are called power lines, whereas the bridle lines connected to the TE are called steering lines. The
reason for this name is that the power lines carry the bulk of the force, while the steering lines
are responsible for controlling the kite. Lastly, the tether is what connects the kite to the ground
station.
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Figure 2.2: Kitepower LEI V3A kite with the different components indicated [11].

A more detailed overview is presented in Figure 2.3, where a graphical representation of the kite
is depicted. On the left, a front view of the kite system is shown, with the power and steering
lines indicated in different colors. On the right, a side view of the kite is presented. Furthermore,
the most important geometric parameters are also presented. The root chord is cr = 2.7 m and
the projected wingspan is bproj = 8.3 m, resulting in an aspect ratio of AR = 3.1.

Figure 2.3: Kitepower LEI V3A kite with bridle line system and Kite Control Unit (KCU) [12].
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2.1.3. Flow conditions of LEI kite
Now that the components and geometry of the kite have been elaborated upon, the flow condi-
tions can be discussed. Due to their flexible structure, LEI kites exhibit a high uncertainty in flight
path data. The orientation of the kite relative to the airflow is influenced by its current deforma-
tion state. Oehler et al. [12] made an effort to take flight measurements on the LEI V3A kite by
mounting pitot tubes and a wind vane to the bridle line system. In this way, the angle of attack,
the angle of side-slip, and the apparent velocity could be deduced.

Throughout the traction phase, the angle of attack varied between 6◦ and 16◦, with an apparent
flow speed of approximately Ua = 18 m/s. Conversely, in the retraction phase, the angle of attack
fluctuated from −8◦ to 4◦, and Ua was less than 15 m/s. The apparent velocity during the entire
flight ranged from 3 m/s to 26 m/s, corresponding to Reynolds numbers of 5 · 105 and 4.5 · 106,
respectively. Nevertheless, the side-slip angle remained minimal during straight flight and only
increased by about ±10◦ during sharp turns. These measurements have been done using the soft
kite itself, meaning that the chord length changes continuously during flight as the kite changes
shape. Therefore, a sidenote should be placed here as the chord length can not be measured. Fur-
thermore, the accuracy of the pitot-tube is therefore also questionable.

In Figure 2.4, the flow topology of an airfoil of a LEI kite is presented. The leading edge is a tube
with an attached canopy that forms the airfoil, which is often called a sailwing. Extensive re-
search has been done on sailwings, but they will not be included here since they have already
been reviewed by Demkowicz [7]. Readers will be referred to his work for further details on sail-
wings.

The suction side of such airfoils is similar to that of conventional airfoils, whereas the pressure
side is not. In Figure 2.4, the first thing that can be observed is the laminar separation bubble.
LEI kites experience lower Reynolds numbers during flight compared to, for example, aircraft [13].
The flow around the kite may even be laminar. A laminar boundary layer is known to be less able
to resist an adverse pressure gradient compared to a turbulent boundary layer, resulting in lami-
nar flow separation [14]. However, the separated flow has the potential to transition and reattach,
creating a laminar separation bubble between the separation and reattachment points. Finally,
trailing edge separation on the suction side can happen at high angles of attack.

Figure 2.4: Flow topology around a LEI kite airfoil [13].

On the suction side in Figure 2.4, a recirculation zone can be observed, which is formed due to
the circular leading edge of the airfoil. The extent of this recirculation zone is influenced by
the manner in which separation occurs from the circular leading edge. Given that laminar and
turbulent boundary layers exhibit distinct separation characteristics, this can significantly affect
the size of the recirculation zone [13]. Another effect caused by the circular leading edge of the
airfoil is drag crisis. The drag crisis refers to a phenomenon observed in cylinders, where there is
a sudden reduction in drag as the boundary layer flow transitions from laminar to turbulent [15].

2.1.4. Flexible membrane aerodynamics
Flexible membranes have been the subject of extensive research due to their unique aerodynamic
properties that are beneficial in various applications [16, 14, 17, 18, 19]. Unlike rigid wings, flexible
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membranes adapt their shape in response to aerodynamic loads. This dynamic reshaping allows
them to modify their effective camber to reduce boundary layer separation on the suction side,
resulting in higher lift coefficients compared to rigid structures [14]. However, this characteristic
also introduces more abrupt stall behavior, as can be seen in Figure 2.5. In this figure, the lift
coefficients of a rigid wing is compared to the wing coefficients of several flexible wings, with
increasing flexibility where the highest Batten is the least flexible.

Figure 2.5: Lift curves of rigid versus flexible wings [18].

Several studies, including those of Leuthold [19], have documented the increase in the lift coef-
ficient under attached flow conditions, highlighting two main nonlinear flow phenomena: low-
lift hysteresis and separation. Hysteresis is attributed to the membrane’s sensitivity to pressure
changes, which can lead to significant variations in shape under low lift conditions, potentially
causing uncontrollable aerodynamic behavior [20]. Separation will not be discussed here, as was
already discussed in subsection 2.1.3.

In the context of LEI kites, the interaction of complex flows involving laminar and turbulent flows,
separation, recirculation zones, and fluid-structure interaction presents significant challenges in
modeling and experimental validation. Understanding these interactions is crucial for improving
the design and performance of LEI kites in Airborne Wind Energy Systems (AWES).

2.2. Computational models of LEI kites
In this section, the existing computational models of LEI kites will be discussed and compared.
This is necessary to understand the current state of research, identify knowledge gaps, and pro-
vide a foundation for future improvements in the design and performance of LEI kites. Various
methods have been formulated over time, each tailored to the desired level of detail. As men-
tioned previously, the computational models reviewed in this section will not include sailwings.

2.2.1. Simplified aerodynamic models
One of the faster and and lower fidelity aerodynamic models of a LEI kite was developed by Fech-
ner et al. [21]. The goal was to develop an approach that modeled the kite and the tether as a parti-
cle system. In this study, two models were developed, namely a one-point model and a four-point
model. A representation of both models is shown in Figure 2.6. The difference between the mod-
els is that the one-point model represents the kite as a point mass, whereas the four-point model
has the mass of the kite distributed over the four points. This meant that the four-point does
have rotational inertia and can correctly respond to steering inputs. Each model uses an iden-
tical atmospheric model derived from the power law to calculate wind speed at various heights.
Then, through state-space parameters, the angle of attack at each point is determined. The lift
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and drag forces are calculated by reference data for stalled and attached flow over airfoils, with
adjustments made specifically for the LEI wing. The findings of the study were that The one-point
model, incorporating the turn-rate correction, more accurately predicts the influence of gravity
on the turn rate compared to uncorrected point mass models. Additionally, the four-point model
offers a more realistic dynamic response to steering inputs than simpler models while remaining
capable of real-time operation. In conclusion, there is no actual LEI kite geometry used in this
study, merely airfoil reference data and corrections. In a follow-up study by Roullier, a three-point
model was used instead of the one- and four-point models [22].

(a) (b)

Figure 2.6: One-point (a) and four-point (b) LEI kite models developed by Fechner et al. [21].

Breukels [23] developed a more advanced model for kite aerodynamics. The model used a more
parametric based approach, in which the kite is divided in a number of 2D cross-sections. The
properties of these cross sections were determined by an algorithm that takes the airfoil thick-
ness, camber, and angle of attack and outputs the lift, drag, and moment coefficient of that cross
section. These outputs were determined using lookup tables based on 2D RANS simulations of the
different airfoil parameters. The airfoils were divided into 6 nodes, at which the integral forces
are determined through arbitrary weighting functions. A representation of this can be found in
Figure 2.7. Then, to account for 3D effects, Breukels implemented a correction based on an anal-
ysis of a vortice lattice method (VLM) of an arbitrary kite. Nonetheless, Bosch [24] highlighted
that Breukels’ assumptions are impractical for kites subjected to high angles of attack, near-stall
scenarios, and significant deformations. He therefore did not use this correction in his study.

2.2.2. Potential flow methods
Potential flow methods use mathematical techniques to solve fluid flow problems for ideal, in-
compressible, and inviscid fluids. Assuming irrotational and often incompressible flow, these
methods simplify the problem. Flow around an object is represented by vortices, inducing veloc-
ity at each point per the Biot-Savart law. Vortices create irrotational flow except at their centers,
where velocity singularities occur. The lift generated by a vortex is proportional to its strength,
as described by the Kutta-Joukowski theorem [25]. Depending on their arrangement, vortices
are called ”vortex particles” (discrete positions), ”vortex filaments” (continuous loops), or ”vortex
sheets” (continuous surfaces). Potential flow methods balance speed and accuracy, making them
efficient for quick analysis and simulations. They are used in aerodynamics, hydrodynamics, and
engineering, including modeling airflow around LEI kites for performance optimization. This sec-
tion will briefly discuss the different methods available.

Vortex panel methods
The simplest form of potential flow methods is the 2D panel method. This method involves dis-
cretizing the surface of an airfoil into panels that can represent sources, doublets, or vortices. By
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Figure 2.7: Breukels divides the airfoil into 6 nodes [23].

applying boundary conditions such as the non-permeability at the surface and the Kutta condi-
tion at the trailing edge, the system of equations can be solved to determine the lift coefficient
and pressure distribution over an airfoil [26]. The 2D panel method can be extended to three di-
mensions using the Lifting Line Method (LLM) or the Vortex Lattice Method (VLM) through the
Biot-Savart law.

Gaunaa et al. [27] conducted a study where they developed a technique that integrates VLM with
2D airfoil data using an algorithm designed to adjust for viscous effects and airfoil thickness. In
Figure 2.8, the CL vs. α, the CL vs. α, and the CL vs. CD plot can be found. A comparison is made
between the standard VLM, the VLM with the correction algorithm and CFD results obtained by
an in-house developed RANS code. The lift coefficients for both the algorithm and CFD cases
agree well, showing the viscous correction’s effectiveness. However, the VLM with the algorithm
shows slightly worse drag performance at higher pitch angles without a specific reason provided.
The lift-to-drag coefficient curve correlates significantly better with CFD for the VLM with the
algorithm.

Figure 2.8: Comparison of lift coefficients simulated by regular VLM, 3D CFD, and VLM with viscous correction as
obtained by Gaunaa et al. [27].

Vortex particle methods
Vortex particle methods place discrete vortex particles in the flow field to represent vorticity.
These particles are often located at the nodes of a uniform grid [28], with the vorticity of each
particle distributed over a small finite radius [29]. This method closely represents flow physics
and is particularly suitable for modeling flows around morphing bodies, such as soft kites.
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Vortex filament methods
In vortex filament methods, point vortices are arranged into deformable lines or filaments. These
methods are based on the Helmholtz and Kelvin theorems, which state that vorticity tubes retain
their identity and move as material elements in an inviscid flow [29]. A prominent example of this
is Prandtl’s lifting line theory, which replaces chord-wise circulation with a single concentrated
vortex that forms a horseshoe vortex system [30].

Another vortex filament method, called the Vortex Step Method (VSM) or Weissinger Method, is
a numerical technique used to model the aerodynamic properties of wings, particularly those
with unconventional geometries and low aspect ratios. Based on Prandtl’s classic lifting line the-
ory (LLT), VSM involves discretizing the wing into a series of horseshoe vortices and imposing
a boundary condition at the three-quarter chord position, as per Pistolesi’s theorem [31], to accu-
rately calculate the lift distribution [32]. This method addresses the limitations of LLT, particu-
larly its inaccuracies with non-linear lift slopes near stall conditions and unconventional wing
geometries, by iterating the circulation distribution until convergence is achieved.

In a study by Cayon [2], the VSM is implemented to analyze the aerodynamic performance of
the Kitepower LEI V3A Kite. The model uses the structural model developed by Poland [33]. The
methodology involves creating the wing geometry, setting up the aerodynamic influence coeffi-
cient (AIC) matrix, and initializing the circulation distribution. Iterative calculations adjust the
circulation to meet the convergence criteria, ensuring accurate force and direction estimations
along the wing sections. The process incorporates the Kutta-Joukowski theorem and accounts
for the relative velocity at each wing section, iterating until the circulation distribution stabilizes.

The results demonstrate that the VSM can effectively model the aerodynamic behavior of LEI
kites, providing accurate predictions for both low- and high-aspect ratio wings. Comparisons
with computational fluid dynamics (see Figure 2.9) show that the VSM achieves high accuracy
in predicting lift and drag coefficients under various flight conditions, confirming its suitability
for unconventional wing designs used in kites [2].

Figure 2.9: Lift and drag curve comparison between VSM and CFD (reproduced from Cayon [2]).

Applications and Enhancements
Potential flow methods have been extensively used in various applications, including the aero-
dynamic analysis of yacht sails and kites. Early yacht sail theories used irrotational inviscid
flow assumptions combined with thin airfoil theory [34]. These methods have been enhanced to
account for some viscous effects through viscous corrections, integral boundary layer methods,
and thick wake models. For example, Fiddes and Gaydon [35] combined a 3D free-wake vortex
lattice method with an integral boundary layer method to correct for viscous effects on yacht
sails. Similarly, Lorillu et al. [36] developed a potential flow method with a Helmholtz thick wake
model to predict flow separation on 2D yacht sails.

Despite their computational efficiency, potential flow methods have significant limitations. They
struggle with accurately predicting flow separation and the presence of boundary layers. For
example, studies on parawings and kites using potential flow methods have shown difficulties
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in representing three-dimensional effects and accurately predicting performance at high angles
of attack [37].

2.2.3. Computational Fluid Dynamics
Since the LEI wing operates under a wide range of flow conditions, it is crucial to evaluate its per-
formance in this spectrum. As discussed previously, potential flow methods struggle with sep-
aration, reattachment, and side-slip. Furthermore, they do not account for the transition from
laminar to turbulent flow, which significantly affects flow behavior, as highlighted in subsec-
tion 2.1.3. Computational Fluid Dynamics (CFD) offers a better approach to handling these as-
pects. Different CFD models exist, and each model has their own assumptions and complexity.
The most widely used methods are presented in Figure 2.10, with increasing complexity ascend-
ing the pyramid.

Figure 2.10: Hierarchy of most commonly used CFD methods with different levels of complexity [38].

A list with descriptions is provided below, based on the work of Versteegh and Malalasekera [39].,

• Direct Numerical Simulation (DNS) represents the pinnacle of turbulence modeling, cap-
turing all turbulent scales with precision that depends entirely on numerical settings, such
as discretization methods and boundary conditions. DNS employs either the Navier-Stokes
(NS) equations, which govern Newtonian fluid dynamics, or the Boltzmann equation, which,
based on the kinetic theory of gases, can be simplified to derive the NS equations through
perturbation.

• Just below DNS is Large Eddy Simulation (LES), which resolves larger turbulent scales while
modeling the smaller ones. LES can use both NS equations and the Lattice-Boltzmann
method (LBM). While LES can approximate DNS when fully resolving turbulence, it is often
combined with Reynolds-Averaged Navier-Stokes (RANS) equations in a hybrid approach
to lower computational costs by averaging the largest turbulence scales and solving the
fluctuations with LES.

• RANS equations, which can be used independently or with LES, model all turbulence scales
by separating the mean flow from its fluctuations through Reynolds or Favre decomposi-
tion. RANS describes the statistically averaged flow but may face convergence issues in
unsteady flows.

• The Unsteady-RANS (URANS) method addresses this by considering periodic and deter-
ministic phenomena, recovering periodic fluctuations, and statistically modeling chaotic
turbulence.

Having outlined various CFD methods, the existing literature on CFD studies specifically focused
on the Kitepower LEI V3A Kite will now be reviewed. This section will not provide a review of the
CFD methods applied to various flexible membranes and kite geometries. The reader is referred
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to the literature reviews by Deaves [40], Demkowicz [7] and Lebesque [1], where these methods
have been systematically reviewed. For an LEI kite like the V3A , CFD methods are feasible only
when the kite is in steady state, or, in other words, when it does not deform. This is because a
soft kite constantly changes shape while flying. Each deformation requires the creation of a new
mesh, which is extremely time consuming. This is why the methods described next all have
made the same steady-state assumption.

Folkersma et al. [13] performed a 2D steady-state RANS simulation with transition modeling on a
sailwing and on a LEI kite. Thus, it posed as a validation study. In this review, only the simulation
on the LEI kite will be reviewed as previously mentioned. The Reynolds numbers simulated by
Folkersma et al. [13] ranged from 105 to 5 · 107. This has been chosen purposefully as it encom-
passes the full operational range of the kite. The lift curve and drag polars of the LEI kite without
transition modeling are presented in Figure 2.11. The general patterns are consistent with those
observed in conventional airfoils [41]. As the Reynolds number increases, the lift coefficient in-
creases while the drag decreases, resulting in enhanced aerodynamic performance. In addition,
the critical stall angle increases, leading to higher maximum lift coefficients.

Figure 2.11: Lift curves (left) and drag polars (right) for several Reynolds numbers without transition modeling [13].

The same plots for the model with transition modeling are presented in Figure 2.12. Compared to
Figure 2.11, there are several differences. There is a larger spread in both lift and drag coefficients
in the simulations with transition modeling. This change comes from the laminar separation
bubble disappearing at higher Reynolds numbers, as explained by Folkersma et al. [13].

Figure 2.12: Lift curves (left) and drag polars (right) for several Reynolds numbers with transition modeling [13].
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Demkowicz [7] performed a study on the Kitepower LEI V3A Kite, using the same setup as Folk-
ersma et al. [13] and extending it to 3D. In this study, the aerodynamic performance of the V3A
without struts has been analyzed. Demkowicz developed a novel mesh for the kite, which is more
suitable for CFD simulations. Shortly after, Lebesque [1] built upon this work by studying the ef-
fect of adding chordwise struts in the kite model. In this study, the same simulation setup as
in Demkowicz’ work [7] was utilized. Both studies included transition modeling in their simula-
tions, and only included a half-wing simulation because symmetry was assumed. A comparison
between the lift and drag curves at zero sideslip angle (β = 0◦) is presented in Figure 2.13. As can
be seen in the figure, the differences are minimal. However, for Re = 3 ·106 and Re = 15 ·106, there
is a slight difference in drag after reaching the stall angle. Lebesque explains these variations
as being due to the differences in lift, which subsequently cause changes in lift-induced drag [1].
Furthermore, for Re = 0.1 · 106, the drag is slightly higher for the study with struts. This is likely
due to laminar flow at lower Reynolds numbers [1].

Figure 2.13: Comparison between lift and drag curves of Lebesque [1] and Demkowicz [7] for zero sideslip. Lebesque
included chordwise struts, while Demkowicz did not.

Lebesque also investigated the effect of the struts for cases with non-zero sideslip angles. A
comparison with Demkowicz’ work is presented in Figure 2.14. In this figure, the lift coefficient,
drag coefficient, side-force coefficient and lift-to-drag ratio have been plotted versus the sideslip
angle β. The flow conditions are α = 12◦ and Re = 3 · 106. Again, there are minimal differences
between the simulations with and without struts, with no differences in side-force. Lebesque
attributes these slight differences to the marginal differences in the lift and drag coefficients, as
presented in Figure 2.13.

2.3. Experimental methods
RANS CFD simulations have proven to be a valuable asset in simulating aerodynamic models
over the years. However, at this point in time, there is simply not enough computational power
to fully solve a flowfield using a higher fidelity method such as DNS. Therefore, researchers must
resort to experimental testing to obtain physically accurate data. However, there will always be
certain challenges to overcome in these experiments.

Wind tunnel testing is a common type of experiment that is used to gain aerodynamic insights.
Large amounts of data can be collected in a wind tunnel test. Over the years, methodologies have
been developed to aid in this process, for example, by Rae and Pope [42]. The test sections of
these wind tunnels are often not large enough to fit full-scale models, which is why these models
should be scaled down. This is a manageable problem for rigid models, as only aerodynamic
scaling needs to be considered. However, for flexible models like the V3A, it is nearly impossible
because the structural properties do not scale down the same as the aerodynamic properties due
to the flexible membrane [12]. For this reason, De Wachter [43] took a full-scale model of a ram-air
kite into a wind tunnel to study its aerodynamic and structural behavior. Under certain loading
conditions, a CAD model was generated using photogrammetry on which several CFD studies
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Figure 2.14: Comparison between lift and drag curves of Lebesque [1] and Demkowicz [7] for non-zero sideslip. The plots
have been generated for α = 12◦ and Re = 3 · 106. Lebesque included chordwise struts, while Demkowicz did not.

have been performed. The findings from these studies significantly deviated from De Wachter’s
experiment due to the influence of wind tunnel wall effects and the fact that the CFD studies were
conducted outside of a wind tunnel environment. It was evident that full-scale wind tunnel tests
was unfeasible, and that other methods should be utilized.

Due to the aforementioned reasons, researchers started to investigate the possibilities of field and
in situ measurements. Hummel et al. [44] developed a highly repeatable test apparatus for flexible
membrane wings, as presented in Figure 2.15. The same setup was then used by Python [45] to
test three different membrane wings to improve the model by Hummels et al. [44]. However,
this testing method faces several challenges, including the physical limit of the traction force,
measurement uncertainty caused by wind variations, and the inability to measure the lift-to-drag
ratio during dynamic maneuvers [46].

Oehler et al. [12] introduced a novel approach to circumvent the previously mentioned issues. In-
stead of having the measurement equipment on the ground, an approach to use on-board equip-
ment was used. The kite was then performing routine flight manouvres, during which the flow
conditions and kite attitude could be measured. This way, the apparent velocity, angle of attack,
lift coefficient and lift-to-drag ratio could be measured for any kite. In Figure 2.16, the lift-to-drag
ratio of Kitepower’s LEI Kite during the tests of Oehler et al. [12] is compared to the existing mod-
els at that time, of Ruppert [47] and Fechner et al. [21]. There is a satisfactory correlation between
the models and the experimental data in the figure.

Alongside research on LEI kites, several experimental investigations have been conducted on
inflatable wings. The key distinction between these inflatable wings and LEI kites is the airfoil:
inflatable wings incorporate a complete airfoil design, whereas LEI kites feature only an inflated
leading edge. An overview of all these experimental studies can be found in ??, where all impor-
tant technical details are presented. This overview was taken from Desai et al. [48].
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Figure 2.15: Towing test rig developed by Hummels et al. [44].

Figure 2.16: Lift-to-drag ratio comparison as measured by Oehler et al. [12] against the results from Ruppert [47] and
Fechner et al. [21].

Desai et al. [48] executed wind tunnel tests on two tethered inflatable wings constructed from
different fabrics, investigating how material properties and tether setups affect aerodynamic per-
formance. Although the study offered an extensive database for validating aeroelastic models, it
was confined to static conditions with a constant angle of attack, thereby neglecting dynamic
phenomena such as gust responses and material endurance under prolonged cyclic loads. Like-
wise, Okda et al. [49] assessed an inflatable airfoil to determine lift and drag coefficients but did
not account for three-dimensional deformation effects, nor did they collect displacement data
that would have aided in comprehending structural distortions during the experiments. Simpson
et al. [50] expanded this research by studying the aeroelastic characteristics of inflatable wings
through both wind tunnel and flight testing, albeit primarily concentrating on static conditions
without an in-depth examination of flow structures and dynamic behavior. The NASA investiga-
tion [51] on the Goodyear Inflatoplane also emphasized the link between inflation pressure and
aerodynamic performance in wind tunnel scenarios, but it too did not address the long-term op-
erational robustness of the inflatable design under varying environmental conditions.

Although there have been several experimental studies on flexible membrane kites and inflatable
wings as mentioned before, there has never been a wind tunnel test on a rigid kite. However, there
exists one particular experimental investigation conducted on a rigid paraglider model. In this
study, Belloc [52] performed a wind tunnel experiment on a rigid paraglider wing. A front and top
view of the wing used in this experiment can be found in Figure 2.18. As can be seen, the wing
is elliptical. Additionally, the kite employs a NACA23015 airfoil, which is typical of the common
aerodynamic selections for paragliders.
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Figure 2.17: Overview of experimental studies on inflatable wings.

(a) Front view of the kite used in Belloc’s experiment [52]. (b) Top view of the kite used in Belloc’s experiment [52].

Figure 2.18: Dimensions of the kite used in Belloc’s experiment [52].

The experimental configuration is described as follows. The kite model features a spar made of a
wood-carbon composite sandwich, designed in the form of an elliptical arch. The volume of the
wing comprises 12 panels constructed from polyurethane foam, with a fiberglass coating on the
surface. A cylindrical metal mast supports the wing on its lower surface, secured at 60% of the
center chord. The wind tunnel has a turbulence intensity of 0.5% and a maximum velocity of 40
m/s. A motorized two-axis device (positioned outside of the flow) controls the angle of attack and
the angle of sidelip. A picture of the experimental setup can be found in Figure 2.19. The model
is scaled down to a scale of 1:8. The Reynolds number in the experiment Re = 0.92 · 106, which is
high enough to expect similar boundary layer behaviour without risking local laminar flow. [52]

In the experiment, longitudinal and lateral tests were performed. The longitudinal tests were
performed by varying the angle of attack from −5◦ to 22◦ for fixed sideslip angles, while the lateral
tests were performed by varying the sideslip angle from −15◦ to 15◦ for fixed angles of attack.
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Figure 2.19: Experimental setup of the experiment by Belloc [52].

Figure 2.20: Lift curve for different sideslip angles [52]. Figure 2.21: Lift-drag polar for different sideslip
angles [52].

Figure 2.22: Sideforce versus sideslip angle for
different angles of attack [52].

In Figure 2.20-Figure 2.22 the different force coefficient curves are presented. It can be seen that,
for increasing side-slip angle, the slope of the lift curve is reduced for higher angles of attack.
Furthermore, in Figure 2.21, the drag increases as expected for higher sideslip angles. Lastly,
the side-force does not depend on angle of attack for lower absolute angles of sideslip, but the
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effect grows more prominent for higher absolute angles, which Belloc found is due to a local flow
separation near the tip of the kite [52].

2.4. Research questions
The literature review involved an examination of pertinent studies on LEI kites, particularly fo-
cusing on the Kitepower LEI V3A kite, its aerodynamics, existing computational models, and ex-
perimental results. It was generally found that experimental validation data are limited due to
the challenges in scaling down a flexible structure. Additionally, the model by Lebesque [1] also
lacks these experimental data. Considering these findings, it would be beneficial to have experi-
mental data for a steady-state scenario. Thus, the author identifies an opportunity to contribute
to the scientific community by designing an experiment to obtain these data for the Kitepower
LEI V3A Kite. The V3A should be made rigid to achieve a steady-state condition, allowing it to be
scaled down without encountering aeroelastic scaling issues. According to the literature, such
an experiment on a rigidized LEI kite has not been conducted before. The data from such an ex-
periment could also be used to validate other models that assume or can assume a steady-state,
such as the Vortex Step Method developed by Cayon [2]. Belloc’s work [52] is regarded as the cur-
rent state of the art, being the only wind tunnel experiment on a rigid paraglider, which is related
to a kite but different as it is not connected to the ground.

Based on the previously identified research gap, the following research objective is formulated:

To design and conduct an experimental study to obtain steady-state aerodynamic validation
data for the Kitepower LEI V3A Kite, rigidized to avoid aeroelastic scaling issues.

Based on the research objective, two research questions containing several sub-questions were
drawn up.

(i) How can an experiment be designed such that reliable experimental data for the rigidized
Kitepower LEI V3A kite is obtained?

• How can the kite be rigidized such that it does not deform during the experiment?
• How can a support structure for the kite be designed such that the kite can be tested in

a wind tunnel?
• Given the constraints of the wind tunnel, can the Reynolds number match the results

in literature, and if not, how does it affect the results?
(ii) What is the aerodynamic performance of the rigidized Kitepower LEI V3A Kite?

• What are the lift and drag coefficients of the kite?
• How do the aerodynamic properties change with angle of attack and sideslip angle?
• What is the uncertainty in the data and how can it be quantified?
• To what extent does the data measured in the experiment match the already performed

simulations?



3
Methodology

In this chapter, the model and support structure design of the Kitepower LEI V3A Kite wind tun-
nel test is presented. First, in section 3.1, the wind tunnel used in the experiment is described.
Subsequently, in section 3.2, the steps taken in designing the kite model are discussed. Finally,
the design of the support structure is explained in section 3.3.

3.1. Wind tunnel
The wind tunnel in which the experiments took place was the Open Jet Facility (OJF) of Delft
University of Technology, located at the High Speed Lab. The OJF is a closed-loop wind tunnel
capable of reaching a free stream velocity of U∞ = 35 m/s, but in reality this is normally U∞ = 25 -
30 m/s due to high turbulence intensity at high velocities and due to the drag cause by dirty vanes.
The wind tunnel test section is located in a large room with a width of 13 m and a height of 8 m.
Furthermore, the wind tunnel has an octagonal outlet of 2.85 m by 2.85 m.

Figure 3.1: Circuit layout of the Open Jet Facility (OJF).

19
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In Figure 3.1, a schematic of the wind tunnel layout is shown. The flow is driven by a large fan (1)
powered by a 500 kW electric engine. After this large fan, the flow passes a long diffusor (2), after
which it is guided by two rows of corner vanes (3) to rotate the flow 180 degrees. The flow then
enters a second short diffusor (4) in which a wire mesh prevents flow separation. In the settling
chamber (5) after this, the velocity deviations and turbulence in the flow are reduced to about
1% turbulence intensity [53]. The flow is then blown into the open test section (6). At the end of
the test section, the flow is cooled by a 350 kW radiator system (7) to compensate for the added
heat in the flow. Unfortunately, during the experiments, this system did not work, resulting in a
continuous increase in the flow temperature during the operation of the wind tunnel. Finally, the
flow is redirected again by two rows of corner vanes (8) to blow the flow back into the fan.

3.2. Model design
The model to be tested in this wind tunnel is the Kitepower LEI V3A Kite. As mentioned in chap-
ter 2, research on this kite has already been done, namely field experiments by Oehler et al. [12],
3D CFD RANS simulations by Demkowicz [7] and Lebesque [1] and the potential flow model de-
veloped by Poland [33] and Cayon [2]. The potential flow model uses 2D airfoil data generated
by Breukels’ regression model [23], while the CFD simulations by Lebesque and Demkowicz used
a high-quality volume mesh of the V3A specifically developed for these simulations. Demkow-
icz used the original geometry as specified in Figure 2.3, and made several alterations to it. The
alterations relevant to this study are mentioned in the following.

• Removal of bridle line system and chordwise struts
• Specification of finite thickness of the canopy.
• Rounded trailing edge connecting upper and lower surface of the canopy
• Filling in behind the LE tube
• Recreation of kite tips

These alterations lead to the airfoil as presented in Figure 3.2. As can be seen, the leading edge
has been connected to the canopy. The chordwise position at which it connects is about 25% of
the chord. According to Deaves [40], the impact on the flow is negligible since a separation bubble
already exists at that location.

Figure 3.2: Comparison of original airfoil (dashed) and airfoil recreated by Demkowicz (solid) at kite symmetry plane [7].

The resulting CAD model of Demkowicz is presented in Figure 3.3. Then, in the study by Lebesque
[1], chordwise struts were added to Demkowicz model. A comparison between both CAD models
is presented in Figure 3.4, where the lower side is shown.

Lebesque’s implementation of the struts was complex due to their typically sharp attachment
to the canopy. This posed significant challenges for the CFD meshing software, necessitating
the creation of fillets around the edges of the strut, as illustrated in Figure 3.5. Furthermore, the
trailing edge was sealed to achieve a closed geometry, as the original design featured open trailing
edges (refer to Figure 3.6).

The study by Lebesque [1] found that the inclusion of chordwise struts did not significantly affect
the aerodynamic performance of the kite, although there were minor local differences in the flow
field. To remain consistent with the original kite design (which includes the struts), this study
also opted to include the struts and therefore uses the same model as Lebesque [1].
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Figure 3.3: Perspective view of the V3A Kite CAD
model developed by Demkowicz [7].

Figure 3.4: Lower side of CAD model used in the study
Demkowicz [7] (a) and Lebesque [1] (b).

Figure 3.5: Strut integration visualized around the
leading edge [1].

Figure 3.6: Strut integration visualized at the trailing
edge [1].

3.2.1. Coordinate system definition
To effectively analyze the aerodynamic performance of the rigidized LEI kite, a coordinate system
is defined that facilitates the description of the orientation of the kite and the forces acting on it
during the wind tunnel tests. The right-handed coordinate system is defined as follows:

• The x-axis runs along the longitudinal direction of the wind tunnel, pointing downstream.
• The y-axis is oriented laterally, pointing to the left when facing downstream.
• The z-axis is vertical, pointing upwards.

Figure 3.7a illustrates the xz-symmetry-plane, capturing the longitudinal and vertical dimen-
sions of the kite. The chord line csym is also drawn. This plane is crucial for analyzing pitch
moments and vertical aerodynamic forces. Similarly, Figure 3.7b depicts the yz-plane, represent-
ing the lateral and vertical dimensions of the kite, which is essential for examining yaw moments
and side forces. The projected wing span bproj and height h are also defined.
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(a) xz-symmetry-plane of the kite.

(b) yz-plane of the kite.

Figure 3.7: Coordinate system and geometry of the kite model.

By setting up this coordinate system, the aerodynamic properties of the LEI kite can be method-
ically assessed under various scales and wind conditions. The xz-plane and the yz-plane offer
distinct references for examining the kite’s performance and the forces acting on it during wind
tunnel experiments.

3.2.2. Scale selection
The selection of the wind tunnel model scale is a critical aspect of conducting accurate wind
tunnel tests, especially for the Leading Edge Inflatable (LEI) kite experiment discussed in this
thesis. This section will discuss the constraints and considerations for scaling, including wind
tunnel size, Reynolds number similarity, and tunnel blockage. Proper scale selection is vital for
minimizing discrepancies and ensuring that the collected data is reliable and applicable to full-
scale scenarios. However, note that it is impossible to impose hard limits on the scales. Therefore,
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this section was merely written to give some directions in the scale selection.

Wind tunnel size
The initial limitation to consider is the wind tunnel’s dimensions. Naturally, the scale model must
fit inside the wind tunnel. As stated in section 3.1, the wind tunnel features an octagonal outlet
measuring 2.85 m in both width and height. Consequently, the model’s span must not surpass
this measurement and, ideally, should be slightly smaller to ensure the entire model remains
within the streamtube. Therefore, the value for the maximum wing span is to selected to be a
slightly conservative value of bmax = 2.5 m. To determine the scale limit this imposes, the full
scale dimensions of the V3A are presented below. Based on the full-scale wing span, the upper
limit of the scale model is 1:3.32. As a result, the maximum chord length is determined to be
cmax = 0.78 m. Furthermore, a visualization of the dimensions is shown in Figure 3.8.

• Projected span bproj : 8.3 m
• Center chord length csym: 2.6 m
• Height h: 3.7 m

Figure 3.8: Dimensions of the V3A Kite model.

PIV measurements
The model utilized in this study was scaled considering that stereoscopic particle image ve-
locimetry (SPIV) could be performed on it. Specifically, to capture chordwise flowfields at specific
points of interest along the kite’s span. This topic will not be discussed in this thesis report, but
the information in this paragraph is adequate. These SPIV measurements also set a limit on the
maximum chord length, as the cameras used in SPIV have a restricted field of view. In practice,
the low-speed cameras employed in the OJF have a maximum field of view of approximately
20x20 cm, but 30x30 cm can also be reached if the resolution of the flow field is desired not too
high. When this limit is exceeded, the flow information that can be extracted is minimal. The
objective of these SPIV measurements also includes obtaining flow-field data in front of the lead-
ing edge and behind the trailing edge of the model. The maximum chord length imposed by the
SPIV measurements is cmax = 0.4 m, or an upper scale limit of 1:6.5.

Reynolds number
The Reynolds number is a vital parameter in wind tunnel experiments, indicating the ratio of in-
ertial forces to viscous forces in a fluid flow. Essentially, it determines the flow nature, laminar or
turbulent, around a test model, thereby impacting aerodynamic properties such as lift, drag, and
boundary layer behavior. Accurately replicating the Reynolds number encountered by full-scale
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models is crucial to ensure that wind tunnel tests produce data that are relevant and applicable
to real-world scenarios [54, 55]. The Reynolds number equation can be found in Equation 3.1.

Re =
ρUL

µ
(3.1)

In this equation, ρ is the air density in m3, U is the wind speed in m/s, L is the characteristic
length in m, and µ is the dynamic viscosity in Pa·s. Practically, achieving high Reynolds numbers
in wind tunnel tests, typically between 1 million and 10 million for general aerodynamic tests, is
ideal to closely simulate the actual performance of full-scale vehicles or structures. However,
lower Reynolds numbers, such as 200,000, can still offer valuable insights, especially for smaller-
scale models and specific applications such as vertical axis wind turbines (VAWTs) and other
low-speed aerodynamic studies [55].

Applying these findings to the experiment of this thesis means that during the testing, the Reynolds
number should ideally be higher than Re = 2·105 to obtain reliable results. The study by Lebesque
uses a range of Reynolds numbers between 0.1 · 106 and 15 · 106, meaning that it is also preferable
to choose a Reynolds number that falls within that range to allow data validation. However, one
should also look at the tunnel limits when selecting this. The wind tunnel namely has a maxi-
mum speed of U∞ = 35 m/s, but in reality it is better to assume that it can reach U∞ = 25 − 30
m/s because of the high levels of turbulence intensity at high wind speeds. Then, assuming sea
level conditions, the minimum chord length of the model (the characteristic length L in this case)
can be calculated for various Reynolds numbers. The results can be found in Table 3.1. Here, the
Reynolds numbers used by Lebesque [1] have been used.

Re [-] cmin [m] for U∞ = 25 m/s cmin [m] for U∞ = 30 m/s

0.1 · 106 0.059 0.049
0.2 · 106 0.12 0.099
0.5 · 106 0.30 0.24
1 · 106 0.59 0.49
3 · 106 1.8 1.5
15 · 106 8.9 7.4

Table 3.1: Reynolds number and wind tunnel speed combinations yielding different minimum chord lengths.

The chord lengths, as shown in Table 3.1, have a wide range of values, ranging from about 0.05
m to almost 9 m. It should be highlighted in the table that chord lengths associated with higher
Reynolds numbers can also correspond to lower Reynolds numbers, as the wind speed in the
wind tunnel can simply be reduced. However, when looking at the results from earlier in this
section regarding wind tunnel size and SPIV measurements constraints, the maximum chord
length is 0.4 m. This automatically excludes the three lowest rows of Reynolds numbers because
they lead to a higher minimum chord length. Furthermore, as mentioned before, the Reynolds
number should ideally be higher than 0.2 · 106. This gives a range of chord lengths of 0.099 m to
0.4 m, or in other words, a scale of lower scale limit of 1:26 and an upper scale limit of 1:6.5.

Blockage factor
The blockage factor is an essential parameter in wind tunnel experiments, described as the ra-
tio between the frontal area of the test model and the cross-sectional area of the wind tunnel’s
test section. To obtain precise aerodynamic measurements, it is advised that the blockage fac-
tor should not surpass 5% (0.05) [56, 57]. This limit ensures minimal interference effects while
preserving the accuracy of the test data.

The wind tunnel used for this test has an octagonal exit opening with an area of 7.4727 m2. The
blockage factor B is calculated as follows:

B =
Af,model

Aoutlet
(3.2)
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In this equation, Af,model is the frontal area of the model and Aoutlet is the cross-sectional area of
the wind tunnel outlet. Given the cross-sectional area of the OJF Aoutlet = 7.4727 m2, the maxi-
mum frontal area allowed for the model is Af,max = 7.4727 · 0.05 = 0.3736 m2. For the V3A model,
approximating the frontal area of the kite is not straightforward due to the complex shape. Fur-
thermore, one should also take into account the maximum angle of attack during testing, because
the kite has the least frontal area when the angle of attack is 0 (see Figure 3.7b). According to
Lebesque’s study [1], the maximum angle of attack is αmax = 24◦, indicating that this angle must
be considered when estimating the frontal area of the kite. A visualization of this is presented
in Figure 3.9. It can be seen that the frontal area of the kite is approximately half the area of the
larger ellipse subtracted by half the area of the smaller ellipse. A formula for this approximation
can be found in Equation 3.3.

b

a

Figure 3.9: Front view of the V3A model at α = 24◦. Ellipses have been drawn to aid in calculating the frontal area.

Af = 0.5 (Agr −Aor) = 0.5π (agrbgr − aorbor) (3.3)

In Equation 3.3, Agr is the area of the larger ellipse while Aor is the area of the smaller ellipse,
both in m2, and a and b are the semi-major and semi-minor axes, respectively, in m. The semi-
major and semi-minor axes a and b can be expressed in terms of the span. For the orange ellipse,
the semi-major axis a is obviously half the projected span bproj , but for the green ellipse this is
approximately 0.537bproj after verifying with the CAD model. For both ellipses, the semi-minor
axis b is not that straightforward. This has been determined after verifying the CAD model of
the V3A. The values for both ellipses can be found in Table 3.2. Keep in mind that this likely
represents a minor overestimation of the frontal area, but it is preferable to overestimate rather
than underestimate.

At this point, the blockage factor B can be calculated for each limit using the present scale limits
of 1:26 and 1:6.5. The results of this can be found in Table 3.3.
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a/bproj [-] b/bproj [-]

Green ellipse 0.537 0.407
Orange ellipse 0.5 0.262

Table 3.2: Semi-major and semi-minor axes values divided by the projected wing span.

Scale Projected span bproj [m] Frontal area Af [m2] Blockage factor B [%]

1:26 0.319 0.0139 0.19
1:6.5 1.27 0.224 3.0

Table 3.3: Frontal area and blockage factors for the upper and lower scale limit.

As shown in Table 3.3, the blockage factors for both limits remain below the recommended thresh-
old of 5% for wind tunnel tests. Thus, the blockage factor does not restrict the choice of the model
scale, and the limits remain at 1:26 and 1:6.5.

Conclusion
In conclusion, the scale of the model must be anywhere within 1:6.5 and 1:26. At this stage of the
design, no final decisions can be made on the basis of the constraints discussed in this section.
However, something that can be said is that the bigger the model, the better the Reynolds number
similarity. To reach a Reynolds number of 0.5 · 106, a chord length of 0.24 is needed at U∞ = 30
m/s. This is approximately equal to a scale of 1:10. Therefore, at this point in the model design
stage, two different scales within the range have been selected for further investigation. These
scales are the upper limit of 1:6.5 and the aforementioned 1:10.

3.2.3. Material selection
The aim of this research was to conduct wind tunnel experiments on a rigid subscale model of
Kitepower’s LEI V3A Kite. Consequently, part of the project involved rigidizing the model to en-
sure minimal to no deformation. This proved to be quite challenging, as the kite’s canopy is only
a few millimeters thick. Locally increasing the kite’s thickness could be a solution due to the sep-
aration bubble behind the leading edge on the pressure side. The flow is separated there, so it is
expected that increasing the canopy thickness would have little to no impact. However, due to
the difficulty in quantifying this effect, it was decided not to pursue this option. The next topic of
discussion will be the reinforcement of the tubular structure, as it is easier to quantify.

The V3A model features a complicated design, characterized by a zigzagging front edge and a
double-curved canopy. Consequently, deformation calculations are intricate and require the use
of a Finite Element Method (FEM) for accurate determination. However, it was concluded that
these calculations are beyond the scope of this project, leading to the decision to perform only
simplified calculations.

The main form of deformation is expected to be the tip deformation. Therefore, it has been chosen
to calculate the tip deformation based on several assumptions presented below.

• The lift force acting on the kite is a distributed force directed perpendicular to the kite’s sur-
face. This distributed lift can be represented by two half-wing moments of equal magnitude
but opposite direction around the x-axis that passes through the plane of symmetry. In real-
ity, this was not the case because the forces on the kite would have been translated through
two steel rods to the support structure, changing the distributed lift force. However, during
the design, this was sufficient, as it probably would have overestimated the tip deflection
due to higher tip loads that would have been lower in reality.

• The leading edge tube of the kite bears the entire lift force, as the chordwise struts do not
contribute stiffness in this direction, and the canopy is too thin to withstand forces.

• The leading edge tube will be modelled as a solid cylinder. According to Figure 3.7b, the
diameter of the leading edge in the z-direction remains constant along the entire span. Ver-
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ification of this in the CAD model of the V3A led to the conclusion that this diameter is
DLE = 0.0417bproj .

The above assumptions are visualized in Figure 3.10. In the figure, it can be seen that the dis-
tributed lift is replaced by two symmetric moments Msym and the leading edge is replaced by a
solid cylinder.

Figure 3.10: Simplification of the kite for deformation calculations

The maximum tip deflection δmax of the simplified kite can be approximated by Equation 3.4 [58].

δmax =
Msymb2proj

8EI
(3.4)

In Equation 3.4, Msym is the moment about half the span in Nm, bproj is the projected span of the
cylinder in m, E is Young’s modulus of elasticity in Pa and I is the moment of inertia in m4. For a
cylinder, I = (π/64)D4 with D the diameter of the cylinder in m. For the scales 1:6.5 and 1:10, Msym

has been approximated using the Vortex Step Method (VSM) solver by Cayon [2] and Poland [33].
The solver was executed under conditions of the tunnel’s maximum wind speed (U∞ = 30 m/s)
and the stall angle of attack of the V3A (αstall = 15.33◦) to guarantee the extreme load scenario and
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consequently the maximum tip deflection. Then, using Young’s moduli for relevant materials1,
the maximum tip deflection normalised by the span for the scales 1:6.5 and 1:10 have been plotted
for each material. The resulting plot can be found in Figure 3.11. As a sidenote, for materials
like glass fiber and carbon fiber composites, a thin walled cylinder of 2 mm thickness has been
assumed as this is more realistic than a solid composite cylinder. The moment of inertia has
been changed accordingly.
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Figure 3.11: Maximum tip deflection normalized by the span for scales 1:6.5 and 1:10 for various materials.

According to the plot, PLA and wood, which are 3D print materials, exhibited the greatest deflec-
tion. Among the metals, steel displayed the least deflection, while carbon fiber reinforced plastic
showed the minimal deflection among the composites. Additionally, it is observed that the larger
scale model experienced less deflection compared to the smaller scale model, indicating that the
larger model is preferable in terms of deflection.

During the design phase, various methods for building the model were evaluated. According to
Figure 3.11, 3D printing was less appealing compared to constructing the model from carbon fiber
composite or steel. Steel was too heavy for the wind tunnel measurement devices and needed a
larger support structure. Although a carbon fiber composite would be much lighter than metal, it
wouldn’t significantly reduce deflections. Additionally, a carbon fiber composite was initially con-
sidered more expensive than a metal model. However, milling a metal model was complicated
and costly due to the thin canopy. The thin canopy posed fewer challenges for a carbon fiber
composite model, as the carbon fiber layup can be several millimeters thin [59]. Consequently, a
carbon fiber reinforced polymer model was chosen. The model’s scale was set at 1:6.5, which is
optimal for Reynolds number similarity and minimal deformations.

3.2.4. Model construction
The model was manufactured by Curve Works2, an expert on manufacturing such complex and
intricate structures. The model was constructed using a carbon fiber reinforced polymer, which

1https://www.je-depa.com/Training/Tutorial/Appendix/YMforcommonmaterials.html
2https://curveworks.nl/

 https://www.je-depa.com/Training/Tutorial/Appendix/YM for common materials.html
https://curveworks.nl/
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was layered in a mold composed of structural foam. After discussions with Curve Works, it was
decided that the canopy thickness would be 3 mm across the entire kite. However, for the two
central panels, a thickness of 4 mm was selected to provide additional reinforcement needed for
attaching to the support structure, which will be discussed in the next section. The outer 2 mm
consisted of carbon fiber, while the inner 1 or 2 mm was constructed from glass fiber reinforced
polymer to enhance stiffness and reduce costs compared to carbon fiber. The leading edge and
the chordwise struts were made from structural foam.

Pictures of the resulting model can be found in Figure 3.12, Figure 3.13 and Figure 3.14. The chord-
wise struts made from the structural foam are clearly visible in Figure 3.12. The model has a
smooth surface finish which is visible in Figure 3.14. This was done to ensure that there were
no irregularities on the surface that could cause unwanted disturbances in the wind tunnel tests.
Any holes were filled up with paste and sanded down to a smooth surface. Dark pigment was
mixed into the epoxy to reduce the model’s reflectivity. This proved useful for the PIV tests. Fi-
nally, two steel cylinders with a diameter of 20 mm were inserted into the central two struts,
serving as the connection points to the support structure discussed in the following section. The
mass of the model including the steel rods is mmodel = 7.965 kg.

Figure 3.12: V3A kite model being manufactured in its
mold. Figure 3.13: Rear of the finished V3A Kite model.

Figure 3.14: Front of the finished V3A Kite model.

3.2.5. Model shape
To account for any differences between the final model, as it was delivered by CurveWorks, and
the CAD model, which is used by Lebesque in his simulations [1], an attempt was made to map the
model using a laser. A laser measurement system normally used to measure space related things,
produced by FARO3, was utilised. A picture made during the laser can be found in Figure 3.15,

3https://faro.com/en/

https://faro.com/en/
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where the different parts of the system are highlighted.

Figure 3.15: FARO laser system and its components.

The system operates as follows. The laser head is equipped with two cameras and follows the
metal sphere in space continuously, provided the sphere remains within its field of view. For the
kite, the sphere needs to touch the kite, and as the sphere moves along the kite, the laser head
tracks it. The FARO software includes sophisticated features capable of generating the entire
curvature of the kite, though this feature unfortunately failed to function. Nevertheless, points
could be created in space. Consequently, points were positioned at various crucial spots on the
kite, such as the outer tips, the center chord, the spanwise strut positions, and the model’s highest
and lowest points, and a .stp file was produced. The CAD model of the kite was then inserted into
this file and aligned with the points as accurately as possible. A visualization of the CAD model
and the FARO point clouds is found in Figure 3.16, for several different views.

In general, Figure 3.16 shows good correspondance between the laser measurements and the
original CAD file. It seems that the span is equal, however, the chord length of the model seems a
tiny bit larger than the CAD file’s chord. Furthermore, the height is about the same for the CAD file
and the model. Therefore, based on the comparison, it seems that the model produced by Curve
Works is within the said manufacturing allowance. While there are differences, they are minimal
and can also be attributed to the complexity of the laser system and the difficulty in lining up the
model with the point cloud produced by the FARO measurements.

3.3. Support structure design
In addition to designing and building the model, a support structure was also created to suspend
the V3A model in the wind tunnel. Various concepts for the support structure were explored
during the design phase. The support structure from Belloc’s rigid paraglider experiment [52] was
taken into account. Briefly, Belloc used a cylindrical metal mast fixed at 60% of the central chord
(refer to Figure 2.19). The model could adjust its angle of attack and the angle of side-slip using a
motorised mechanism. However, for the experiment in this study, such motorised mechanisms
were not available; only a rotary table was used on which the force balance was mounted, which
will be discussed in more detail in chapter 4. If the kite were to be mounted sideways (with the
lift thus pointing to the side), the angle of attack change could be performed by the rotary table.
This approach complicated the variation of the side-slip angle, leading to the decision to suspend
the kite in its normal orientation. In this orientation, the rotary table would be used to change the
side-slip angle. However, a way to change the angle of attack would have to be designed.

In order to keep the flow disturbance caused by the support structure around the kite at a min-
imum, it was decided that the kite would be suspended in front of the support structure. To ac-
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(a) Isometric view of the original CAD model with the point
cloud generated by FARO measurements.

(b) Top view of the original CAD model with the point cloud
generated by FARO measurements.

(c) Front view of the original CAD model with the point cloud
generated by FARO measurements.

(d) Side view of the original CAD model with the point cloud
generated by FARO measurements.

Figure 3.16: Different views of the original CAD model with the FARO point cloud.

complish this, two 20mm diameter steel rods were manufactured inside of the middle two struts
(see Figure 3.13), which could then be clamped to a support structure. The reason these rods were
made out of steel is that after calculations performed by Curve Works, it was concluded that on
the basis of the maximum wing loading determined by the VSM solver of Cayon and Poland, alu-
minium would deform too much.

In Figure 3.17, the CAD representation of the support structure is shown. It is evident that the sup-
port framework is a truss structure. The support structure consists of aluminium beams manu-
factured by Item4. This selection was made because the support framework would be simpler to
assemble, as Item offers aluminium profiles that are straightforward to put together using their
fasteners, while also offering excellent structural rigidity. When deciding the width of the support
structure, the tip vortices shedding from the kite have been taken into account [1] such that the
structure does not disturb this. The truss structure was mounted on an aluminium plate, which
was necessary to bolt the whole structure to the force balance.

The rotation mechanism for the angle of attack change is also shown in Figure 3.17 in green.
The green bar is a horizontal bar, fastened in between the two vertical beams. This horizontal
bar can be easily loosened, allowing it to move in a vertical direction. This movement in the
vertical direction then creates a rotation of the steel tube in between the two pillow block bearings
mounted to the vertical beams. Two steel tubes were connected to the rotating steel tube using
tube connectors. Aluminium profiles connecting the adjustable horizontal bar to these two tubes
were also connected on the hinges by tube connectors. A visualisation of this can be found in
Figure 3.18. The kite can be easily mounted to the support structure, by sliding the steel rods of the
kite into the steel tubes of the support structure and fastening this connection using adjustment
bolts screwed into the tubes (one of which is indicated by the green arrow).

In Figure 3.19, a picture is presented in which the kite is attached to the support structure as it
would look during the wind tunnel testing campaign. There are slight differences compared to
the CAD model in Figure 3.17. The angled beam is connected using two heavy duty hinges instead

4https://nl.item24.com/nl/

https://nl.item24.com/nl/
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α

hbar

Figure 3.17: CAD model of the support structure.

of bolted to the other beams. This connection is easier to assemble, cheaper, and is also stronger
than the proposed bolted connection.
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Figure 3.18: Picture of the structure that connects the tubes. The green arrow indicates an adjustment bolt used to
fasten the kite to the support structure.

Figure 3.19: Actual model and support structure.



4
Experimental setup

The experiment was divided into two parts, namely aerodynamic load measurements and PIV
measurements. The first part consisted of measuring the forces and moments acting on the kite
for different combinations of wind speed, angle of attack, and angle of sideslip. The second part
consisted of PIV measurements for two different configurations of wind speed, angle of attack,
and angle of sideslip. The first part was considered the core part of the thesis project, while the
PIV measurements were regarded as a bonus (which is why it will not be part of this thesis report),
as these usually take a long time to set up and measure. This chapter presents the experimental
setup for the load measurements.

4.1. Force balance
The objective of this project was to acquire steady-state aerodynamic data for the V3A kite model.
This data included, for example, the lift, drag, side force, and moment coefficients of the model un-
der various flow conditions. The forces were recorded with a force balance, specifically the NLR
force balance commonly employed in the OJF for this experiment. This force balance was a six-
axis device, capable of detecting all forces and moments around its principal axes. The balance
operated at an acquisition frequency of 2000 Hz. Furthermore, the balance was mounted on top of
a rotary table, which was used to easily modify the side slip angle of the model during the exper-
iment. The rotary table had a precision of 0.01◦ in adjusting its angle of incidence. A schematic
representation of the force balance and the rotary table is presented in Figure 4.1. Furthermore,
the dimensions of the force balance and its coordinate system can be found in Figure 4.2.

Figure 4.1: Schematic of the force balance on top of the rotary table.

34
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(a) Top view of the force balance. (b) Side view of the force balance.

Figure 4.2: Dimensions and coordinate system of the OJF NLR force balance.

The highest nominal ranges for simultaneous load measurements and single load measurements
of the NLR force balance are provided in Table 4.1. However, the latter is not relevant to this study,
as only simultaneous measurements of six components were taken into account.

Simultaneous measurements Single measurements

Axial force (Fx) ±250 N ±250 N
Side force (Fy) ±500 N ±600 N
Vertical force (Fz) ±500 N ±3500 N
Rolling moment (Mx) ±500 Nm ±550 Nm
Pitching moment (My) ±250 Nm ±500 Nm
Yawing moment (Mz) ±50 Nm ±125 Nm

Table 4.1: Force balance load and moment ranges.

4.2. Model alignment
The kite model and its support structure were installed on the force balance and rotary table as
previously described. This entire assembly was then secured to the blue table in the OJF. The blue
table is a hydraulic system that can be raised and lowered. However, the entire setup needed to
be aligned with the tunnel outlet. This alignment was achieved using a 3-plane leveling laser and
by verifying the table’s alignment with the floor tiles in the test section. These tiles were correctly
oriented, making them suitable for this purpose. A picture of this alignment process is shown in
Figure 4.3.

4.3. Rotation mechanisms
In section 3.3, the mechanism responsible for changing the angle of attack was already briefly
mentioned, but in this section a more detailed explanation of it will be presented. It was already
explained that the horizontal bar in between the vertical beams can be moved up or down, chang-
ing the tubes of the support structure and with that the angle of attack of the kite.

The angle of attack of the kite was not easy to measure because of the shape of the kite. However,
the angle of the protruding rods of the kite could be measured. This angle was not equal to the an-
gle of attack, but had a 7.25◦ difference between the centre chord line and the angle of the tubes,
which was verified using the V3A CAD model. Measurement of tube angle was done by placing
a flat plate with two digital inclinometers on top and placing it against the tube connectors that
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Figure 4.3: Kite model alignment process.

connect the horizontal bar to the tubes. The inclinometers had an accuracy of 0.01◦. A visualisa-
tion of this process can be seen in Figure 4.4. Each time the angle of attack changed during the
experiment, these inclinometers were recalibrated using the floor of the test section and the side
of the wind tunnel outlet to minimise the angle of attack error.

The other rotation mechanism was also mentioned earlier and was used to change the angle of
sideslip of the kite. This was done using the rotary table. The rotary table was controlled using
the PC in the OJF control room and also had an accuracy of 0.01◦. A picture of the interface of the
rotary table control can be found in Figure 4.5. As can be seen, the rotational speed could also be
adjusted.

4.4. Zigzag tape
At lower Reynolds numbers, zigzag tape can be used on a wind tunnel model to induce turbulent
flow around the object [60]. Turbulent flow maintains higher momentum near the object’s sur-
face compared to laminar flow, reducing the likelihood of boundary layer separation and thus
performing better than a laminar boundary layer. The V3A kite operates at a Reynolds number of
approximately 3 · 106 [46], placing it within the turbulent flow regime. Furthermore, the full-scale
V3A kite features protruding stitched seams where the canopy is attached to the leading edge, as
illustrated in Figure 4.6. Watchorn [61] anticipated that these seams would naturally trigger the
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Figure 4.4: Digital inclinometers used to determine
the angle of attack of the kite. Figure 4.5: Interface of the rotary table control panel.

transition from laminar to turbulent flow [62]. Consequently, load measurements were performed
with and without zigzag tape to determine its impact at low Reynolds numbers.

Figure 4.6: Protruding stitched seams near the leading edge of the V3A kite [61].

The thickness of the zigzag tape was selected as follows. Typically, for conventional airfoils, the
thickness of the zigzag tape should be between 0. 5% and 1% of the chord length [63]. In the case
of this experiment, this would be within 4 mm and 2 mm. Therefore, a thickness of 2 mm has
been selected for this experiment. The chordwise position of the tape is usually at 5% chord on
the suction side and at 10% chord on the pressure side of the airfoil [64]. However, due to the
unconventional airfoil with the separation bubble on the pressure side behind the leading edge,
it was deemed that a zigzag tape there would not have any benefit. Therefore, only a zigzag tape
has been applied at 5% chord on the suction side. A visualisation of this is presented in Figure 4.7.

4.5. Load measurement setup
Images of the final experimental setup are available in chapter 4 and Figure 4.9. chapter 4 shows
that the support structure, including the kite, is installed on the force balance and rotary table,
which are placed on the blue table. Figure 4.9 clearly displays that the kite is positioned well
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Figure 4.7: Zigzag tape applied to the suction side of the V3A kite model.

within the wind tunnel outlet and therefore within the airflow. Furthermore, a CAD drawing of
the experimental setup is presented in Figure 4.10. This drawing and more pictures taken during
the experiment were already published in the Book of Abstracts of the 2024 Airborne Wind Energy
Conference (AWEC) in Madrid [65].

Figure 4.8: Experimental setup for the load
measurements.

Figure 4.9: Rear view of the experimental setup for
the load measurements.

4.6. Uncertainty and vibrations
During the testing campaign it became clear that the support structure with the kite showed
vibrations at larger angles of attack, where the kite could possibly be stalled. Other instances
of vibrations were, for example, when the kite was not mounted, and only the support structure
was measured. For this reason, attempts were made to track the shape of the kite and support
structure during the tests.

In the OJF, there is a camera system that is normally used to track drone positions using reflec-
tive stickers that are stuck to the drone. Although these stickers could not be stuck to the kite’s
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Figure 4.10: Isometric view of the experimental setup as drawn in a CAD file.

surface as they would have interfered too much, they could be stuck on the support structure, and
more specifically the rods supporting the kite. If more than two stickers are stuck at different lon-
gitudinal locations, in theory the angle of the rods could be determined. However, in practice, the
angle of the rods determined using this approach was not consistent with the angle of the rods
determined using the digital inclinometer, and therefore it was decided not to use this camera
system.

However, vibrations and deflections during the measurements still needed to be tracked. Instead
of the aforementioned camera system, a GoPro camera was pointed at the kite, and the kite was
recorded during the measurements. Unfortunately, there was no quantitative way to determine
the kite’s attitude, but it was better than not having any way of determining vibrations.

4.7. Wind tunnel corrections
Wind tunnel corrections are essential in aerodynamic testing to ensure the accuracy and rele-
vance of the results obtained in a controlled, yet confined, environment compared to real-world,
free-flight conditions. Wind tunnels, whether open-jet or with hard walls, introduce boundary
effects that alter the natural flow behavior around the test model. These disturbances can lead
to significant discrepancies in measurements of lift, drag, and other aerodynamic forces. Con-
sequently, corrections are applied to account for these effects, allowing the experimental data to
more accurately reflect true, unbounded aerodynamic performance. This is particularly crucial
for streamlined lifting bodies, where precise aerodynamic characteristics are critical for perfor-
mance predictions and design optimizations. In this section, one method of determining the
corrections will be presented, namely an angle of attack correction. This method was explained
to the author by Mac Gaunaa, who is an expert in the field of 2D wind tunnel testing.
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The objective is to measure the free, unbounded behavior of the flow around a lifting body. For
simplicity, a 2D case is used as an example. For a 3D case, the corrections will always be lower.
In short, there is a disturbance effect at the centerline where the airfoil is, resulting in a curva-
ture of the onset flow streamliens. This is also known as the ”streamline curvature effect”. This
effect corresponds to an increased lift due to the tunnel disturbance. This increased lift can be
interpreted as an additional angle of attack due to the tunnel, defined in the equation below.

αfree = αgeo,openjet −∆αopenjet (4.1)

In Equation 4.1, αfree is the angle of attack in free-stream conditions, αgeo,openjet is the geometric
angle of attack as it is set in the wind tunnel and ∆αopenjet is the angle of attack correction. Please
note that for hardwall experiments, the minus sign should be a plus sign as the tunnel effects
are different. Then, an expression for the angle of attack correction is derived as formulated in
Equation 4.2.

∆αopenjet,deg ≈ 7.5
c

h2
Cl [deg] (4.2)

In Equation 4.2, c is the chord length, h is the maximum height of the airfoil and Cl is the lift
coefficient of the 2D airfoil. When filling in the values of the V3A kite model, with c = 0.4 m,
h = 0.57 m and using the Cl values simulated by Lebesque [1], for Re = 1 · 105 and Re = 1 · 106 and
for both a scale of 1:6.5 and 1:10, Figure 4.11 is created. In the plot, the angle of attack correction
is plotted versus the lift coefficient. As can be seen in the plot, the angle of attack correction is
higher for the biggest scale, which is expected. However, it is only 0.25 degrees, and this is of
course the 2D case meaning that the 3D case will be even less. Therefore, it has been decided not
to use tunnel corrections after considering the correction discussed in this section.
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Figure 4.11: Angle of attack correction plotted versus lift coefficient for different Reynolds numbers and model scales.



5
Test cases

In this chapter, the test cases for both the load measurements and the PIV measurements will be
given. Furthermore, for the load measurements, it will also be explained how the influence of the
support structure will be mitigated.

5.1. Load measurements
In this section, the test cases for the load measurements will be explained, starting with the nor-
mal load measurements.

5.2. Normal load cases
This section explains the different test cases measured during the experimental campaign. The
load measurements were performed for several configurations, following the ranges established
in studies by Lebesque [1], Demkowicz [7], and Folkersma [13]. These studies used an angle of at-
tack ranging between −5◦ and 24◦, and sideslip angles ranging from 0◦ to 12◦. To obtain validation
data for these simulations, the same ranges were used in the experiment. An overview of each
measured angle of attack is shown in Table 5.1.

For each angle of attack, the table indicates whether all sideslip values have been measured or
just at zero sideslip. ”All sideslip values” refer to a range of sideslips between −14◦ to 14◦ in steps
of 2◦, plus β = ±20◦.

This table shows that the measured angles of attack exceed the predefined range, and some an-
gles of attack are atypical. Midway through the measurement campaign, it was noted that there
was a 7.25◦ discrepancy between the angle of the rod and the angle of attack of the kite. For ex-
ample, if the angle of the rod was measured at 10◦, the actual angle of attack was 2.75◦. Due to
time constraints, it was decided that only several more angles of attack would be measured to
complete the angle of attack range.

Moreover, α = 12◦ is the angle of attack most commonly used during the operation of the V3A
[12]. Therefore, all sideslip angles were measured for this angle of attack. Originally, this was the
plan for α = 10◦, 12◦, 14◦, but due to the angle of attack discrepancy and time constraints, it was
only done for α = 12◦.

The wind speeds at which the measurements were performed wereU∞ = 5, 10, 15, 20, 25m/s. This
resulted in a Reynolds number range of 1.2× 105 to 7.0× 105.

Now that the flow conditions and angle configurations have been explained, the steps in which
the tests were performed can be outlined. Note that for all the force balance measurements, the
recording time was 10 seconds, and the balance operated at a sampling frequency of 2000 Hz.
Adjusting the angle of attack took the longest as it had to be done manually. Wind speed was reg-
ulated from the control room, requiring less time but with some delay for stabilization. Adjusting
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Angle of attack α [◦] Sideslip angles β [◦]

-12.65 0
-7.15 0

-3 0
-2.25 0
2.35 all
4.75 all
6.75 all
8.8 0

10.95 0
11.95 all
12.8 0
14 0

15.75 0
17.85 all
19.75 0
22.55 no

24 no

Table 5.1: Measured angles of attack and sideslip angles for test cases with kite.

the sideslip angle was the quickest. Hence, the sequence of configuration changes was: first, the
angle of attack, followed by the wind speed, and finally, the sideslip angle. The following steps
outline the measurement campaign process:

1. Set angle of attack using the horizontal bar and the digital inclinometers.
2. Record data without wind speed for β = 0.
3. Increase tunnel speed to 5 m/s.
4. Record all required sideslip angles. When a measurement is recording, note down the air

density, temperature, actual wind speed, pressure, and dynamic pressure for the desired
data points.

5. Repeat steps 1-4 for other wind speeds.
6. Once steps 1-5 have been performed, repeat the same steps for all angles of attack.

5.2.1. Runs without kite
In addition to the measurements mentioned above, tests were conducted at three angles of attack
without the kite attached to the support structure. This was done to obtain to obtain interpolation
relationships between angle of attack and force and moment coefficients to save valuable mea-
surement time. These coefficients could then be subtracted from the measurements taken with
the kite, isolating the forces and moments acting solely on the kite. These measurements have
been performed for angles of attack and sideslip angles as found in Table 5.2. These angles of
attack were chosen because they initially represented the extreme and middle angles of attack.
However, due to the aforementioned angle discrepancy of 7.25◦, the actual angles of attack were
lower.

Angle of attack α [◦] Sideslip angles β [◦]

-12.25 all
2.6 all

17.85 all

Table 5.2: Measured angles of attack and sideslip angles for test cases without kite.
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5.2.2. Zigzag tape
Another test case is the comparison between a case with and without zigzag tape. For this case,
an angle of attack of α = 8.75◦ has been selected. For this angle of attack, only one sideslip angle
has been measured, namely zero sideslip. The measured wind speeds are 0, 5, 10, 15 and 20 m/s.
Reasons for choosing this are to check whether the zigzag tape causes the flow over the kite to
transition earlier for low Reynolds numbers. Furthermore, the kite itself has a stitched seam near
the leading edge, as discussed in section 4.4.

5.2.3. Flipped configuration
In order to do the PIV measurements on the pressure side, the kite had to be flipped for these
measurements. During these measurements, load measurements were also performed. The an-
gles of attack for these cases were α = 6◦ and α = 16◦. These measurements can be used to
check whether the flipped kite produces the same lift as the kite in normal configuration. Unfor-
tunately, the necessary runs without wind speed were not performed, leading to not being able to
subtract the influence of steady forces and moments from the aerodynamic forces and moments.
Therefore, no comparison between the flipped and normal configuration could be made.

5.2.4. Double measurements
In wind tunnel testing, it is important to check whether the things you are measuring are not
arbitrary and can be reproduced. In order to check this, double measurements were performed
for some test cases at different times during the testing campaign. An angle of attack of 4.75
was selected for this purpose, as it was expected to be in the linear region of the lift curve. For
this angle of attack, double measurements were done for a wind speed of 20 m/s and for sideslip
angles of -20, 0 and 20 degrees. In total, these measurements were done at three different times.

5.2.5. Signal drift
A not so common phenomenon in wind tunnel testing is signal drift. Signal drift refers to the
gradual change or deviation of the recorded signal of a measurement device over time. This drift
is independent of the actual forces that are being measured. If not taken into account, this can
significantly affect the accuracy and reliability of the measurement data. For this reason, at the
beginning and the end of each testing day, 30 second measurements with zero wind speed were
taken to check whether signal drift occurs.



6
Data processing

This chapter details the methods employed to process the data gathered from the experiment.
Initially, the focus is on the load measurements. Subsequently, the PIV measurements are ad-
dressed.

6.1. Procedure for determining aerodynamic coefficients of the kite
This section covers the processing of load measurement data. From the force balance measure-
ments, two files were acquired: one containing the mean values of forces and moments for the
10-second measurements, and another with the unsteady data for these measurements sampled
at 2000 Hz. The objective of processing the load measurements is to obtain plots of the kite’s lift,
drag, and side force coefficients, and moment coefficients in the kite’s coordinate system.

6.1.1. Support structure data processing
First, the aerodynamic coefficients of the support structure were determined. Recall subsec-
tion 5.2.1, where it was stated that three angles of attack were measured for the support structure
to save measurement time. The measurements of these three angles of attack were used to inter-
polate the relationships between angle of attack and force and moment coefficients. To obtain
these relationships, the following steps were employed.

1. Aerodynamic forces on support structure: For each angle of attack, the steady force read-
ings obtained from zero-wind runs were subtracted from the measurements with non-zero
wind speed to obtain the aerodynamic forces on the support structure.

2. Non-dimensionalization: The aerodynamic forces were non-dimensionalized to obtain the
aerodynamic coefficients:

CF,support =
F

0.5ρV 2S
(6.1)

where F is the aerodynamic force, ρ is the air density, V is the wind speed, and S is the kite
reference area. Similarly, the moment coefficients were non-dimensionalized as follows:

CM,support =
M

0.5ρV 2Sc
(6.2)

where c is the centre chord length of the airfoil.
3. Interpolation: Least square regression was used to approximate the relationship between

the aerodynamic coefficients of the support structure and the angle of attack, to fit a line
through the three datapoints:

Csupport(α) = aα+ b (6.3)

where α is the angle of attack, and a and b are interpolation coefficients. This regression
was done for each wind speed and sideslip angle combination. An alternative approach
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of fitting a quadratic polynomial through the three datapoints was considered. Neverthe-
less, the regression method was chosen because the quadratic fit might result in significant
deviations at the boundaries of the angle of attack range based on the values of the three
measured datapoints. Thus, using a linear regression provided a safer assumption.

6.1.2. Kite data processing
In a manner similar to the processing of the support structure, the kite measurements required
comparable steps. They are detailed as follows.

1. Steady force correction: For each angle of attack, the steady forces obtained from zero-wind
runs were subtracted from the readings with non-zero wind speed to obtain the aerody-
namic forces for the kite and support structure together. However, during the tests in the
wind tunnel it became apparent that the wind speed was never equal to 0, but more often
equal to approximately 0.5 m/s, even though it was set to zero in the control room. Therefore,
the steady forces were taken from a single reading where the wind speed was known to be
zero, namely where α = 2.75◦. These steady readings were then subtracted from all angles
of attack, instead of using the zero readings for each respective angle of attack.

2. Non-dimensionalization: The aerodynamic forces were non-dimensionalized in the same
way as the support structure to obtain aerodynamic coefficients:

CF,total =
Ftotal

0.5ρV 2S
(6.4)

where Ftotal is the aerodynamic force measured with both the kite and the support structure.
Similarly, the moment coefficients were non-dimensionalized as follows:

CM,total =
Mtotal

0.5ρV 2Sc
(6.5)

3. Isolation of kite aerodynamic coefficients: For each angle of attack, the interpolated support
structure coefficients were used to calculate the contribution of the support structure at the
corresponding Reynolds number.
The support structure coefficients were subtracted from the combined coefficients to isolate
the kite aerodynamic coefficients:

Ckite = Ctotal − Csupport (6.6)

6.1.3. Coordinate system translation
The force and moment coefficients, as they are now, are in the coordinate system of the force
balance, as defined in Figure 4.2. However, these should be translated to the coordinate system
of the kite, located at its centre of gravity. A sketch of the cross-section of the kite and its support
structure in the centre chord, mounted onto the force balance is presented in Figure 6.1. In the
sketch, it can be seen that the kite’s coordinate system is translated to the kite’s centre of gravity,
and rotated 180 degrees about the x-axis. Therefore, to obtain the lift, drag and side-force acting
on the kite, the following equations are used.

D = Fx

S = −Fy

L = −Fz

(6.7)

where D is the drag of the kite, S is the side force of the kite, L is the lift of the kite and Fx, Fy and
Fz are the output forces of the force balance.

The translation of the moments were slightly more complex, as the position of the centre of grav-
ity changes with angle of attack. Using Figure 6.1, the following relations of the moments can be
derived. It should first be noted that the distance between the coordinate systems is defined as
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Figure 6.1: Cross-section of the kite and support structure in the centre chord, with both the kite and force balance
coordinate system.

x = xhinge+xcg and similarly z = zhinge+zcg (as zcg would be negative for a negative angle between
dcg and the horizontal), where xcg and zcg are functions of angle of attack. Furthermore, Mpitch is
the moment about the y-axis, Mroll is the moment about the x-axis andMyaw is the moment about
the z-axis, all in the coordinate system of the kite.

Mpitch = −My + Fzx− Fxz

Mroll = Mx − Fyz

Myaw = −Mz − Fyx

(6.8)

The above steps used to translate the forces and moments to the correct coordinate system were
for the forces and moments, in Newton. Nevertheless, these procedures can also be adapted for
application to force and moment coefficients, which are the primary focus of this project. Forces
and moments could simply be replaced by the corresponding coefficients, while distances x and
z should be divided by the reference length c, which is the length of the central chord.



7
Analysis of the load measurement

data

In this chapter, the analysis of the load measurement data is presented. The data collected dur-
ing measurements of only the support structure is analysed in section 7.1. Similarly, the data col-
lected during the measurements with the kite mounted is discussed in section 7.2. Special test
cases are analysed in section 7.3, followed by an analysis of the unsteady data gathered during
the experiments in section 7.4. Finally, a comparison with literature is presented in section 7.5.

7.1. Support structure aerodynamics
As discussed in chapter 5, measurements have been made on the support structure only to obtain
interpolation relationships for the aerodynamic force and moment coefficients of the support
structure. These coefficients, as explained in chapter 6, would then be used to subtract the aero-
dynamic influence of the support structure by subtracting them from the coefficients determined
in the experiments with the kite mounted on the support structure. The interpolation relation-
ships are plotted together with the actual measured quantities for the five different measured
Reynolds numbers in Figure 7.1, Figure 7.2 and Figure 7.3 for sideslip angles 0, 6 and 12 degrees.
Note that these coefficients are in the force balance coordinate system, not in the kite coordinate
system. The plots for all other sideslip angles are presented in section A.1.
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Figure 7.1: Force and moment coefficient plots of the support structure for β = 0 deg.
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Figure 7.2: Force and moment coefficient plots of the support structure for β = 6 deg.
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Figure 7.3: Force and moment coefficient plots of the support structure for β = 12 deg.

In the plots, the points are the measured values, connected by the dashed line, whereas the solid
curves through these points are the fitted regression curves. When investigating Figure 7.1, Fig-
ure 7.2 and Figure 7.3, it can immediately be seen that the lines for Re = 1.4 · 105 deviate from
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the other Reynolds numbers. This was already expected to happen, as stated in , where it was ex-
plained that for reliable results, the Reynolds number should ideally be above Re = 2.0 · 105. The
reasons for its deviation can be attributed to several possible factors. First, flow separation and
vortex shedding are more prominent at lower Reynolds numbers [66]. The protruding cylinders
(as shown in Figure 3.17) could cause this vortex shedding, as the cylinders are pointing into the
flow, at a certain angle of attack. Furthermore, airflow is more likely to be laminar over certain
portions of the support structure, introducing more unsteadiness.

What is also noticeable in the plots, more especially in the top right plot, is that the support struc-
ture produces a certain amount of lift, increasing with angle of attack. In the plots, the lift force is
negative, but because the z-axis is pointing downward for the force balance coordinate system,
the lift is positive. Nonetheless, this lift must be generated by some part of the structure. A por-
tion of this lift can be attributed to the protruding rods. However, the majority of the lift must
originate from another component of the system. Analyzing the support structure reveals that
other angled beams are present in the airflow, specifically the beams supporting the rods bearing
the weight of the kite. Given the absence of other apparent lifting surfaces on the structure, it can
be concluded that these beams, along with the protruding rods, are responsible for the observed
lift.

It can also be observed from Figure 7.1 that the side force, rolling moment and yawing moment
are close to zero for all angles of attack, but are not always equal zero for every angle. This is un-
usual as the structure is expected to be symmetrical, meaning that there are no side forces when
the structure is not subject to a sideslip angle. This suggests that minor errors were introduced
during the construction phase of the support structure. These discrepancies are minor and are
anticipated when assembling such a structure in-house. Importantly, these errors remain mini-
mal.

The symmetry of the support structure can be even better analysed by plotting the forces and
moment coefficients for a certain angle of attack versus the sideslip angle. Such a plot for α =
2.6 degrees is shown in Figure 7.4. Again, plots for the other angles of attack can be found in
section A.1.



7.1. Support structure aerodynamics 52

20 10 0 10 20
 [deg]

0.60

0.62

0.64

0.66

0.68

0.70

0.72

0.74

0.76
C x

 [-
]

F_x

20 10 0 10 20
 [deg]

0.4

0.2

0.0

0.2

0.4

C y
 [-

]

F_y
Re = 1.4 105

Re = 2.8 105

Re = 4.2 105

Re = 5.6 105

Re = 6.9 105

20 10 0 10 20
 [deg]

0.25

0.24

0.23

0.22

0.21

0.20

0.19

C z
 [-

]

F_z

20 10 0 10 20
 [deg]

1.0

0.5

0.0

0.5

1.0

C m
x [

-]

M_x

20 10 0 10 20
 [deg]

1.50

1.45

1.40

1.35

1.30

1.25

C m
y [

-]

M_y

20 10 0 10 20
 [deg]

0.3

0.2

0.1

0.0

0.1

0.2

0.3

C m
z [

-]

M_z

Figure 7.4: Force and moment coefficient plots of the support structure for α = 2.6 deg.

In Figure 7.4, it can be seen that there is a near perfect symmetry for all plots except the lift force
plot. For example, for β = 0, the drag coefficient and pitching moment coefficient all have their
extremes. Furthermore, the side force, rolling moment and yawing moment plots all are near
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zero for β = 0, and the negative and positive extreme sideslip angles are about equal but opposite
in sign. Looking at the outer β values for the drag and pitching moment coefficients, only a slight
difference is observed.

When observing the lift force coefficient plot in the top right of Figure 7.4, no real patterns can
be observed because the plot looks quite spiky on first impression. However, when looking at the
range on the y-axis, the difference between the maximum and minimum measured lift coeffi-
cient is only 0.02-0.03, and slightly higher for the lowest Reynolds number. Therefore, it can be
concluded that the lift remains almost constant for all sideslip angles.

7.2. Kite aerodynamics
Similarly to the plots of the support structure in section 7.1, force and moment coefficients were
created for the kite only. These coefficients were calculated using the interpolation relationships
of the support structure coefficients, which have been analysed in section 7.1. The outcome of
this analysis did not show large irregularities that allowed them to not be used for this purpose,
except for the Reynolds number Re = 1.4 · 105. However, it was decided to use the interpolation
relationships for this low Reynolds number in the processing of the measurement data, where
the kite was mounted on the support structure to remain consistent in processing the data. The
aerodynamic coefficients plotted versus the angle of attack of the kite for β = 0 are shown in
Figure 7.5. The same plots for other sideslip angles are shown in section A.2.



7.2. Kite aerodynamics 54

10 0 10 20
 [deg]

0.1

0.2

0.3

0.4
C D

 [-
]

Drag coefficient
Re = 1.4  105

Re = 2.8  105

Re = 4.2  105

Re = 5.6  105

Re = 6.9  105

10 0 10 20
 [deg]

0.00

0.05

0.10

0.15

0.20

C S
 [-

]

Side force

10 0 10 20
 [deg]

0.4

0.2

0.0

0.2

0.4

0.6

0.8

1.0

C L
 [-

]

Lift coefficient

10 0 10 20
 [deg]

0.0

0.1

0.2

0.3

0.4
C r

ol
l [

-]

Rolling moment coefficient

10 0 10 20
 [deg]

0.00

0.25

0.50

0.75

1.00

1.25

1.50

C p
itc

h [
-]

Pitching moment coefficient

10 0 10 20
 [deg]

0.0

0.1

0.2

0.3

0.4

C y
aw

 [-
]

Yawing moment coefficient

Figure 7.5: Force and moment coefficient plots of the kite for β = 0 deg.

Upon examination of Figure 7.5, it is evident that the curves corresponding toRe = 1.4·105 exhibit
inconsistencies compared to the results obtained in other Reynolds numbers. This can again be
attributed to the fact that reliable results are usually obtained above a Reynolds number of 2.0·105,
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as explained in section 7.1. However, the lift and drag coefficient plots show smaller deviations
between the lowest Reynolds number and the other ones.

The smaller deviations in the lift and drag coefficients, particularly in the linear part of the lift
curve, can be attributed to the nature of these forces. In the linear region, the lift coefficient is
primarily a function of the angle of attack and is less sensitive to flow separation and transi-
tion effects. At low Reynolds numbers, while there may be laminar separation, it is often not
severe enough to significantly disrupt the linear relationship between lift and angle of attack [67].
Similarly, the drag coefficient in this region is dominated by skin friction drag, which remains
relatively stable even at lower Reynolds numbers. The pressure drag component, which can be
more sensitive to flow separation, is smaller in the linear part of the lift curve [25].

In contrast, the side force, rolling moment, pitching moment, and yawing moment coefficients
show larger deviations at Re = 1.4 · 105. These coefficients are highly dependent on the asymme-
try and unsteadiness in the flow around the kite. At lower Reynolds numbers, the flow is more
prone to laminar-turbulent transition and unsteady flow separation. Such irregularities can lead
to significant variations in pressure distribution, resulting in larger deviations in side force and
moment coefficients [68].

The boundary layer behavior at lower Reynolds numbers is another contributing factor. At Re =
1.4 ·105, the boundary layer is expected to be thinner and more susceptible to disturbances [42], af-
fecting the side force and moments more than the lift and drag in the linear region. The transition
from laminar to turbulent flow along the kite’s surface can cause fluctuations in the aerodynamic
forces, leading to the observed inconsistencies.

Surface impurities and roughness also play a significant role at lower Reynolds numbers. Im-
perfections on the kite’s surface can lead to premature boundary layer transition from laminar to
turbulent flow, thereby affecting the aerodynamic performance. These surface impurities can ex-
acerbate the irregularities in the flow, causing further deviations in the side force, rolling moment,
pitching moment, and yawing moment coefficients. At higher Reynolds numbers, the effect of
surface roughness is less pronounced as the flow is already more turbulent and less sensitive to
such imperfections [67].

Additionally, the deviations in the lift coefficient at lower Reynolds numbers become more pro-
nounced when the kite is in the stalled regime compared to the linear regime. In the stalled
regime, the flow is characterized by large-scale separation and unsteady reattachment, leading
to highly irregular and unstable aerodynamic forces. At lower Reynolds numbers, the laminar
flow is less capable of handling adverse pressure gradients, resulting in earlier and more severe
flow separation. This contributes to greater variability and larger deviations in the lift coefficient
in the stalled regime compared to the more stable and predictable linear regime [25].

The pitching moment coefficient also shows unusual behavior, with a negative slope from α =
−12 degrees until α = −3 degrees, and then becoming slightly positive. This behavior could
be related to the point around which the moments are taken. In this experiment, the moments
are referenced to the center of gravity. The choice of reference point can significantly affect the
moment coefficients. If the center of pressure shifts with angle of attack, it can cause variations
in the pitching moment slope. When the center of pressure moves aft of the center of gravity,
it results in a nose-down pitching moment (negative slope). Conversely, if it moves forward, it
results in a nose-up pitching moment (positive slope). This shift can explain the change from a
negative to a slightly positive slope around α = −3 degrees [69].

Overall, the increased sensitivity to flow disturbances, unsteady aerodynamic forces, higher drag,
the influence of surface impurities, and the potential effects of reference point selection at lower
Reynolds numbers contribute to the larger deviations in the side force, rolling moment, pitching
moment, and yawing moment coefficients, as compared to the lift and drag coefficients in the
linear part of the lift curve.

Again, the symmetry of the kite can be better analysed by looking at the coefficients plotted ver-
sus the sideslip angle. The choice of angle of attack here is α = 6.75 degrees, as it falls within
the linear part of the lift curve, and α = 11.95 degrees, as it is one of the angles of attack most fre-
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quently seen in operation of the V3A kite. These plots can be found in Figure 7.6 for the first case
and Figure 7.7 for the latter. Again, plots for other angles of attack can be found in section A.2.
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Figure 7.6: Force and moment coefficient plots of the kite for β = 6.75 deg.
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Figure 7.7: Force and moment coefficient plots of the kite for α = 11.95 deg.

Observations for the non-stalled case (α = 6.75 degrees) reveal that the lowest Reynolds num-
ber has higher drag and side force coefficients. This can be attributed to the fact that at lower
Reynolds numbers, the boundary layer is thinner and more prone to separation, resulting in
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higher pressure drag and increased side force due to more prominent flow asymmetries [67]. Ad-
ditionally, the higher roll, pitch, and yawing moment coefficients observed at the lowest Reynolds
number are indicative of more significant flow separation and unsteady aerodynamic effects,
which can induce larger moments due to asymmetric pressure distributions [25].

Interestingly, the lift coefficient at the lowest Reynolds number is similar to those at higher Reynolds
numbers in the non-stalled case. This suggests that while the lower Reynolds number affects
drag and side forces significantly, it does not drastically alter the lift in the linear part of the lift
curve. This behavior is consistent with the understanding that lift in the linear regime is primar-
ily a function of angle of attack and less influenced by Reynolds number [68].

Some outliers are observed at a sideslip angle of 12 degrees, which might be due to experimental
anomalies or specific flow disturbances at that particular angle. These outliers can affect the per-
ceived symmetry of the force and moment coefficients, especially in terms of drag and moments
[42]. For higher Reynolds numbers, the side force shows good symmetry around zero sideslip, in-
dicating that the kite maintains a balanced aerodynamic behavior at these conditions. However,
the rolling moment and yawing moment coefficients are not entirely symmetric, which could
be due to minor asymmetries in the kite’s design or mounting imperfections that become more
noticeable at higher angles of sideslip [69].

The lift force is nearly symmetric, with the maximum lift occurring at zero sideslip, but there
are slight differences in the extremes, indicating minor asymmetries in the flow or kite geom-
etry. Drag shows a somewhat symmetric pattern for higher Reynolds numbers, but the highest
Reynolds number displays less symmetry, potentially due to the outlier mentioned earlier [67].

In the stalled case (α = 11.95 degrees), similar observations are made with higher drag and side
force coefficients at the lowest Reynolds number. However, the lift coefficient for the lowest
Reynolds number is significantly lower compared to higher Reynolds numbers. This can be ex-
plained by the nature of stalled flow, where large-scale separation and unsteady reattachment
occur. At lower Reynolds numbers, the flow is less capable of maintaining attachment in ad-
verse pressure gradients, leading to earlier and more severe stall, which drastically reduces lift
[25].

Overall, the increased sensitivity to flow disturbances, unsteady aerodynamic forces, and higher
drag at lower Reynolds numbers contribute to the larger deviations in the force and moment
coefficients. The symmetry analysis reinforces the understanding that the kite’s aerodynamic
performance is more predictable at higher Reynolds numbers, where the flow is more stable and
less prone to separation and other irregularities.

7.3. Special cases
As stated in chapter 5, several special test cases have been measured, namely a test case with
zigzag tape applied to the kite, a test case where a certain data point is measured multiple times,
a test case where the kite is flipped upside down, and a test case to measure possible sensor drift.
Unfortunately, the test case for the flipped kite could not be processed due to the absence of the
necessary zero-run data. However, the other test cases have been processed and are analysed
and discussed in this section.

7.3.1. Zigzag tape
To investigate the impact of zigzag tape on the leading edge of the kite, measurements were
performed at a fixed angle of attack α = 6.75 degrees and sideslip angle β = 0 degrees. The zigzag
tape was applied to the leading edge on the suction side. The force and moment coefficients were
plotted against Reynolds number for both the zigzag tape case and the non-zigzag tape case.
These results are shown in Figure 7.8.
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Figure 7.8: Comparison of force and moment coefficients plotted against Reynolds number for the zigzag tape and
non-zigzag tape cases at α = 6.75 deg and β = 0 deg.

The drag coefficient shows an interesting trend where the case without zigzag tape exhibits
slightly lower drag at the lowest Reynolds number. As the Reynolds number increases, the drag
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coefficients for both cases become similar, with minor variations. At intermediate Reynolds num-
bers, the case without zigzag tape shows slightly higher drag, which then becomes slightly lower
again at the highest Reynolds number. This variation can be attributed to the complex interaction
between the boundary layer and the surface irregularities introduced by the zigzag tape. Zigzag
tape is known to induce early transition from laminar to turbulent flow, reducing drag by delay-
ing separation at lower Reynolds numbers but potentially increasing drag slightly as Reynolds
numbers increase due to higher skin friction [70].

The side force coefficient remains close to zero for both cases, as expected for a zero sideslip
angle. However, there is a slightly higher side force in the zigzag tape case, especially at higher
Reynolds numbers, where an anomalous larger negative side force is observed. This might be
due to an erroneous data point or an unsteady aerodynamic effect introduced by the zigzag tape,
causing asymmetry in the flow [71].

The lift coefficient for the zigzag tape case is almost equal to the case without zigzag tape, show-
ing only slightly lower values at both the highest and lowest Reynolds numbers. This suggests
that the zigzag tape does not significantly affect the overall lift generation in the linear part of
the lift curve. However, the minor reduction in lift at the extreme Reynolds numbers could be due
to the altered boundary layer characteristics and early transition induced by the tape, affecting
the pressure distribution on the airfoil surface [72].

In terms of rolling moment, the case without zigzag tape generally shows slightly higher values.
At the lowest Reynolds number, the rolling moment is non-zero for the no zigzag tape case, indi-
cating some asymmetry or unsteady aerodynamic effect. Conversely, at the highest Reynolds
number, the zigzag tape case exhibits a non-zero rolling moment, possibly influenced by the
aforementioned large negative side force. This behavior highlights the sensitivity of rolling mo-
ments to slight changes in flow conditions and boundary layer characteristics [42].

The pitching moment coefficient is slightly higher for the no zigzag tape case across most Reynolds
numbers. However, at the lowest Reynolds number, the pitching moment is significantly higher
for the no zigzag tape case compared to the zigzag tape case. This could be due to the stabilizing
effect of the zigzag tape, which promotes earlier transition to turbulence, thereby reducing the
pitching moment by stabilizing the flow over the airfoil [73].

The yawing moment shows behavior similar to the rolling moment, with the no zigzag tape case
generally having slightly higher values. The observed non-zero yawing moment at the lowest
Reynolds number for the no zigzag tape case and at the highest Reynolds number for the zigzag
tape case indicates potential asymmetries introduced by the zigzag tape at specific Reynolds
numbers. This reinforces the idea that the zigzag tape influences the overall aerodynamic bal-
ance of the kite, potentially by modifying the flow separation characteristics and promoting sym-
metry in some conditions while introducing asymmetries in others [42].

Overall, the application of zigzag tape on the leading edge appears to affect the aerodynamic co-
efficients in a nuanced manner. While it primarily aims to stabilize the flow by inducing early
transition to turbulence, its effects on drag, lift, and moment coefficients vary with Reynolds num-
ber. These variations highlight the complex interplay between flow transition, separation, and
surface modifications, emphasizing the need for careful consideration when implementing such
modifications in aerodynamic designs.

7.3.2. Double cases
In wind tunnel testing, it is important to check whether the things you are measuring are not
arbitrary and can be reproduced. In order to check this, double measurements were performed
for some test cases at different times during the testing campaign. An angle of attack of 4.75 was
selected for this purpose, as it was expected to be in the linear region of the lift curve. For this an-
gle of attack, double measurements were made for a wind speed of 20 m/s and for sideslip angles
of -20, 0, and 20 degrees. In total, these measurements were performed three different times. Fig-
ure 7.9 shows the box plots of the force and moment coefficients for these double measurements
for β = 0 deg, allowing for an easier comparison between the different test times. The other two
box plots can be found in section A.3.
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Figure 7.9: Boxplots of force and moment coefficients for double measurements at α = 4.75 deg, β = 0 deg, and wind
speed of 20 m/s.

The box plots for all force and moment coefficients show that the boxes are nearly equal in size,
and the medians align well across the different measurements. This indicates good repeatabil-
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ity and consistency in the measurements, suggesting that the experimental setup and condi-
tions were well controlled. The primary differences observed are in the whiskers for some data
points, which show slightly more variation, though still relatively small. This variation could be
attributed to minor fluctuations in wind tunnel conditions or slight variations in the setup dur-
ing the different test times. Furthermore, vibrations could also cause these differences, as slight
vibrations were seen in some measurements.

In addition, there are several outliers outside the whiskers in the boxplots. The presence of out-
liers suggests that while the bulk of the data is consistent, there are occasional deviations that
could be due to transient effects, measurement errors, or minor inconsistencies in the kite’s po-
sitioning or condition. These outliers, although they do not significantly affect the overall trend,
highlight the importance of considering potential sources of variability in wind tunnel experi-
ments.

Overall, the observations from the boxplots indicate that the double measurements are repro-
ducible and reliable, with only minor variations and some outliers that do not substantially affect
the general consistency of the data. This repeatability is crucial to ensure that the aerodynamic
characteristics measured in the wind tunnel are reliable and can be used confidently for further
analysis and design considerations.

7.3.3. Sensor drift
To ensure the accuracy and reliability of the force balance measurements, it is crucial to monitor
potential sensor drift over time. For this purpose, sensor drift measurements were conducted at
the start and end of each testing day, before touching anything in the test chamber of the tunnel.
During these measurements, the force balance readings were recorded for 30 seconds without
wind. This procedure was repeated across multiple days to identify any drift in the sensors. The
barcharts in Figure 7.10 compare the force and moment coefficients at the beginning and end of
each day, providing a visual representation of potential sensor drift.
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Figure 7.10: Comparison of force and moment coefficient readings at the start and end of each testing day to assess
sensor drift.

In Figure 7.10, the bars of the end and beginning of the consecutive days are plotted in the same
colour, as comparisons should be made for the same colours. For example, the end of day 1 must
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be compared to the beginning of day 2, and so on. As can be observed, there are almost no dif-
ferences between the end and beginning of the days, for all loads. This indicates that no sensor
drift occurs and that it does not have to be taken into account when processing the data.

However, for Fx, Fy , Mx and Mz there are noticeable differences between the different colours.
This difference could be attributed to the fact that there might have been objects on the blue
table in the test chamber, interfering with the orientation of the table causing it to not be entirely
level anymore. Another reason could be that the kite and support structure were left at 90 degrees
sideslip, because the angle of attack changes were easier this way. This could have also caused
the blue table to not be level anymore.

7.4. Uncertainty analysis
In wind tunnel testing, understanding and quantifying the uncertainty in the measurements is
crucial to ensure the reliability and accuracy of the results. This section presents the uncer-
tainty analysis conducted for the steady-state aerodynamic coefficients obtained from the ex-
periments.

7.4.1. Boxplot analysis
To assess the uncertainty in the aerodynamic coefficients, boxplots were generated for each
Reynolds number separately, plotting the coefficients versus angle of attack. This section fo-
cuses on the zero sideslip case, with wind speeds of 5, 15, and 25 m/s. The boxplots provide a
visual representation of the variability in the data, with the mean value overlaid on top of each
boxplot for clarity. These plots help in understanding the spread and central tendency of the
measurements, highlighting any significant uncertainties.
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Figure 7.11: Boxplots of aerodynamic coefficients versus angle of attack for Re = 1.4 · 105 at zero sideslip. The mean
values are indicated by the black curve.
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Figure 7.12: Boxplots of aerodynamic coefficients versus angle of attack for Re = 2.8 · 105 at zero sideslip. The mean
values are indicated by the black curve.
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Figure 7.13: Boxplots of aerodynamic coefficients versus angle of attack for Re = 4.2 · 105 at zero sideslip. The mean
values are indicated by the black curve.

The analysis of the boxplots for Reynolds numbers (Re) 1.4·105, 2.8·105, and 4.2·105 reveals several
important trends and insights into the behavior of the aerodynamic coefficients and their associ-
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ated uncertainties. For the lowest Reynolds number (Re = 1.4 · 105), the interquartile ranges (IQR)
of the boxplots for all forces and moment coefficients are approximately the same, with min/max
values also showing minimal variation. This consistency suggests that the measurement vari-
ability is relatively uniform across different angles of attack, with some isolated outliers, such as
at α = 2.5 degrees. These observations align with findings in the literature that indicate lower
Reynolds numbers typically exhibit more stable and predictable aerodynamic characteristics due
to reduced turbulent flow effects [66].

For the middle Reynolds number (Re = 2.8 · 105), a similar trend is observed, where the IQRs and
min/max values remain relatively consistent across different angles of attack. This suggests
that the flow characteristics are stable and the measurement uncertainties are not significantly
affected by changes in the angle of attack. Studies have shown that at intermediate Reynolds
numbers, the flow transitions start to stabilize, leading to more predictable aerodynamic perfor-
mance [67].

At the highest Reynolds number (Re = 4.2 · 105), the general trend of consistent IQRs and min/-
max values persists; however, there are more outliers, particularly at α = 13 degrees and α = 14
degrees in the drag coefficient plot, where the IQR is about 0.2 compared to 0.1 for other angles.
These outliers can be attributed to the increased vibrational effects at higher angles of attack,
which led to the termination of measurements beyond α = 14 degrees. This phenomenon is well-
documented in aerodynamic studies, where higher Reynolds numbers and increased angles of
attack can lead to flow separation and unsteady aerodynamic forces, resulting in higher mea-
surement uncertainties [74]. Additionally, at α = −2 degrees, outliers are observed in the side
force, rolling moment, pitching moment, and yawing moment coefficient plots, indicating poten-
tial anomalies in the flow behavior or measurement system at this specific angle.

When comparing the different Reynolds numbers, distinct patterns emerge. For the drag coeffi-
cient, the IQR for the lowest Re is about 0.2, while for higher Re, it reduces to about 0.1, and the
min/max range also decreases from 0.6-0.8 to 0.5-0.6. This reduction in variability with increas-
ing Reynolds number is consistent with the findings that higher Reynolds numbers typically
lead to more turbulent but stable boundary layers, reducing overall measurement uncertainty [75].
Similarly, for the side force coefficient, the IQR at low Re is about 0.15 with a min/max range of
0.6, whereas for higher Re, the IQR is below 0.1, and the min/max range is about 0.5-0.6, indicating
improved measurement consistency.

For the lift coefficient, the lowest Re shows an IQR of about 1 and a min/max range of 3-3.5, while
for higher Re, the IQR significantly reduces to 0.12-0.13 and the min/max range to 0.7. This dra-
matic reduction in variability is indicative of the stabilizing effects of increased Reynolds num-
ber on lift forces, which is corroborated by aerodynamic theories and experimental data [76]. The
rolling moment coefficient follows a similar trend, with the lowest Re showing an IQR of 0.5 and
a min/max range of 1.25, while higher Re show an IQR of about 0.4 and min/max range of 1.3-1.4.

For the pitching moment coefficient, the IQR for the lowest Re is about 1 with a min/max range of
9-10, while for higher Re, the IQR reduces to about 0.4 and the min/max range to approximately
2-2.5. This reduction is consistent with increased flow stability at higher Reynolds numbers, lead-
ing to more predictable pitching moments [25]. Similarly, for the yawing moment coefficient, the
lowest Re shows an IQR of 0.3-0.4 and a min/max range of 1.5-1.7, while higher Re show an IQR of
about 0.3 and a min/max range of 1.3-1.4.

Overall, the analysis indicates that higher Reynolds numbers generally result in reduced variabil-
ity and uncertainty in aerodynamic measurements, consistent with established aerodynamic
principles and experimental observations. The presence of outliers at specific angles of attack
and Reynolds numbers highlights the importance of considering flow instability and measure-
ment system limitations in aerodynamic testing.

To further investigate the uncertainty in the aerodynamic coefficients, additional boxplots were
generated by plotting the force and moment coefficients versus the sideslip angle. This way, it
can be checked whether there were sideslip angles that systematically show more uncertainty
than others. This analysis was conducted at a Reynolds number of Re = 5.6 ·105, focusing on two
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distinct cases: a non-stalled condition at α = 5 degrees and a stalled condition at α = 18 degrees.
Figure 7.14 and Figure 7.15 present the boxplots for the non-stalled and stalled case, respectively.
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Figure 7.14: Boxplots of aerodynamic coefficients versus sideslip angle for Re = 5.6 · 105 at α = 5 degrees. The mean
values are indicated by the black curve.
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Figure 7.15: Boxplots of aerodynamic coefficients versus sideslip angle for Re = 5.6 · 105 at α = 18 degrees. The mean
values are indicated by the black curve.

For the non-stalled case at α = 5 degrees shown in Figure 7.14, the interquartile ranges (IQRs) for
all force and moment plots are generally equal when examined individually. This consistency
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suggests that the measurement variability is relatively uniform across different sideslip angles.
Although a few outliers are present, they do not deviate significantly from the rest of the data.
This observation indicates that, in a non-stalled condition, there is no evident relationship be-
tween uncertainty and sideslip values. This stability in aerodynamic coefficients under varying
sideslip angles for non-stalled conditions aligns with findings in the literature that suggest more
predictable aerodynamic behavior in linear flow regimes [76].

In contrast, for the stalled case at α = 18 degrees shown in Figure 7.15, the IQRs and min/max
ranges exhibit different behaviors across the various sideslip angles. For the lift coefficient and
pitching moment coefficient plots, the IQRs and min/max ranges remain approximately the same
for all sideslip values, indicating consistent measurement uncertainty. However, for the drag,
side force, rolling moment, and yawing moment coefficients, there is noticeable deviation in the
IQRs and min/max ranges along the sideslip values. Specifically, the drag coefficient shows the
highest uncertainty at β = 0 degrees, which decreases as the sideslip angle increases or de-
creases. This trend suggests a potential sensitivity of drag forces to sideslip angles around 0
degrees in stalled conditions, likely due to the complex flow separation phenomena occurring at
these angles [74].

For the side force coefficient, the highest uncertainty is observed at sideslip angles of -10, 0, and
12 degrees. This increased variability translates into the rolling moment and yawing moment co-
efficients, which depend on the side force. These observations suggest that in stalled conditions,
the side force and its resultant moments are more susceptible to variations in sideslip angles,
possibly due to the asymmetric flow behavior and vortex shedding effects associated with stall
[67]. Understanding these dependencies is crucial for predicting the aerodynamic performance
and stability of kites under different operating conditions. The findings underscore the impor-
tance of accounting for sideslip angle effects in the design and simulation of kite-based systems,
particularly in stalled flight regimes.

7.4.2. Frequency analysis
In this section, examples of time series measurements are presented to illustrate the varying
degrees of vibration present in the data. The purpose of examining the time series data is to iden-
tify whether the experimental setup, mounted on a blue table with a known natural frequency
of approximately 4-5 Hz [77], experiences resonance issues at higher Reynolds numbers. By un-
derstanding the vibration characteristics, it can be determined if these frequencies are causing
significant resonance, which would necessitate filtering the data to reduce measurement uncer-
tainty. The following plots showcase two time series measurements: one exhibiting minimal to
no vibrations in Figure 7.16, and the other demonstrating significant vibrations in Figure 7.17. In
the plots, the whole time series is shown, as well as zoomed in subplots showing the shape of
the vibrations. Note the difference in Reynolds number, meaning that the vibrations get worse
with increasing wind tunnel speed. The same conclusion was drawn after reviewing the GoPro-
footage of the measurements.
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Figure 7.16: Time series data of the kite measurements for α = 10.75 deg, β = 0 deg and Re = 1.4 · 105.
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Figure 7.17: Time series data of the kite measurements for α = 21.75 deg, β = 0 deg and Re = 5.6 · 105.

In Figure 7.16, the time series data shows relatively stable measurements with minimal fluctu-
ations, indicating that the system is not significantly affected by vibrations. The consistency
in the data suggests that any inherent noise is low, and the measurements can be considered
reliable without the need for extensive filtering.

Conversely, Figure 7.17 reveals considerable fluctuations, and in particular for Fy and Mx, indica-
tive of significant vibrations within the system. These variations in the time series data could be
symptomatic of resonance effects due to the natural frequency of the blue table. The pronounced
oscillations suggest that at higher Reynolds numbers, the setup might be experiencing resonance,
thereby affecting the accuracy of the measurements.

To further investigate the presence of resonance frequencies, a Fast Fourier Transform (FFT) was
performed on the time series data. The FFT is a mathematical technique that transforms a time-
domain signal into its constituent frequencies, providing a spectrum that shows the amplitude
of each frequency component present in the original signal. This analysis aimed to identify any
clear frequency peaks at 4-5 Hz, which could confirm the presence of resonance issues due to
the natural frequency of the blue table. If these peaks were consistently observed, appropriate
filters could be applied to mitigate the vibrations and reduce uncertainty in the measurements.
Conversely, if the frequency peaks were not consistent, filtering might not be a viable solution.
It was chosen to plot three examples that were known to have shown large vibrations. These
can be found in Figure 7.18, Figure 7.19 and Figure 7.20. Please note that only the first 100 Hz
are plotted. The FFTs went up to 1000 Hz, but after the 100 Hz shown in the figures there were
no distinguishable peaks at all. The reason for this 1000 Hz number is because according to the
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Nyquist-Shannon sampling theorem, an FFT can only be accurate up to half of the sampling fre-
quency [78]. The sampling frequency in this experiment was 2000 Hz, therefore the FFTs are only
accurate until 1000 Hz.
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Figure 7.18: Frequency peaks of the force balance signals for α = 2.4 deg, β = 0 deg and Re = 5.6 · 105.
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Figure 7.19: Frequency peaks of the force balance signals for α = 24 deg, β = 0 deg and Re = 5.6 · 105.
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Figure 7.20: Frequency peaks of the force balance signals for α = 16 deg, β = 0 deg and Re = 2.8 · 105.

When examining Figure 7.18, Figure 7.19, and Figure 7.20, it becomes evident that there are fre-
quency peaks at the lower frequencies, approximately around 5 Hz. However, as illustrated in the
top left plot of Figure 7.18 and the middle left plot of Figure 7.20, these peaks are not consistent
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across all loads. This pattern was also noticed in other frequency peak plots, which are not in-
cluded here for conciseness, given that there are several hundred of them. Therefore, despite the
presence of peaks near the expected frequencies, it is not advisable to eliminate this frequency
because it is not certain that the vibrational cause is due to the blue table’s natural frequency.
Filtering it out might also remove crucial aerodynamic features.

7.5. Comparison to literature
In this section, the experimental results are compared to established literature to evaluate their
accuracy and validity. Specifically, the lift coefficient (CL), drag coefficient (CD), lift-to-drag ra-
tio (CL/CD) versus angle of attack (α), and CL versus CD curves are compared to the 3D steady-
state Reynolds-Averaged Navier-Stokes (RANS) simulations of Lebesque [1] and the vortex step
method results of Cayon [2]. Additionally, the CL, CD , CL/CD , and side force coefficient (CS) ver-
sus sideslip angle (β) curves are analyzed in relation to these simulation results. These compar-
isons are crucial for validating the experimental data and ensuring consistency with theoretical
models and numerical simulations.

The Reynolds numbers used in Figure 7.21 for the experimental data are the lowest (Re = 1.4 ·105),
which is approximately the same as the lowest Reynolds number used by Lebesque, and therefore
includes that data for comparison. Additionally, the experimental data for the highest Reynolds
number that has a full range of α (Re = 5.6 · 105) was plotted. For comparison, Lebesque’s second
lowest simulated Reynolds number of Re = 1 · 106 was also included. Furthermore, the data from
Cayon’s results, which do not go lower than Re = 3 · 106, were incorporated into the analysis.

For Figure 7.22, the lowest simulated Reynolds number for Lebesque was Re = 1 · 106 and for
Cayon it was Re = 3 · 106. The highest Reynolds number achieved in the experiments was only
Re = 5.6 · 105, so this was plotted against the aforementioned Reynolds numbers from Cayon and
Lebesque. Please note that the original CS values generated by Lebesque and Cayon have been
divided by Aproj

Aside
, because they multiplied them by this ratio in their results.
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Figure 7.21: Comparison of experimental results to literature: CL , CD , CL/CD versus α and CL versus CD curves.

he comparison of experimental results to literature revealed several important insights regarding
the aerodynamic performance of the kite. The CL −α curve in Figure 7.21 showed that the linear
regimes from -5 to approximately 7 degrees were nearly identical for all curves. The Reynolds
number (Re) of 1 · 105 from Lebesque’s simulations stalled first at α = 6 degrees, and from there,
the lift coefficient (CL) gradually increased from 0.65 to 0.85 as α ranged from 6 to 24 degrees. The
experimental Re = 1.4 ·105 also stalled around α = 7 degrees, and excluding outliers, CL gradually
increased from 0.75 to 0.9 between α = 7 degrees and 24 degrees. The experimental Re = 5.6 · 105
stalled at around α = 9 degrees, and CL remained relatively constant at 0.95. In contrast, higher
Reynolds numbers from Lebesque (Re = 1 · 106) and Cayon (Re = 3 · 106) stalled at α = 13 degrees
and α = 18 degrees respectively, after which a noticeable drop in CL was observed.

The observed trends in the CL − α curve can be attributed to the effects of Reynolds number on
boundary layer behavior and flow separation. At lower Reynolds numbers, the boundary layer
transitions to turbulence at lower angles of attack, leading to earlier stall. The gradual increase
in CL after stall in Lebesque’s Re = 1 · 105 and the experimental Re = 1.4 · 105 can be attributed to
the reattachment of the flow, forming a bubble that stabilizes the lift increase. This behavior is
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consistent with findings in the literature, which show that at lower Reynolds numbers, the flow
is more prone to separation and reattachment cycles, leading to increased lift post-stall [66, 67].

The CD −α curve showed that the experimental curves (both Reynolds numbers) and Lebesque’s
Re = 1 · 105 followed similar patterns, indicating comparable drag characteristics. In contrast,
Cayon’s Re = 3 · 106 and Lebesque’s Re = 1 · 106 exhibited lower drag coefficients (CD) across all
angles of attack. This trend indicates that higher Reynolds numbers generally result in reduced
drag due to the delayed onset of flow separation and the transition to a turbulent boundary layer,
which enhances flow attachment and reduces pressure drag [76, 75].

The L/D − α curve further confirmed this pattern, as the experimental curves (both Reynolds
numbers) and Lebesque’s Re = 1 · 105 again followed similar trajectories. Conversely, Cayon’s
Re = 3 · 106 and Lebesque’s Re = 1 · 106 showed higher lift-to-drag ratios (L/D) due to the lower
drag observed in the CD −α plot. This higher L/D ratio at higher Reynolds numbers is indicative
of more efficient aerodynamic performance, which is crucial for applications requiring optimal
lift with minimal drag, such as in kite-based energy systems [76].

The CL versus CD curve illustrated that the experimental data (both Reynolds numbers) and
Lebesque’s Re = 1 · 105 followed a similar pattern, with Cayon’s Re = 3 · 106 and Lebesque’s
Re = 1 · 106 exhibiting higher lift for lower drag values. This observation is consistent with the
general understanding that higher Reynolds numbers result in improved aerodynamic efficiency
due to delayed flow separation and more stable boundary layer behavior [79]. At higher Reynolds
numbers, the turbulent boundary layer remains attached to the surface for a longer portion of the
airfoil, reducing drag and allowing for higher lift coefficients at a given drag level.
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Figure 7.22: Comparison of experimental results to literature: CL , CD , CL/CD , CS versus β curves.

For the CL − β curve in Figure 7.22, the experimental data showed that CL was lower than both
Lebesque and Cayon between β = 0 degrees and 8 degrees, where it increased before decreas-
ing again from β = 8 degrees to β = 12 degrees. This could be attributed to differences in flow
separation and reattachment behavior influenced by sideslip angles. Lebesque and Cayon’s data,
representing higher Reynolds numbers, showed a more stable and gradual decrease in CL, which
is indicative of more stable aerodynamic performance at higher Reynolds numbers [67].

In theCD−β curve, the experimental data had higherCD between β = 0 degrees and 8degrees, de-
creasing during this range and then increasing rapidly. In contrast, Lebesque and Cayon’s data
started low and increased gradually with increasing β, although Lebesque’s slope was higher.
This suggests that at higher Reynolds numbers, drag is more predictable and increases steadily
with sideslip angle due to more stable flow patterns [75].

The CS − β curve showed that the experimental side force matched Lebesque’s data, increasing
untilβ = 8degrees and decreasing slightly thereafter untilβ = 12degrees. Cayon’s data, while not
far off, increased more quickly and started decreasing at β = 10 degrees. This indicates that side
force behavior at higher Reynolds numbers is more pronounced and consistent with theoretical
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predictions of vortex dynamics and flow separation [25].

For the CL/CD − β curve, the experimental data started low, increased exponentially until β = 8
degrees, and then sharply decreased back to its original value at β = 0 degrees. In contrast,
Lebesque and Cayon’s data started high and decreased along the β range, reflecting higher aero-
dynamic efficiency at higher Reynolds numbers due to lower drag and more stable lift character-
istics [76].

Overall, the comparisons indicate that the experimental results align well with the literature at
lower Reynolds numbers, validating the experimental setup and measurement techniques. The
higher Reynolds number data from Lebesque and Cayon might not have been the most ideal data
to compare to the experiments, because they could not be matched. However, there was no better
data available at the time of writing this report, meaning no other comparisons could have taken
place.



8
Conclusions and recommendations

In the absence of aerodynamic validation data for a rigid model of the Kitepower V3A Leading
Edge Inflatable (LEI) Kite, it is essential that the experimental setup is conducted with high pre-
cision. The challenge of scaling down such a soft membrane kite is compounded by intricate
aeroelastic scaling considerations, leaving little alternative but to opt for a rigid model over a
soft one. Furthermore, the novelty of such an experiment underscores its potential significance
as a noteworthy contribution to the field. Steady-state 3D RANS simulations were performed by
Demkowicz [7] and Lebesque [1], while a Vortex Step Method has been developed by Cayon [2]
which could, among other things, be used to investigate the aerodynamic performance of a rigid
kite. Both the simulations and model lack validation data, which this thesis project aimed to
provide.

The research objective was to conduct an experimental study to obtain steady-state validation
data of the Kitepower V3A, rigidized to avoid aeroelastic scaling issues. In this thesis, all the steps
taken in designing (see chapter 3 and chapter 4) and conducting the experiment (see chapter 5)
were outlined. Furthermore, the way the data is processed was also explained, see chapter 6.
Lastly, the results and discussion of these results were presented in chapter 7. In this chapter,
the main conclusions from this research are highlighted by answering the research questions
that were drawn up in chapter 2. Furthermore, recommendations for future work will be given.

8.1. Conclusions
An experiment on a rigid subscale model of Kitepower’s V3A Kite was conducted in the Open Jet
Facility (OJF) at TU Delft. The kite was rigidized by making it out of a carbon fiber reinforced
polymer, as this was the best option. It was the best option because it was lighter than metals,
as weight was something to take into account for the force balance limits. Furthermore, it is
more stiff than 3D printed plastic. The support structure was made out of lightweight aluminium
beams and included a hinging mechanism to change the angle of attack of the kite. The kite
was connected to the support structure by extending the two center struts and shoving these
extensions into pipes that exactly fitted around them. The cylinders were made of solid steel to
be able to not deflect due to the forces on the kite.

The scale of the kite was chosen such that it could be used for comparison with already done
simulations, for example by Lebesque [1]. Lebesque lowest Reynolds number was Re = 1 · 105,
which is the lowest Reynolds number measured in the experiment, and the second lowest in the
simulations was Re = 1 · 106. This Reynolds number could not be reached given the constraints
of the tunnel and the other constraints on the scale of the kite model. However, comparison was
still possible, as the linear regime of the lift curve showed to be a great match between the ex-
perimental data and simulation data. However, after the kite has stalled, comparing the different
Reynolds numbers could cause for differences, as the stall characteristics change with Reynolds
number. It can thus be said that comparison is still valuable, even though the Reynolds numbers

82
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may not match exactly.

In this experiment, force balance measurements have been done, measuring all three forces and
three moments acting on the kite. The kite was mounted on the support structure. This con-
struction was mounted on top of the OJF NLR Force Balance, which was in its turn mounted on a
turntable that was used to change the sideslip angle of the kite. When measuring the forces and
moments during this experiment, it was clear that a strategy should be devised that subtracts the
influence of the support structure on the measurements. This was done by dismounting the kite
from the force balance, and doing measurements in the wind tunnel on the support structure
alone for several data points. Using these datapoints, interpolation relationships were derived
that could be used to determine the aerodynamic coefficients of the support structure for any
sideslip, angle of attack and Reynolds number combination. In the literature review it was shown
that the Reynolds number should be at least aboveRe = 2·105 to obtain reliable results, which was
confirmed in the plots of the aerodynamic coefficients of the support structure. Namely, that for
the lowest Reynolds number (< 2 · 105), the data was off quite a bit compared to higher Reynolds
numbers (> 2 · 105), which was concluded to be the best data. Furthermore, when looking at the
coefficients plotted against sideslip angle β, it was concluded that the support structure showed
symmetry.

After determining the aerodynamic coefficients of the support structure, the same was done for
the kite. Measurements were done in the OJF with the kite mounted to the support structure.
These measurements were processed, and the aerodynamic coefficients of the support structure
were subtracted to remove the influence of the support structure as much as possible. The results
were plots of the aerodynamic coefficients of the kite versus both angle of attack and sideslip
angle. Again, in the plots versus α it was observed that the lowest Reynolds number (1.4 ·105) was
off quite a bit compared to the higher ones, which was in line with expectations. However, for the
drag and lift curve, this deviation was smaller than expected. Although there were some outliers,
it can be concluded that for this Reynolds number, the results are usable. This however needed
further investigation by performing uncertainty analysis.

Aiding in the uncertainty analysis, special test cases were done. The first one being if the addition
of zigzag tape, for low Reynolds numbers, increases the aerodynamic performance of the kite.
The expectations were that for the lowest Reynolds number, the lift would increase, because the
zigzag tape causes the flow to transition to turbulent instead of it being laminar and having a
possible laminar separation bubble, reducing the lift. However, in the comparison between the
measurements with zigzag tape and without zigzag tape, it was concluded that at the zigzag
tape made a minimal difference with respect to the measurements without zigzag tape. This
meant that the flow was already turbulent for the low Reynolds number, possibly caused by the
roughness of the model to be adequately high for this. It was therefore concluded that using a
zigzag tape is obsolete for this specific kite model.

Furthermore, double measurements were conducted to check the repeatability of the experiment.
By double measurements is meant that a data point was measured multiple times. These mea-
surements were then compared to each other using boxplots capturing the uncertainty of the
measurements. It was concluded that the different measurements were very close to each other,
meaning that the repeatability of the experiment is high. Next to this, measurements were done
to check for possible sensor drift of the force balance. Comparisons were made between mea-
surements at the end of a day with measurements at the beginning of the next day. These com-
parisons showed no real deviation, after which it was concluded that no sensor drift occured.

Even more uncertainty analysis was conducted, namely by plotting the boxplots of the generated
force and moment coefficient curves versus angle of attack and sideslip angle. This was done to
check whether there is a higher degree of uncertainty for certain Reynolds numbers or when the
wing stalls. In general, it was concluded that for higher Reynolds numbers, the uncertainty de-
creased, and that the uncertainty was quite large for the lowest Reynolds number with respect
to the measured higher ones, which was also in line with expectations. Furthermore, it was con-
cluded that the uncertainty did not increase when the wing was stalled. When plotting versus
sideslip angle, it was observed that some sideslip angles showed higher uncertainty than the
rest, namely β = 0, β = 12 and β = 20. Unfortunately no conclusion could be drawn where this
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uncertainty comes from, however, the uncertainty was not that high to disregard the datapoints
completely.

To minimize the measurement errors, a check was performed to identify a consistent frequency
peak between 4-5 Hz across all signals, due to the known natural frequency of the blue hydraulic
table, which was around this range. Unfortunately, some signals did show peaks around these
frequencies, but it was not consistent along all signals. Therefore, it was concluded that filtering
out the data for these frequencies was not advisable. The reason for this is that one can not be
completely sure to not filter out any desired aerodynamic data this way.

Finally, the results were compared to the 3D RANS simulations of Lebesque [1] and the Vortex Step
Method results of Cayon [2]. The Reynolds numbers of the experiment were matched to those of
the simulations as close as possible. From comparing the lift and drag curves plotted versus angle
of attack, it was observed that there is a very close match during the linear regime of the curve.
However, differences occurs when comparing the stall characteristics of the curves. While the
lowest Reynolds number of the experiment matched the lowest Reynolds number simulated by
Lebesque up to a certain amount, the other plots had completely different stall characteristics.
This could be attributed to the fact that there was no close Reynolds number match between the
experiment and simulations.

Furthermore, the lift, drag and side force coefficients were plotted versus the sideslip angle and
also compared to results by Lebesque and Cayon. However, the Reynolds numbers got not be
matched that well, which meant that the lift and the drag curves were largely different for the
experimental result. However, it could be observed that the side force curves were a rather close
match. This was deemed a coincidence given the earlier observed trends in the lift and drag
curves.

In conclusion, an experiment was designed in order to gain reliable aerodynamic validation data
for the Kitepower LEI V3A Kite, which was rigidized to avoid any aeroelastic scaling issues. The
aerodynamic performance of the kite model was quantified for various Reynolds numbers, sideslip
angles and angle of attack combinations. Furthermore, the uncertainty of these measurements
was analysed and an attempt was made to reduce this uncertainty. Lastly, the experimental re-
sults were compared to the results of the simulations by Lebesque [1] and the model by Cayon [2],
showing close matches at some instances but larger differences at others.

8.2. Recommendations
Based on these findings, several recommendations for future research can be identified. For ex-
ample, the current support system attached to the kite may notably impact the kite’s aerodynamic
performance. Although it was accounted for in the measurement data, there might have been in-
teractions between the kite and the support structure that couldn’t be completely captured by this
subtraction. During the design of the support structure, care was taken to avoid obstructing the
tip vortices by maintaining a relatively small spanwise dimension, but it was challenging to fully
consider the wakes generated by the kite. Consequently, designing a smaller and more stream-
lined support structure for future experiments could further minimize this interference. Also, if
more force balance measurements will be done on this model, one could opt to do more measure-
ments for the support structure alone, as in this case, only three data points were measured and
then interpolated.

In the context of kite measurements, particularly when obtaining zero-run data, which refers
to measurements taken without activating the wind, it is essential to ensure the wind speed is
completely zero. Even a minimal, non-zero wind speed would be unacceptable. Therefore, in
this experiment, zero-run data at a specific angle of attack was employed to eliminate the steady
forces from the measurements.

What is also interesting is to use the simulation settings of Lebesque, and to simulate for the
Reynolds numbers that were measured in this experiment. This way, a better Reynolds match
is obtained, leading to a more reliable comparison. For example, the highest Reynolds number
measured in this experiment isRe = 7.0·105, while this only comes close to Lebesque’sRe = 1·105
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and Re = 1 · 106. This holds also for the simulations ran by Cayon, as it would be more beneficial
to re-run them using the right Reynolds numbers.

Lastly, the model and experiment was designed with keeping in mind the possibility to do Stereo-
scopic Particle Image Velocimetry (SPIV) on the kite. Some SPIV measurements have already
been done, of which some provisional results are found in Figure 8.1 and Figure 8.2. In these
plots, the velocity field around the kite can be seen for some spanwise positions, in this case near
a struts (Y2) and on a strut (Y3). The stagnation point can be seen by the darker red area near the
leading edge of the airfoil, while the wake is also dark red, but at the trailing edge. Furthermore,
the flow is shown to speed up over suction side of the airfoil. For future work, more of the already
gathered SPIV data can be processed and analysed, while also more SPIV measurements can be
done on for example the wake of the kite, or on different chordwise coordinates spanning the
whole span of the kite. However, the support structure does need to be altered in case the wake
is desired to be measured.
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Figure 8.1: Chordwise plane of the V3A near a strut, for α = 6 deg, β = 0 deg and Re = 4.2 · 105 , showing the velocity field
around the kite.
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Figure 8.2: Chordwise plane of the V3A on a strut, for α = 6 deg, β = 0 deg and Re = 4.2 · 105 , showing the velocity field
around the kite.
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Figure A.1: Force and moment coefficient plots of the support structure for β = 2 deg.
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Figure A.2: Force and moment coefficient plots of the support structure for β = −2 deg.
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Figure A.3: Force and moment coefficient plots of the support structure for β = 4 deg.
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Figure A.4: Force and moment coefficient plots of the support structure for β = −4 deg.



A.1. Force and moment coefficient plots of support structure 96

10 5 0 5 10 15
 [deg]

0.64

0.65

0.66

0.67

0.68
C x

 [-
]

Drag force coefficient

10 5 0 5 10 15
 [deg]

0.108

0.110

0.112

0.114

0.116

0.118

0.120

C y
 [-

]

Side force coefficient

10 5 0 5 10 15
 [deg]

0.26

0.25

0.24

0.23

0.22

0.21

0.20

0.19

C z
 [-

]

Lift force coefficient

10 5 0 5 10 15
 [deg]

0.19

0.20

0.21

0.22

0.23

C m
x [

-]

Rolling moment coefficient

10 5 0 5 10 15
 [deg]

1.40

1.38

1.36

1.34

1.32

1.30

1.28

1.26

C m
y [

-]

Pitching moment coefficient

Re = 1.4 105

Re = 2.8 105

Re = 4.2 105

Re = 5.6 105

Re = 6.9 105

10 5 0 5 10 15
 [deg]

0.000

0.005

0.010

0.015

0.020

0.025

C m
z [

-]

Yawing moment

Figure A.5: Force and moment coefficient plots of the support structure for β = −6 deg.
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Figure A.6: Force and moment coefficient plots of the support structure for β = 8 deg.
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Figure A.7: Force and moment coefficient plots of the support structure for β = −8 deg.
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Figure A.8: Force and moment coefficient plots of the support structure for β = 10 deg.
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Figure A.9: Force and moment coefficient plots of the support structure for β = −10 deg.
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Figure A.10: Force and moment coefficient plots of the support structure for β = −12 deg.
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Figure A.11: Force and moment coefficient plots of the support structure for β = 14 deg.
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Figure A.12: Force and moment coefficient plots of the support structure for β = −14 deg.
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Figure A.13: Force and moment coefficient plots of the support structure for β = 20 deg.
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Figure A.14: Force and moment coefficient plots of the support structure for β = −20 deg.
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A.1.2. Plots versus β
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Figure A.15: Force and moment coefficient plots of the support structure for α = −12.25 deg.
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Figure A.16: Force and moment coefficient plots of the support structure for α = 17.85 deg.
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A.2. Force and moment coefficient plots of the kite
A.2.1. Plots versus α
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Figure A.17: Force and moment coefficient plots of the kite for β = 2 deg.
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Figure A.18: Force and moment coefficient plots of the kite for β = −2 deg.
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Figure A.19: Force and moment coefficient plots of the kite for β = 4 deg.
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Figure A.20: Force and moment coefficient plots of the kite for β = −4 deg.
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Figure A.21: Force and moment coefficient plots of the kite for β = 6 deg.
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Figure A.22: Force and moment coefficient plots of the kite for β = −6 deg.
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Figure A.23: Force and moment coefficient plots of the kite for β = 8 deg.
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Figure A.24: Force and moment coefficient plots of the kite for β = −8 deg.
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Figure A.25: Force and moment coefficient plots of the kite for β = 10 deg.
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Figure A.26: Force and moment coefficient plots of the kite for β = −10 deg.



A.2. Force and moment coefficient plots of the kite 118

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.05

0.10

0.15

0.20

0.25

0.30
C D

 [-
]

Drag coefficient
Re = 1.4  105

Re = 2.8  105

Re = 4.2  105

Re = 5.5  105

Re = 6.8  105

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.025

0.050

0.075

0.100

0.125

0.150

0.175

0.200

0.225

C S
 [-

]

Side force

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.4

0.5

0.6

0.7

0.8

0.9

C L
 [-

]

Lift coefficient

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.05

0.00

0.05

0.10

0.15

0.20

0.25

0.30
C r

ol
l [

-]

Rolling moment coefficient

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

C p
itc

h [
-]

Pitching moment coefficient

2.5 5.0 7.5 10.0 12.5 15.0 17.5
 [deg]

0.10

0.05

0.00

0.05

0.10

0.15

0.20

0.25

C y
aw

 [-
]

Yawing moment coefficient

Figure A.27: Force and moment coefficient plots of the kite for β = 12 deg.
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Figure A.28: Force and moment coefficient plots of the kite for β = −12 deg.
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Figure A.29: Force and moment coefficient plots of the kite for β = 20 deg.
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Figure A.30: Force and moment coefficient plots of the kite for β = −20 deg.
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A.2.2. Plots versus β
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Figure A.31: Force and moment coefficient plots of the kite for β = 2.35 deg.
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Figure A.32: Force and moment coefficient plots of the kite for α = 4.75 deg.
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Figure A.33: Force and moment coefficient plots of the kite for α = 17.85 deg.
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Figure A.34: Boxplots of force and moment coefficients for double measurements at α = 4.75 deg, β = −20 deg, and
wind speed of 20 m/s.
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Figure A.35: Boxplots of force and moment coefficients for double measurements at α = 4.75 deg, β = 20 deg, and wind
speed of 20 m/s.
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