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ABSTRACT

The Kendall tau and AP correlation coefficients are very commonly
use to compare two rankings over the same set of items. Even
though Kendall tau was originally defined assuming that there
are no ties in the rankings, two alternative versions were soon
developed to account for ties in two different scenarios: measure
the accuracy of an observer with respect to a true and objective
ranking, and measure the agreement between two observers in the
absence of a true ranking. These two variants prove useful in cases
where ties are possible in either ranking, and may indeed result in
very different scores. AP correlation was devised to incorporate a
top-heaviness component into Kendall tau, penalizing more heavily
if differences occur between items at the top of the rankings, making
it a very compelling coefficient in Information Retrieval settings.
However, the treatment of ties in AP correlation remains an open
problem. In this paper we fill this gap, providing closed analytical
formulations of AP correlation under the two scenarios of ties
contemplated in Kendall tau. In addition, we developed an R package
that implements these coefficients.
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1 INTRODUCTION

The Kendall 7 [5] and Yilmaz 7,4y [17] rank correlation coefficients
are frequently employed in Information Retrieval to compare two
rankings X and Y given to a set of n items. For instance, Baeza-
Yates et al. [1] compared the ranking of webpages produced by
crawling algorithms with the ranking produced by PageRank, and
White et al. [15] compared different rankings of terms in a study
of implicit feedback. These correlation coefficients are particularly
common in evaluation studies to compare the rankings of retrieval
systems produced by different evaluation conditions, such as differ-
ent evaluation measures [9], topic sets [3], assessors [14], experts
vs. non-experts [2], or even to compare it to the ranking produced
by user ratings [10] or the ranking over populations of topics [13].

Both 7 and 7,4, were originally defined under the assumption that
no ties are present in either ranking, so that every item is assigned
one integer rank from 1 to n. However, in practical applications
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there are cases in which several items are considered equal and no
preference is given to any of them. As Kendall [6] put it himself:

this effect may arise either because the objects really
are indistinguishable, [...] or because the observer is
unable to discern such differences as exist.

According to Student [12], Pearson was first in contemplating
the issue of ties in ranking problems, for which he suggested several
ways to assign ranks to tied items [8]. Following Pearson, Student
investigated the effect of ties in the calculation of the Spearman p
correlation coefficient through its analogy to the product-moment
correlation between the rankings. Woodbury [16] also studied the
treatment of ties in Spearman p, but suggested a different alterna-
tive. Following a general definition of correlation by Daniels [4],
Kendall [6] applied the principles of Student and Woodbury to his 7
correlation coefficient, and identified the two versions as pertaining
to two different scenarios:

a) The variant by Woodbury [16] assumes that one of the rank-
ings, say X, is in fact a true and objective ranking in which
no ties are present, and Y is the ranking given by an ob-
server which may sometimes fail to distinguish some items
and therefore assigns them the same rank. The correlation
in this scenario is hence used as a measure of the accuracy
of the observer. He coined this coefficient 7.

b) The variant by Student [12] assumes that both X and Y are
rankings given by two observers, both of which may decide
to tie some items. In this case, there is no objective ranking
to compare with, so the correlation is used as a measure
of agreement between the two observers. He coined this
coefficient! 7.

As will be evident in the following sections, these two scenarios
are fundamentally different and may lead to significantly different
scores, so it is important to choose the most appropriate in each
case. To the best of our knowledge though, the 74 correlation
coefficient of Yilmaz et al. [17] has not been defined in the presence
of ties as 7 has. Smucker et al. [11] briefly confronted this problem
in scenario a), but approached it numerically. In this paper we fill
this gap and provide closed analytical formulations of 7,5 under
both scenarios of ties. Of course, we coin them 74y 4 and Tap,b-

In addition, and to promote its use, we provide implementations
of these correlation coefficients in a fully-fledged R package called
ircor, available from http://github.com/julian-urbano/ircor/.

2 CORRELATION WITHOUT TIES

Let X = (x1,...,Xn) be the true ranking of a set of n items, and let
Y = (y1,...,yn) be an alternative ranking given to the same items.

!nitially, Kendall [6] used the terms 7y and 7s after Woodbury and Student, but he
recoined them as 7, and 75, when enumerated both scenarios a) and b) in his later
book [7], similar to what we did here.


http://github.com/julian-urbano/ircor/

For illustration purposes, let us consider the following ranks given
toasetof n = 6items: X = (1,2,3,4,5,6) and Y = (2,3,1,4,6,5).
If our items were identified by letters we would have rankings
X =(A,B,C,D,E,F)and Y = (C,A,B,D,F,E). If we consider all
items in pairs, a distance between the two rankings can be computed
by counting how many pairs are concordant or discordant between
the two rankings: a pair is concordant if their relative order is
the same in both rankings, and discordant otherwise. Kendall [5]
followed this idea to define his z correlation coefficient
_ #concordants — #discordants _

4
= ii—1 1
#total n(n—1) Z =1 (M)

i<j

where c;; equals 1 if items i and j are concordant (recall that no ties
are permitted yet):

Cij =

@

0 otherwise

{1 sign(xj — x;) = sign(y; — yi)

In our example, the pair (B, C) is discordant because it has ranks
(2,3) in X and ranks (3, 1) in Y. Counting all pairs as in (1), the
correlation is 7 = 0.6. The fraction of concordant pairs can be
interpreted as the expected value of a random experiment: pick
two arbitrary items and return 1 if they are concordant, or 0 if they
are discordant. The Kendall 7 coefficient can thus be interpreted in
terms of the probability of concordance.

Yilmaz et al. [17] followed this idea to define a correlation coeffi-
cient with the same rationale as Average Precision, thus penalizing
more heavily if swaps occur between items at the top of the rank-
ing, much like AP penalizes more if the non-relevant documents
appear at the top of the search results. The random experiment is
now as follows: pick one item at random from Y and another one
ranked above it, and return 1 if they are concordant, or 0 if they are
discordant. Their AP correlation coefficient is similarly calculated
by traversing the ranking Y from top to bottom?:

Tap =

2 Zn: #concordants above i
n—1 i—1

-y YAy 3

In our example, we find Tap = 0.32.

3 CORRELATION WITH TIES

Under the considerations of Woodbury [16] and Student [12], a tie
reflects the inability of the observer to decide which of two items
should be ranked first. Therefore, in the presence of a tie a pair of
items can be considered neither concordant nor discordant; it is
simply ignored. In the following subsections, we discuss how ties
affect 7, and 7, and provide the corresponding definitions for 7).

3.1 Correlation as Measure of Accuracy

For illustration purposes, let us consider the true objective ranking
X =(1,2,3,4,5,6) and the ranking Y = (2,4, 1, 4, 6, 4) estimated by
an observer, in which items B, D and F are tied. The observer was
unable to distinguish these three items, but she should have because

2Throughout the paper, indexes refer to items sorted by the order given in Y (eg. in
Y = (2, 3, 1), the sorted items are (C, A, B), so i = 2 refers to item A).

there really is an objective order. When counting the number of
concordant pairs in (1), we can not really penalize or reward pairs
(B, D), (B, F) and (D, F) because the observer did not really decide
in either direction. However, these pairs are still counted in the
denominator because she was expected to distinguish them. The
correlation is thus defined as

a=) sign(xj = x;) - sign(y; = yi)

n(n—1)/2 ’ “)

i<j

Note that a concordant pair contributes +1 in the numerator, and
a discordant pair contributes —1. A tied pair, on the other hand,
contributes 0 in spite of it being expected in the denominator. In
our example, the correlation is 7, = 0.4.

Woodbury [16] noted an interesting way of looking at the prob-
lem of ties in this scenario: what is the average correlation over all
the possible permutations of the tied items in Y? As it turns out, if
we replace any tied set ¢ by integer ranks and average for all ¢! possi-
ble orders we obtain the same formula as in (4). In our example there
are six permutations: (2,3,1,4,6,5),(2,3,1,5,6,4),(2,4,1,3,6,5),
(2,4,1,5,6,3),(2,5,1,3,6,4) and (2,5, 1,4, 6,3), with 7 scores of
0.6,0.467,0.467,0.333, 0.333 and 0.2, respectively; their average is
indeed 7, = 0.4. This result is precisely what we use next to define
the corresponding version of 74y correlation: 74p,g.

Back in (3), we can see that all untied items will contribute the
same in all permutations when acting as the pivot item i. If there
are groups of ties above it, each of their items will be concordant or
discordant with respect to the pivot i, regardless of their position
within the tie. For instance, when the pivot is E (i = 6), items B
and D are both concordant and F is discordant, regardless of the
position they have within their tied group. On the other hand, when
the pivot i is a tied item we have to consider two terms separately:

I) The contribution of all items ranked above its tied group.
II) The contribution of the items within the group in all per-
mutations in which they are ranked above the pivot.

Let t; be the number of items tied with the pivot i, inclusive, and
let p; be the position of the first item in the group (the typical
ranks used in sports). In our example, the estimated ranking is
Y = (C,A,(B,D,F),E), so there are t3 = t4 = t5 = 3 items in the
tie, the first of which appears in position p3 = ps = p5 = 3. Note
that if i is not tied, then t; = 1 and p; = i.

For the first term I, we can see that the items above the tied
group which are concordant with the pivot remains the same in
all permutations. In our example, A is always concordant with the
pivot B regardless of the permutation, and C is always discordant.
In general, the number of concordants above the pivot i is

Z Cij. 5)

J<pi

However, these items will have a different contribution depending
on the specific position within the tie that the pivot has in each
permutation. Across all t;! permutations, a tied item will have
position p; a total of (¢; — 1)! times, position p; + 1 another (t; — 1)!
times, etc. Therefore, just like the factor i — 1 normalizes the number
of concordants in (3), these positions normalize the number of



concordants in (5), so the average contribution of term I is:

2, e Ztl@,+k—z> ©

J<pi k=1

For the second term I, we shall calculate the average contribution
of all pairs within the tied group and over all permutations. There
are (tz‘) such pairs to consider across ¢;! permutations. Note that
two arbitrary items R and S will appear in order (R, S) in half the
permutations and in the order (S, R) in the other half; on average,
every pair will thus be concordant in half the cases. Without loss
of generality, let us assume that the correct order is in fact (R, S).

Again, the individual contribution of this pair needs to be normal-
ized according to the position of the pivot S. When it is in position
pi (ie. the first of the group), the pair (R, S) is not possible because
R can never appear before S. When the pivot is in position p; + 1 (ie.
the second of the group), there are (t; — 2)! permutations in which
R is arranged before it. When the pivot is in position p; + 2, there
are 2(¢; — 2)! permutations with R arranged before it: (R,%,S,...)
and (*,R,S,...). In general, when the pivot S is in position p; + k,
there are k - (t; — 2)! permutations where R appears before it.

As before, these positions are used to normalize the contribution
of each pair, and the number of permutations is used to average
these contributions across permutations. All in all, there are thus
([2’) pairs of items in the tied group, each of which can appear in
positionsk = 1,. .., t; —1 within the group a total of k- (t; —2)! times,
in each of which it contributes one concordant pair normalized by
pi + k — 1. Averaging over all t;! permutations, term II becomes

-1
15 k
Ekglpi+k—l. )

Putting together terms I and II, the 74, 4 correlation is therefore

Tap.a = 7 Z ZCU Z::t,(Pz"‘k 2)

i= t1+lj<p,

Z:21f121101+k—1 ~L

i=1

®)

where the second term II is further divided by ¢; because it will
be added t; times when traversing the tied elements in the outer
summation. There are three final remarks worth mentioning. First,
note that the summation is taken over all items in the estimated
ranking Y, but the order in which the tied items are arranged does
not alter the final score. Second, in the absence of ties the third
summation equals 1/(i — 1) and the last summation equals 0, so
Tap,q reduces to 74p. Third, because tied groups are disjoint and the
summation considers separately the contribution of items outside
and within groups, this formulation generalizes to several tied
groups. Also note that in the extreme case that the observer ties all
elements, 74p, 4 equals 0, as does 74. In our example, the correlations
with each of the permutations are 0.32,0.22,0.253,0.153,0.22 and
0.087, for an average of 74p 4 = 0.209.

3.2 Correlation as Measure of Agreement

When both X and Y are produced by observers, there is no notion
of true and objective ranking. Similar to the scenario of 74, if either

observer produced a tie for a pair of items, we can not really reward
or penalize his indecision, regardless of how the other observer
ranked them. However, in this scenario all these tied pairs are not
really expected to be untied from one observer to another: whether
the other observer is right or wrong with respect to some unknown
truth, the fact remains that his agreement with the current observer
can not be measured. In the extreme case of an observer tying all
items, 7, is 0 to reflect that he is no better than chance at ranking
the items, but 7;, would be undefined because there is no pair of
systems to calculate his agreement with the other observer. The
correlation is thus defined as

o Z sign(x; — x;j) - sign(y; — yj)
b =1z - txn(n— D2 -ty

where ty and ty are the number of tied pairs in X and Y, respec-
tively. Note that (4) and (9) differ only in the denominator, reflecting
out intuition as to how the former expects all possible pairs to be
concordant, while the latter only expects this of the untied pairs.
Indeed, the fact that the denominator includes one term for each
ranking nicely shows that both observers may expect a different
number of concordant pairs, according to their own ranking and
regardless of the other. Note that in this case it does not make sense
to average over all permutations, because not all pairs are expected.

To illustrate, let us include a tie between the third and fourth
elements (C and D) of the first ranking in the previous example,
so that one observer produced ranking X = (1, 2,3.5,3.5,5,6) and
the other one produced the same Y = (2,4, 1,4, 6, 4) as before. In
this case there are tx = 1 and ty = 3 tied pairs, so the denominator
is 12.961. In the numerator there are 8 concordant pairs and 3
discordants, so the final correlation is 7;, = 0.386.

It is not immediate how to adapt AP correlation in this scenario,
because (3) is computed by traversing the estimated ranking from
top to bottom, computing concordants with an objective truth. How-
ever, here there is no notion of true and estimated ranking, so in
principle we can not decide which of the two rankings we traverse.
In situations like this, Yilmaz et al. [17] suggested to compute a
symmetrized version of 745 by computing the mean of the correla-
tion of X with respect to Y and the correlation of Y with respect to
X, that is, assuming that one ranking is the truth and the other one
the estimate, and vice-versa.

Approaching 7, ;, as a symmetrized version still requires two
changes in the original formulation of (3) in order to mimic the
behavior of 7. First, if the pivot i is part of a tied group we need only
count its concordants among all items ranked above the group (term
Lin 74p,4), because the items within the group will not contribute
anything (term Il in 74p 4). The number of concordants is thus as
in (5), but normalized by p; — 1 rather than by i — 1. In our example,
if the pivot is D (i = 4) in Y, only items C and A are ranked above
its group, of which only A is concordant in X. By ignoring B and
F from Y we mimic the second term in the denominator of 7, as
well as the second term in the numerator (ie. do not expect those
pairs), and by ignoring C from X we mimic the first term in the
numerator (ie. neither reward nor penalize a pair that is expected).

Second, the outer normalization by n — 1 that averages across
all pivots now needs to normalize only across the number of pivots
that are not tied with the top item. To clarify, consider the toy
example in which the top m items are tied: by (5) there are no pairs

©)
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Figure 1: (a) No ties. (b) Small effect of ties at the bottom. (c) Large effect of ties at the top. (d) Ties in both rankings.

to consider concordance above those pivots because p; = 1, so
there is no point in counting them for the outer summation and
normalization. This (still asymmetric) 74p, ties would therefore be

D)

i=ti+1j<p; pi— 1

Tap,ties = (10)
In our example, we find that 74p, ties of Y with respect to X is 0.12,
while it is 0.16 when correlating X with respect to Y. The final
Tap, b is defined as the average

Tap,ties(Xs Y)+ Tap,ties(Y,X)
Tap,b = 2 >

(11)

which in our case is 74y, = 0.14. There are three final remarks
worth mentioning. First, note that the summation in (10) is taken
over the items in the “estimated” ranking, but the order in which
tied elements are arranged does not affect the final score because
it only considers pairs above the group. Second, in the absence of
ties 7qp, ties in reduces to the original 74 because t; = 1 and thus
pi = i. Third, because tied groups are disjoint, this formulation
generalizes to several tied groups. Also note that in the extreme
case that one observer ties all elements, 7,, ;, is not defined because
there are no pairs to compare with, as happens with 7.

4 CONCLUSIONS AND FUTURE WORK

In this paper we tackled the problem of ties in the calculation of
the 74y correlation coefficient. Following the principles by which
Kendall [6] adapted his 7 correlation to cope with ties under two
different scenarios, we provided closed analytical formulations of
Tap to accept ties in either ranking. Thanks to the accompanying
software implementation, researchers can easily substitute Tap for
7 to incorporate its top-heaviness component in problems where
ties are possible.

For future work we will consider a third scenario that Kendall
[6] mentioned implicitly but did not consider explicitly (see the
quote in the introduction). In both 7, and 7}, he assumed that a tie
was given when the observer was unable to discern a difference,
but it may be the case that the tied elements are in fact equal in the
true ranking. In principle, this is an scenario for the measurement
of the accuracy of an observer, so in 7, this would mean that a
tie in the true ranking is what we expect the observer to tell. If
the observer orders the pair of items in either way, it should be
discordant because he should have tied it. Similarly, if a pair is not

tied in the true ranking but the observer did tie it, it should be
considered discordant as well.

Yet another scenario to consider is that in which a tie means
that the two items are very close together, within some threshold.
For instance, two systems may be tied if their nDCG difference is
smaller than 0.05. While this scenario surely is appealing because it
allows us to compute correlations under customizable thresholds, it
appears to be problematic because the ties are no longer transitive.
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