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Abstract
Chromostereoscopic images encode depth as colour, with the red part of the visible

spectrum encoding nearby depths and the blue part encoding far-away depths. How-
ever, when encoding a regular image with its depth, the generated colours may not
match with the original colours in the image. Following a user study, a technique has
been developed which takes both the chromostereoscopic effect and the original colours
into consideration.

This problem was solved by creating a program to generate chromostereoscopic
images from an arbitrary RGBD input image. An optimisation metric was devised to
assess if a chromostereoscopic image takes both the target depth and original image
into consideration. A user study was conducted to correct this metric with respect to
human perception. The new technique can take a desired amount of original colour and
chromostereoscopic depth and will generate a chromostereoscopic image, taking these
preferences into account.

1 Introduction
Stereoscopy is the technique of making the two eyes of the observer show two differently
positioned pictures that together evoke the illusion of depth. If the medium is limited to
using a single image to evoke this information, the stereoscopic effect can be achieved by
using techniques like anaglyph 3D, or by making use of polarised light. Since the early years
of computer imaging, researchers and consumers alike have been interested in making use
of stereoscopy, and it has been the topic of a lot of research throughout the years [9].

Another technique for achieving a stereoscopic effect is called chromostereoscopy. With
this technique, elements of the image are coloured with a different hue to indicate their depth
in the image [13, 16]. By wearing ChromaDepth(R) glasses [2] that bend light towards and
away from the nose based on its wavelength, red elements appear closer than blue elements.

Thus, the stereoscopic effect is achieved differently to anaglyph 3D and polarised 3D
projection: whereas these two techniques show parallax artefacts when the user does not
look through the specialised glasses, chromostereoscopy only shows colour artefacts when
the observer is not wearing the ChromaDepth glasses.

In order to create a basic chromostereoscopic image, a depth image is used. These depth
values are mapped onto a colour spectrum, where the red end of the spectrum represents
close-by elements and the blue end represents far-away elements. A more recent technique
exists where a red, white and blue gradient is used in this depth mapping [11]. Furthermore,
more techniques are shown to add depth cues, like shading and depth unsharp masking [8].

These techniques can be used to create vivid chromostereoscopic images with a high
range of apparent depth. However, they focus only on conveying as much depth information
as possible. The original image and its texture and colours are not taken into consideration.
To get chromostereoscopic images to appear more natural, parts of the colour image will
need to be used.

In this paper, it is argued that an optimal method exists between conveying depth and
conveying the original colours, by creating a program that takes both the depth image and
original image into account. Creating this program poses three sub-problems:

1. Generating chromostereoscopic images;

2. Evaluating chromostereoscopic images;

3. Tuning this evaluation to human preferences, following a user study.
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This method has the same applications as a basic chromostereoscopic technique. The
added benefit this method offers, is the fact that a user can specify the preferred level of
chromostereoscopy in a more perceptually intuitive sense, for any arbitrary image.

This paper will be structured as follows: firstly, some related work will be outlined.
Next, the method that was used to create and evaluate chromostereoscopic images, and the
implementation details of this method are shown. After describing the user study procedure,
the results that followed are presented and discussed.

2 Related Work
Chromostereoscopy was developed, building off of the theory of Willem Einthoven for chro-
mostereopsis [5, 15]. Chromostereopsis is an optical illusion whereby an image can be per-
ceived to have depth, based on the colours of the image. According to Einthoven, cooler
colours are perceived to be in the background, whereas warmer colours ’tread to the fore-
ground’. He attributes this due to light rays bending due to the fact that the eye is asym-
metric. In his theory, the circle of scattering of red light does not line up with that of ’more
dispersive’ blue light, due to the fact that the fovea of the eye lies at the temporal side of
the eye.

Based on Einthoven’s theory, the chromostereoscopic technique was developed by Richard
Steenblik [13], which creates a stronger depth effect. This technique uses special optics to
bend the light rays before they enter the eye. Firstly, one system of prisms is used to
separate the different wavelengths of light (cooler colours are brought towards the nose).
Then, another is used to compensate for the change in angle. The bending of the light
results in a stereoscopic illusion, by creating a different image per eye.

The ChromaDepth(R) process and corresponding glasses are proprietary technologies by
ChromaTek, a subsidiary of American Paper Optics. This technology has been licensed for
use in entertainment and promotional applications [2]. Furthermore, chromostereoscopy has
been used for microscopy [14] and for visualising depth in remote sensing data [15].

As regular RGB displays cannot reproduce arbitrary colour spectra, techniques to gen-
erate more display-friendly chromostereoscopic images were also developed [11]. Further
techniques have been developed to create additional depth cues to chromostereoscopic im-
ages, including adding shading to the depth image, and emphasising depth discontinuities
by sharpening the depth image [8].

3 Method
The research that was conducted focuses on the creation of a program that takes an RGBD
image and a set of user preferences, and generates a chromostereoscopic image that fulfills
these preferences. Firstly, an initial program was developed to generate a chromostereoscopic
image, with a number of parameters. This program can also optimise these parameters with
respect to a metric.

Building off of this program, a final interface was created, which hides all of these pa-
rameters. Instead, the user can fill in their preferences (How much original colour do they
prefer? How much of the chromostereoscopic depth effect do they prefer?). Following the
results of a user study, these preferences modify the metric. Thus, a chromostereoscopic
image can be generated that fulfills the user’s wishes. The UI of both the intermediate and
final program can be seen in figure 1.
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Figure 1: Left: the intermediate program, with all colour generation parameters and the
metric parameter. Right: the final program, which only has colour and depth preferences.

3.1 Image Generation

Figure 2: Examples of images which are used throughout the program. Left: the input
colour image Icolour,in. Centre: the input depth image Idepth,in. Right: an example of a
chromostereoscopic image Ifinal created with the image generation process (note: this image
is an arbitrary, unoptimised example).

The input RGBD image is an image that consists of an RGB image Icolour,in and a
single-channel depth image Idepth,in. The final (chromostereoscopic) image Ifinal is made
by passing this image through a pipeline of filters. This pipeline consists of a depth-to-colour
mapping, followed by blending this resulting colour map with the original image. Examples
of these images can be seen in figure 2. The process to generate chromostereoscopic images
is illustrated with a data-flow diagram in Appendix A.

3.1.1 HSL

There exist formulas to convert colour values in the RGB colour model to those in the HSL
colour model, and vice versa [1]. These formulas are used throughout the program. For the
sake of illustrating the steps the program takes, the following formulas are needed:

• A function RGBtoHSL(r, g, b) to convert colours from the RGB colour model to the
HSL colour model;
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• A function HSLtoRGB(h, s, l) that performs the opposite operation;

• Functions Hue(c), Saturation(c), Lightness(c) that take a colour in the HSL colour
model and separate the H, S and L channels respectively.

Note: in the following formulas in this chapter, all colour channel values lie in the range
[0, 1].

3.1.2 Near/Far Range Transformation

The first step of the image generation procedure constists of transforming the depth image,
with respect to a near and far range pnear and pfar. These ranges allow for ’focusing’ the
stereoscopic effect to a region of the depth range of the image. The effect of this can be seen
in figure 2, as the red and blue areas are shifted closer to eachother. The two parameters
both are in the interval [0, 1]. The formula for transforming an input depth d with respect
to pnear and pfar goes as follows:

RangeTransformation(d, pnear, pfar) = min(max(
d− pfar

pnear − pfar
, 0), 1)

3.1.3 Depth Mapping

After transforming the depth value to the near and far range, two depth-to-colour mappings
are available: ’Rainbow’, which goes from red to blue on the colour spectrum, and ’Red-to-
white-to-blue’, which goes from red to white to blue.

RainbowDepthMapping(d) = HSLtoRGB(
2

3
− 2

3
· d, 1, 1

2
)

RedToWhiteToBlueMapping(d) =

{
(2 · d, 2 · d, 1) if d < 0.5

(1, 2 · (1− d), 2 · (1− d)) otherwise

3.1.4 Image Blending

After passing the depth value through the range transformation and depth mapping, the new
colour cgradient will be mixed back in with the original input colour ccolour,in. The colour
blending has a parameter to determine the alpha to use for blending. As well as that, two
blending modes are available: ’Normal’, which is regular alpha blending, and ’Colour’, which
substitutes the colour while keeping the saturation and lightness. The ’Colour’ blending
mode has a corrective factor for ’whiteness’: the more cgradient tends to white, the more
the original colour is kept instead of blending with the gradient. This corrective factor only
makes a difference in the ’Red-to-white-to-blue’ depth mapping mode.

NormalBlending(ccolour,in, cgradient, pblending) = pblending·cgradient+(1−pblending)·ccolour,in

ctarget = HSLtoRGB(Hue(cgradient), Saturation(cgradient), Lightness(ccolour,in))

p′blending = pblending · 2 · (1− Lightness(cgradient))

ColourBlending(ccolour,in, cgradient, pblending) = p′blending · ctarget + (1− p′blending) · ccolour,in

An overview of examples of generated chromostereoscopic images, based on the different
depth mapping and colour blending modes, can be found in figure 3.
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Figure 3: An overview of the effect of the different depth mapping modes and blending
modes. Note: for the sake of demonstration, these images were generated with the same
default settings (pnear = 1, pfar = 0, pblending = 0.5) and thus were not optimised.

3.2 Image Evaluation
In order to generate an optimal image, the program will need to have a notion of what it
means for a chromostereoscopic image to be successful. In the scope of this project, this
means that the final image ought to be ’as natural as possible’, and ’as deep as possible’, with
some factor to balance between these two. The data-flow diagram of the metric calculation
process is illustrated in Appendix B.

3.2.1 ’As natural as possible’

Because I argue that the input colour image is the ’most natural image’, this part of the
assessment will consist of a distance between the final image and the input RGB image.
It is the average of per-pixel squared colour differences between the final image and the
input colour image. After this formula was implemented, the metric was found to dispro-
portionately ’punish’ small colour differences. Squaring the sum terms solved this problem.
CIE∆E2000 was chosen as it closely models human colour difference perception [12].

VC(Icolour,in, Ifinal) =
1

m · n
·
m−1∑
i=0

n−1∑
j=0

[(CIE∆E2000(Ifinal(i, j), Icolour,in(i, j)))
2]

As the smallest colour difference is desired, the colour metric VC ought to be minimised.
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3.2.2 ’As deep as possible’

The second part of the metric accounts for a difference in depth. In order to assess the depth
of the final image, the program will take the final image and convert it to a reconstructed
depth map (an image with the depths, as the observer will perceive them). This is done via
the following formula, executed per pixel of the final chromostereoscopic image:

ReconstructedDepth(cfinal) = 0.5 · (1−Hue(cfinal)) + Saturation(cfinal) ·Hue(cfinal)

Figure 4: Left: a chromostereoscopic image. Right: a reconstruction of the depth image,
based on this chromostereoscopic image.

An example of a depth reconstruction can be found in figure 4.
In this model, if a pixel is unsaturated, the user perceives this pixel at a depth of 0.5.

This is because, on average, the ChromaDepth glasses do not bend unsaturated light [15].
If the saturation is 1.0, the user perceives a depth depending on the hue of the pixel. This
model is a simplification, as it does not take exact colour spectra nor larger-scale depth
cues into account. I argue that this simplification is sufficient for the purpose of this paper,
though the procedure is open for future improvement.

I classify the ’most deep image’ as the image where the perceived depth map is as close as
possible to the input depth image. This is computed as an average of the squared difference
between the input depth Idepth,in and the reconstructed depth. Like the formula for VC , the
sum terms are squared to de-emphasise the ’punishment’ caused by small differences.

VD(Idepth,in, Ifinal) =
1

m · n
·
m−1∑
i=0

n−1∑
j=0

[(Idepth,in(i, j)−ReconstructedDepth(Ifinal(i, j)))
2]

As the smallest depth difference is desired, the depth metric VD ought to be minimised.

3.2.3 Striking a Balance

The final metric is a linear combination of the two metrics:

V (Icolour,in, Idepth,in, Ifinal) = fDVD(Idepth,in, Ifinal) + fCVC(Icolour,in, Ifinal)
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V can be transformed into a linear interpolation

V (...) = a(f ′VD(...) + (1− f ′)VC(...))

Where

a = fC + fD, f ′ =
fD

fC + fD

In optimisation, the factor a is irrelevant, as the minimum of the metric does not change
when scaled. This results in a final metric:

V (Icolour,in, Idepth,in, Ifinal) = f · VD(Idepth,in, Ifinal) + (1− f) · VC(Icolour,in, Ifinal)

Thus, f = 0 will mean that the metric only takes the colour image into consideration, and
f = 1 will mean that the metric only takes the chromostereoscopic effect into consideration.
Furthermore, because both VD and VC ought to be minimised individually, V also has to be
minimised. The optimal chromostereoscopic image therefore has the minimal V .

4 Implementation
To make use of chromostereoscopic techniques, a program has been developed that converts
an RGBD image into a chromostereoscopic image. Furthermore, due to the fact that image
quality is a subjective measure, some more artistic control is preferred. Therefore, the
program was developed to be interactive and UI-based, to lend a degree of freedom to the
research and to facilitate more open-ended interactive experimentation.

4.1 Image Generation
The free and open-source game engine Godot was used to make the program. This game
engine comes with a number of components necessary to make the program: a UI framework,
dynamic image loading, texture drawing, shader support, and more.

To process the images, they are first imported as textures. After this, a shader processes
the final image based on the input depth and colour images and the parameters specified
for the pipeline (near/far range, blending amount). Afterwards, a second shader calculates
the per-pixel metric based on the final image and the input depth and colour images. The
metric is then averaged to a single value by reading the texture on the CPU.

The shaders are made in Godot’s proprietary shading language. All of the program logic
(opening file dialogs, setting shader parameters when the UI is changed) is made in Godot’s
proprietary GDScript language. According to the Godot documentation, the shading lan-
guage is similar to GLSL ES 3.0 and the scripting language is similar to Python [7]. Snippets
of these languages can be found in Appendix C.

4.2 Optimisation
To optimise the metric, cyclic coordinate descent was used. This technique modifies one
parameter at a time, moving towards an optimum, after which the next parameter is chosen,
until the metric is at an optimum [3]. Because Godot only updates the texture every frame,
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every parameter is only shifted slightly every frame. The full optimisation algorithm is thus
as follows:

Algorithm 1 Optimisation Algorithm

metricprev ← V (Icolour,in, Idepth,in, Ifinal)

parameterprev ← pi

pi ← pi ± δ ▷ Randomly increment/decrement the parameter

Wait a frame.

metricnew ← V (Icolour,in, Idepth,in, Ifinal) ▷ Compute the new metric value

if metricnew > metricprev then

pi ← paramprev ▷ Restore the old parameter value

end if

i← (i+ 1) mod |p| ▷ Move on to the next parameter

Repeat.

This is not the fastest way of optimising the image, but with δ = 0.002, the optimal image
is found within 30 seconds to 1 minute. This was sufficient for generating the images for the
user study. In the future, work can be done to speed up this optimisation, for instance by
using another black-box derivative-free descent algorithm, like the Nelder-Mead method [3].
In order to increase performance, all images have a relatively small resolution of 320 by 240
pixels. All RGBD images are stretched to this resolution, when importing them.

4.3 User Study
The program used for the user study is a separate program from the image generation
program. It has also been developed in Godot, using the basic UI components already
present in the engine. The program keeps track of the preferences via a two-dimensional
list. After the study finishes, this list is converted to comma-separated data which is shown
to the user.

5 Experimental Setup
In the final program, the user can input two preferences (how much colour do they want;
how much depth do they want). Therefore, a mapping from a desired colour and depth
score to the corresponding metric factor f has been made, following a user study.

A choice was made to make the study a remote user study. The participants were given a
link to a website, where the entire study took place, without guidance on-location. This was
done for a few reasons. The remoteness of the study allowed for participants to schedule the
study during their own free time. This made the study more time-efficient, because sessions
where participants needed to be physically present did not need to be scheduled. As well as
that, the study does not run the risk of being influenced by the interviewer [10]. The setup
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of the study, along with its short duration, also made a revision of the study procedure
possible.

The study procedure starts off with a textual explanation of chromostereoscopy, as shown
in Appendix D. Then, the participants are given written instructions on the setup of the
study. Before starting, the participants have to ensure that their environment satisfies a
number of conditions (ie. their room is darkened, they have no active screen filters, ...).
The participants were also instructed to download and sign an informed consent form. This
informed consent form explained the setup of the study once more, and detailed the possible
risks in a bullet point list.

After continuing, a preview of an RGBD picture is shown. The participants are then
shown multiple generated chromostereoscopic variations of this picture, one after the other.
The difference between these variations is the metric factor f that was used for generating the
variation. The users can specify the amount of perceived (original) colour and the amount
of perceived depth that the shown variation exhibits. This can be seen in Appendix E. This
procedure is repeated with 11 variations of 3 images, totalling 33 images to be ’scored’. To
decrease bias in the results, the order that the 3 source images were shown in was randomied.
Within each source image, the order of the variations was also randomised.

For this user study, the ’Colour’ blending mode and ’Rainbow’ depth mapping were
chosen for creating the chromosteroscopic images. The ’Colour’ blending mode was chosen,
because this keeps more of the original texture detail, especially with a high pblending. The
’Rainbow’ depth mapping was chosen, as it produced the best chromostereoscopic effect to
me, when combined with the ’Colour’ blending mode.

I decided to use real-life photos for the research, as I aimed to study only one type of
images. This made it possible to use more suitable images (more colours are used, and similar
colours are used at different depths). More work can be done in the future to generalise this
method to any arbitrary image. The photos used for the study, the corresponding depth
images and a brief explanation of why they were chosen can be found in Appendix F. The
chosen photos are fed into an off-the-shelf depth image generation method [6]. As well as
that, this method ensured that all depth images were of the same quality.

After all information has been collected and anonymised, it is analysed. The data will
consist of multiple (f, sC , sD) points, where f is the metric linear interpolation factor that
was used to optimise the chromostereoscopic image, and sC and sD are the indicated colour
and depth ’scores’. The analysis will consist of finding a mapping that takes a novel colour
and depth score, and predicts the best metric factor f to generate the chromostereoscopic
image with.

6 Responsible Research
In order to conduct responsible research, one has to consider a handful of guidelines. Firstly,
the results ought to be reproducible. As well as that, the results must have been acquired
and kept ethically. This section will outline how this research adhered to these two points.

In order to make this study reproducible, and to facilitate for additional research ex-
tending this method, all of the code and material that was created in this study has been
published on the GitHub page of the CSE3000 Research Project [4]. The repository contains
the Godot program files for the chromostereoscopic image generation program and the user
study program. The Jupyter notebook that was used for analysing the resulting data is also
present in this repository.
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The user study was carried out with the standard TU Delft responsible research proce-
dures. Before the study took place, an application to the Human Research Ethics Committee
(HREC) of the TU Delft was made. The application handled my methodology with respect
to data collection and storage, privacy, informed consent and other ethical points. This
application was accepted and the study was carried out, following the plan in the HREC
application.

7 Results
After conducting the user study, a set of points was obtained. These points were metric
factors f , and their corresponding colour and depth scores sC and sD. After analysis, a
mapping m from sC and sD to f will complete the program. The user will fill in a novel
preverence s′C , s′D, and the predicted metric factor will be computed as f̂ = m(sC , sD).

In theory, when f is 0, the colour score should be at its highest, as only the colour
metric VC is used in the linear interpolation step of the metric. VD should be at its lowest.
Similarly, when f is 1, the depth score should be at its highest, as only the depth metric VD

is used. VC should be at its lowest.
Ahead of the user study, I suspected the data to be substantially spread out, as peoples’

opinions can vary a lot. This is especially the case for opinions on colour, as colour perception
can vary highly from individual to individual [17]. Because chromostereoscopy is ultimately
a trade-off between colour and depth, I also suspected that the data would lie on a graph
of the form:

f̂ = a ∗ ( sD
sC + sD

) + b

This is the same formula as given in section 3 to go from a linear combination to a linear
interpolation. I thus suspected that the metric would be linearly dependent on the depth
score, when mapped such that the two user-given scores form a linear interpolation.

The user study had 5 participants. Because every participant scored 11 variants of 3
images, the data consists of 165 points of the form (f, sC , sD). After creating a scatterplot
of the data (see figure 5), an indication of a correlation between the used metric factor f
and the colour and depth scores sC and sD is visible. When f = 0 (at the bottom plane
of the graph), the colour and depth scores lie around (1, 0) respectively. When f = 1 (at
the top of the graph), the colour and depth scores lie around (0, 1). This follows the theory
described earlier.
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Figure 5: A scatterplot of the results of the user study. The metric factor f which was used
goes along the vertical axis, and the colour and depth scores which were given go along the
horizontal axes. The data points are coloured per RGBD image that the scores were given
on. Three views are given for visual clarity.

At first, a least-squares linear regression was carried out on the data points. After
performing this regression of the metric parameter f , and their corresponding colour and
depth scores sC and sD, it could be plotted as a plane in 3D, as can be seen in figure 6.

Figure 6: The same scatterplot as before, but with a least-squares linear regression plotted
alongside the points. The formula of the regression is ŷ = −0.702 · sC + 0.003 · sD + 0.798.

The linear regression has a coefficient of determination R2 = 0.6243. This means that
in this model, 62.4% of the variance of the metric parameter f can be explained by the
variance in the depth scores sC and sD.

I also made a regression of the metric parameter f , as a dependent variable with respect
to sD

sC+sD
, to further explore my hypothesis given above. After reducing the two scores to

the single value, the regression was determined, as can be seen in figure 7 and 8.
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Figure 7: A linear regression of the points with metric parameter f , as a dependent variable
with respect to sD

sC+sD
. The formula of the regression is f̂ = 0.847 · ( sD

sC+sD
)− 0.028.

Figure 8: The scatterplot of the data, with the regression plane derived from the regression
shown in figure 7.

This regression has an R2 of 0.580, this is lower than the simple linear regression. How-
ever, because I argue that this model more closely represents the nature of chromostereo-
scopic images, this second regression was chosen for the final program.

8 Discussion
With these results, the final program is finished. The user first inputs their novel colour
and depth scores. Next, the program determines a metric parameter f , via the regression
outlined in section 7. Then, optimisation takes place on the image generation parameters
with respect to the metric, as outlined in section 3. A final chromostereoscopic image is
generated, that takes the user’s preferences into account.

A notable case where this method performs suboptimally is when the user specifies both
a maximal preferred colour and depth score. This would mean that both the original colour
and the depth map are perfectly adhered to in the final image. The regression solves this

13



problem by mapping the scores from (1, 1) to a an image where both the colour and depth
are accounted for equally.

Results could be improved by involving more participants in the user study. As well as
that, more RGBD images could be used. This would lead to more points in parts of the
plot that are not filled in yet (where scores lie at (0, 0) or (1, 1)). Furthermore, different
depth mapping and colour blending modes could be tested, as these are already available
and usable in the program.

9 Conclusion and Future Work
The goal of this paper was to outline a technique that can generate chromostereoscopic
images, based on user preferences. First, a method for generating chromostereoscopic images
was made. Then, a formula for evaluating a chromostereoscopic image for depth and colour
was created. This optimisation was parametric. Following a user study, a mapping from
user preferences to optimisation parameters was established, finishing the final technique.
Screenshots of some examples of the final program can be found in figure 9.

Figure 9: A few examples of the final program, with different colour and depth preferences,
and the corresponding optimised chromostereoscopic images.

Further research could be done on adding more filters and parameters to the image
generation pipeline (increasing depth details by unsharp masking the depth image, Lambert
shading, brightness and contrast parameters), to see if this improves the chromostereoscopic
output. A better understanding of chromostereoscopic depth buffer reconstruction could
lead to a more accurate depth metric VD. Because the source code of the final program,
user study program and user study analysis are available, futher research could be done by
building upon the method and implementation outlined in this paper.
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A Appendix: Image Generation Data-Flow Diagram

Figure 10: A data-flow diagram for chromostereoscopic image generation.
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B Appendix: Metric Calculation Data-Flow Diagram

Figure 11: A data-flow diagram for metric calculation.
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C Appendix: Code Snippets

Figure 12: A snippet of GDScript. This snippet takes the output of the metric shader, and
averages it to a final metric value.

Figure 13: A snippet of Godot Shading Language. This snippet implements the ’Colour’
blending mode, blending between ccolour,in and cgradient.
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D Appendix: User Study Program Overview

Figure 14: The full introduction used in the user study program.
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E Appendix: User Study Program Prodedure

Figure 15: The overview of one of the 3 source images, before user scoring.

Figure 16: Two variations of chromostereoscopic images derived from the source images,
with the scoring interface.
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F Appendix: User Study Program RGBD Pictures
The following 3 RGBD images were used in the user study program:

Figure 17: A picture of tomatoes and bananas arranged in a large bowl. The red tomatoes
and yellow banana can quickly lose their original colour when chromostereoscopic depth cues
are added, and thus were deemed interesting for the user study.

Figure 18: A picture of whiteboard markers in a plastic container. The differently coloured
markers at different depths in the image provides a challenge for balancing the colour and
depth in the chromostereoscopic image.

Figure 19: A picture of a rabbit perched on a garden path. The depth disparity between
the main figure and background gives potential for an interesting chromostereoscopic effect.
A large patch of green grass stretching throughout the depth of the image gives a challenge
in perserving this colour.
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