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#### Abstract

This master's thesis introduces a new $p$-dependent coercivity condition through which $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates can be obtained for a large class of SPDEs in the variational framework. Using these estimates, we obtain existence and uniqueness results by using a Galerkin approximation argument. The framework that is built is applied to many SPDEs such as stochastic heat equations with Dirichlet and Neumann boundary conditions, Burger's equation and Navier-Stokes in 2D. Furthermore, we obtain known results for systems of SPDEs and higher order SPDEs using our unifying coercivity condition. We also obtain first steps towards a theory of higher order regularity of stochastic heat equations.
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## 1

## Introduction

In his Théorie Analytique des Probabilités [26], Pierre-Simon Laplace remarks
It is remarkable that a science which began with the consideration of games of chance should have become the most important object of human knowledge.

This quote remains more true than ever before, possibly beyond all of Laplace's expectations. However, probability theory has not always taken this important place in mathematics. Starting with the conception of classical mechanics in the 17th century by Isaac Newton, models of nature through Newton's laws were governed by deterministic equations. This approach was expanded by people such as Lagrange and Hamilton through their own respective formulations of mechanics, with still no room for probability in the equations. In the 19th century, this slowly started to change. Beginning with Ludwig Boltzmann's statistical physics, Boltzmann showed that macroscopic thermodynamic variables could be derived from a probabilistic examination of the microscopic variables, which was revolutionary and controversial at the time. Boltzmann's discoveries were especially remarkable if one considers that scientists had no notion of atoms and the microscopic world during Boltzmann's time! One success of statistical physics was given by Albert Einstein and Paul Langevin. They managed to give an explanation of the Brownian motion of pollen grains by doing a probablistic, microscopic examination of the system, describing one of the first stochastic differential equations (SDEs) in history [25, 27]. Proceeding into the early 20th century, classical mechanics was superseded by quantum mechanics, which gives a probabilistic description of objects on small scales. It became clearer and clearer that probability theory had a fundamental place in nature. ${ }^{1}$

Since Laplace's remark, probability theory and analysis have not stood still either. Both have gotten rigorous fundamentals, starting with analysis in the 19th century by AugstinLouis Cauchy and Karl Weierstrass. For probality theory, the modern axiomatic foundation was layed by Andrei Kolmogorov only in 1933. This allowed for a rigourous study of many new concepts, such as Markov processes, martingales and Wiener processes. Kyoshi Itô introduced a theory of stochastic integration [17, 18], through which a rigorous mathematical interpretation to the SDE of Einstein and Langevin could be given. As a generalization of

[^0]SDEs, one can also consider stochastic partial differential equations (SPDEs), which will be the main topic of this master's thesis. As the name suggests, these are a natural extension of partial differential equations with some stochastic dependence included in the equation. For example, a natural extension of the heat equation $\partial_{t} u=\Delta u$ on $\mathbb{R}^{d}$ is the stochastic heat equation

$$
\partial_{t} u=\Delta u+\xi
$$

on $\mathbb{R}^{d}$, where $\xi$ is some random signal in space and time. Just as SDEs turned up in the study of Brownian motion by Einstein and Langevin, SPDEs turn up naturally in many other physical models, such as the $\Phi_{3}^{4}$ model in quantum field theory [32] and stochastic fluid models [1,6]. Other areas where they turn up are filtering theory [21, 24], reaction diffusion equations, neurophysiology and finance [10, 21], amongst others. From a more mathematical point of view, SPDEs bring their own interesting problems. The most common approach to study PDEs and SPDEs is to reformulate them as infinite dimensional ordinary differential equations (ODEs) or stochastic differential equations (SDEs). However, it is well-known that not all results from finite dimensions carry over to infinite dimensions. A famous theorem in the study of finite dimensional SDEs is Itô's lemma, which can be used to prove existence and uniqueness of solutions of SDEs and very useful theorems such as the Burkholder-Davis-Gundy (BDG) inequalities (useful for energy estimates) and Girsanov's theorem (often used for a change of measure in mathematical finance). However, Itô's lemma does not carry over to the infinite dimensional setting for all SPDEs. Therefore, it is not possible to simply generalize finite dimensional results to infinite dimensions. This prompts a different approach, which leads to interesting mathematics of itself and makes SPDEs definitely worth studying.

### 1.1. Exposition and background

In this thesis, we will introduce a new coercivity condition to obtain existence and uniqueness of a large class of SPDEs. In particular, we are interested in $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ results, where $\Omega$ is a probability space, $p \geq 2,[0, T]$ is a time interval and $X$ is a Hilbert space (take for instance the Sobolev space $W_{0}^{2, k}(\mathscr{D})$ on a domain $\left.\mathscr{D}\right)$. The main motivation to study this problem comes from the theory of stochastic maximal regularity. To illustrate this problem, we first introduce maximal regularity in the deteriministic setting. In this setting, we can consider the inhomogeneous Cauchy problem

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}(t)+A u(t)=f(t), \quad t \in[0, T], \quad u(0)=u_{0} \tag{1.1}
\end{equation*}
$$

in $L^{p}([0, T], X)$ for $p \in(1, \infty)$ and $X$ a Banach space. We say that a closed and densely defined operator $A: \mathrm{D}(A) \subset X \rightarrow X$ has maximal $L^{p}$-regularity if for each $f \in L^{p}([0, T] ; X)$ there exists a unique $u \in W^{1, p}([0, T] ; X) \cap L^{p}([0, T] ; D(A))$ satisfying the above equation a.e. in $[0, T]$ with $u_{0}=0$. We can also derive the following:

$$
\begin{equation*}
\|u\|_{L^{p}([0, T] ; X)}+\|A u\|_{L^{p}([0, T] ; X)} \leq C\|f\|_{L^{p}([0, T] ; X)} . \tag{1.2}
\end{equation*}
$$

It is well-known that $A$ has maximal regularity if and only if $-A$ generates an analytic semigroup [33]. Now, maximal regularity can be used to obtain a wide range of well-posedness results for nonlinear PDEs using fixed-point arguments or others. In particular, the above estimate is very useful in proving this. A long standing aim in the study of SPDEs has been
to obtain a theory of stochastic maximal regularity. In this theory, we search for existence and uniqueness of solutions of SPDEs in a class $L^{p}\left(\Omega ; L^{q}([0, T] ; X)\right.$ where $p, q \geq 2, \Omega$ is a probability space, $[0, T]$ is a time-interval and $X$ is a Banach space. However, a theory of stochastic maximal regularity only exists for certain subcases of $p, q$ and certain choices of $X$. The aim of this thesis is to introduce a new coercivity condition that leads to existence and uniqueness in $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ for a large class of SPDEs. This can be applied to a wide range of equations, such as stochastic heat equations with both Dirichlet and Neumann boundary conditions, as well as Burgers' equation and the Navier-Stokes equations in 2D. Furthermore, we are able to recover results from the literature for systems of SPDEs and higher order SPDEs by using our theory.

In order to study SPDEs, we will reformulate them as infinite dimensional stochastic evolution equations of the following form:

$$
\begin{equation*}
\mathrm{d} u_{t}=A\left(t, u_{t}\right) \mathrm{d} t+B\left(t, u_{t}\right) \mathrm{d} W_{t}, \quad u(0)=u_{0} . \tag{1.3}
\end{equation*}
$$

There are three main approaches that have tackled these type of equations over the past 70 years. The most studied approach is probably the semigroup approach. In this approach, the operator $A$ is assumed to be the generator of some semigroup and $B$ a bounded operator satisfying a Lipschitz condition. Using contraction mapping arguments, both existence and uniqueness of solutions can be obtained. Another approach is the martingale approach. This approach generalizes the notion of weak solutions of SDEs to SPDEs. As it is easy to confuse the notion of weak solution to SDEs with weak solutions to PDEs, this approach is called the martingale problem approach by some authors [10]. Both approaches will not be discussed in the sequel, but it is good to be aware of their limitations. In particular, it is standard to assume that the operator $A$ is the generator of a $C_{0}$ semigroup. However, many SPDEs do not satisfy this assumption. For example, certain SPDEs arising in control theory are not included in the semigroup or martingale approaches, see [23].

The third approach is the variational approach, which will be the only important approach for this thesis. The variational approach for SPDEs was initiated by Alain Bensoussan in 1971 [2] [3], based on Lions' approach for PDEs. In this approach, a coercivity condition on the operator $A$ is assumed, together with $B=I$. Using time discretization methods, existence and uniqueness of solutions is proved. Bensoussan's work was later generalized in 1975 by Étienne Pardoux [31], who proved existence and uniqueness results for monotone operators in both the parabolic and hyperbolic setting based on Galerkin approximations. Influential work by Krylov and Rozovskii in 1981 [23] loosens restrictions on the operators $A$ and $B$ made by Pardoux, but still uses the Galerkin approximation idea. More recently, Wei Liu and Michael Röckner [28] have generalized this framework even further by using locally monotone operators instead of monotone operators. This allows for new equations to be studied, such as the stochastic Burgers equation. However, the assumptions in their paper still allow limited growth on $B$ and the estimates for their solutions are only restricted to $L^{2}$ estimates in $\Omega$. Work published by Zdzislaw Brzeźniak, Wei Liu and Jiahui Zhu [4] expands their framework by considering a slightly better growth condition on $B$ and Lévy noise. The latest point in this development is a paper published by David Šiška and Neelima Varshney [38], in which $L^{r p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates are obtained, where $r \in(0,1)$. This paper will be the starting point of this thesis. We will use a slightly more general coercivity condition and improve the argument given by Šiška and Varshney to actually obtain
$L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates, which we will describe now. In order to study (1.3) in the variational approach, we need to introduce the Gelfand triple setting. This means that we have a triple of spaces ( $V, H, V^{*}$ ), where $V$ is a separable Banach space, $H$ is a Hilbert space, $V \subseteq H$ densely and $V^{*}$ is the Banach space dual of $V$. We will also need an extra separable Hilbert space $U$ to make sense of the stochastic part of the equation. Then, we consider $A$ as a map $A: V \rightarrow V^{*}$ and $B$ as a map $B: V \rightarrow L_{2}(U, H)$, where $L_{2}(U, H)$ is the space of HilbertSchmidt operators. We also assume that $A$ and $B$ satisfy local monotonicity bounds, as well as certain indivdual bounds, details of which can be found in chapter 4 of the thesis. The most important assumption is the following: for all $v \in V, v \neq 0, t \in[0, T]$ a.s.

$$
\begin{equation*}
2\langle A(t, v), v\rangle+\|B(t, v)\|_{L_{2}(U, H)}^{2}+(p-2) \frac{\left\|B(t, v)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \leq-\theta\|v\|_{V}^{\alpha}+f_{t}+K_{c}\|v\|_{H}^{2} \tag{1.4}
\end{equation*}
$$

where $p \geq 2, \theta>0, \alpha>1, K_{c} \geq 0$ and $f \in L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)$ nonnegative. With these assumptions in hand we can state the most important result from this thesis. Given the above assumptions, suppose a solution exists to (1.3). Then, there exists a constant $C \geq 0$ depending on $\theta, \alpha$ and $p$ such that

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{H}^{p-2}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t\right)^{\frac{p}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{t} \mathrm{~d} t\right)^{\frac{p}{2}}\right) . \tag{1.5}
\end{align*}
$$

Moreover, these estimates are optimal. With optimal, we mean that it is not possible to obtain better results such as higher moments based on the assumptions we used to prove this estimate in the first place. These a priori estimates will then be used to prove existence and uniqueness for (1.3) using the method of Galerkin approximations. This means that we project (1.3) to finite dimensions and use the finite dimensional theory to obtain a sequence of approximate solutions. It is then shown that this sequence converges and that its limit is indeed a solution of (1.3). It can be shown that this framework applies to a wide range of equations. The equations we work out in this thesis are stochastic heat equations with both Dirichlet and Neumann boundary conditions, as well as Burgers' equation and Navier-Stokes in 2D. Furthermore, we are able to recover results from the literature for systems of SPDEs and higher order SPDEs by using our theory.

We also study the higher order space regularity of stochastic heat equations on smooth domains in the $L^{p}(\Omega ; \ldots)$ setting. First results in this direction were obtained by Krylov for $p=2$ [20], though he needs weighted Sobolev spaces to do this, unlike the deterministic setting [14]. We aim to produce the same results for $p \geq 2$. In this thesis, we have made the first steps in this direction by proving higher order space regularity for $p \geq 2$ on $\mathbb{R}_{+}^{d}$ for stochastic heat equations with constant coefficients. A large part in proving this is taken up by the framework built in this thesis.

### 1.2. Reading guide

Now that we have established the exposition of this thesis, we will provide a brief overview of the structure of this thesis and how different chapters relate to each other.

- Chapter 2 (Preliminaries): The intended audience for whom this chapter has been written are mathematics students with some knowledge of PDEs, functional analysis and stochastic integration. The chapter mostly contains statements of important theorems and lemmas that will be used later. References for proofs are also provided. Only some theorems and lemmas were proven by the author himself.
- Chapter 3 (A coercivity condition for higher order moments): The main problem of the thesis is treated in this chapter. We build a framework based on the new coercivity assumption by first proving a priori estimates and then proving existence and uniqueness. Optimality of the framework is also proven in this chapter.
- Chapter 4 (Examples of coercive SPDEs): In this chapter we introduce a variety of SPDEs to which our framework applies. The examples here are certainly non-exhaustive, but might provide a good insight in what the framework is capable of. For example, we show that the stochastic heat equation with Dirichlet boundary conditions reduces to the known setting using our framework. We are also able to derive previously obtained results in the literature for systems of SPDEs and higher order SPDEs.
- Chapter 5 (Higher order regularity): This chapter proves higher order space regularity of stochastic heat equations with constant coefficients.


## 2

## Preliminaries

The most essential knowledge that is needed to understand the results in this thesis is treated in this chapter. The topics included are ordered in three sections: functional analysis, PDE theory and stochastic integration theory. Most results can also be found in the literature and are referenced accordingly, while some other, less standard results are taylored for this thesis.

### 2.1. Some functional analysis

### 2.1.1. Bochner integration and Bochner spaces

Suppose one is given a function $f: E \rightarrow X$, where $E$ and $X$ are both Banach spaces. In many situations in mathematics, one is interested in integrating such a function for a variety of reasons. The easiest case one could think of, and for which integration was introduced historically, is determining the area under a curve. In this case, $X=\mathbb{R}$ and integration can be made rigorous in both the Riemann sense and the Lebesgue sense. To motivate integration for infinite dimensional Banach spaces $F$, we inspect the heat equation

$$
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)
$$

If we surpress the spatial variable $x$ from notation, we can see this PDE as a function valued ODE, where $u(t, \cdot)$ takes values in some function space $X$. Informally, one would then solve this PDE by finding a function $u(t, \cdot)$ that satisfies the following integrated form of the PDE:

$$
u(T, \cdot)-u(0, \cdot)=\int_{0}^{T} \Delta u(t, \cdot) \mathrm{d} t
$$

Therefore, to solve this PDE, one needs to be able to make sense of the integral on the RHS. This can be done using the Bochner integral, which allows integration of functions $f: E \rightarrow X$, where both $E$ and $X$ are Banach spaces. The Bochner integral generalizes the Lebesgue integral, and accordingly one can also introduce Bochner spaces as a generalization of the classical Lebesgue spaces.

For ease of exposition and since all Banach spaces in this thesis will be separable, we only treat the special case where the space $X$ is separable. The exposition in this section is adapted from [10]. The interested reader can find the case of non-separable Banach spaces
in [29].
To introduce the Bochner integral, we have to recall some basic measure theoretic notions. We consider a measurable space to be a pair $(E, \mathscr{E})$, where $E$ is a set and $\mathscr{E}$ is a $\sigma$-algebra. If $E$ is a metric space, one particular choice of $\sigma$-algebra is the Borel $\sigma$-algebra. This is the $\sigma$-algebra generated by the open sets of $E$. A measurable space can be turned into a measure space by equipping it with a measure $\mu: \mathscr{E} \rightarrow[0, \infty]$. Now, consider two measurable spaces $(E, \mathscr{E})$ and $(X, \mathscr{X})$. A mapping $f: E \rightarrow X$ is said to be measurable if for every $A \in \mathscr{X}$, $\{X \in A\}=\{a \in E: X(a) \in A\} \in \mathscr{E}$.

We call a function $f: E \rightarrow X$ simple if it can be expressed as $f=\sum_{i=1}^{n} a_{i} 1_{A_{i}}$ where $a_{i} \in X$ and $A_{i} \in \mathscr{E}$. To construct the Bochner integral, we first define integration for simple functions and then use an approximating sequence. Therefore, we need the following approximation lemma

Lemma 2.1. Let $E$ and $X$ be separable Banach spaces with norms $\|\cdot\|_{E},\|\cdot\|_{X}$. Consider a measurable map $f: E \rightarrow X$. Then there exists a sequence $\left\{f_{n}\right\}$ of simple $X$-valued functions such that for every $a \in E,\left\|f_{n}(a)-f(a)\right\|_{X} \rightarrow 0$ monotically.

Proof. [See lemma 1.3, p. 16 in [10]] Let $E_{0}=\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be a countably dense subset of $E$. For $m \in \mathbb{N}$ and $a \in E$, define the following:

$$
\begin{aligned}
\rho_{m}(a) & =\min _{k \in\{1, \ldots, m\}}\left\|f(a)-e_{k}\right\|_{X} \\
k_{m}(a) & =\min \left\{k \leq m: \rho_{m}(a)=\left\|f(a)-e_{k}\right\|_{X}\right\} \\
f_{m}(a) & =e_{k_{m}(a)}
\end{aligned}
$$

Then, every $f_{m}$ is a simple function, since $f_{m}(E) \subseteq\left\{e_{1}, \ldots, e_{m}\right\}$. Since $E_{0}$ is dense in $E$, $\rho_{m}(a)$ is monotonically decreasing to 0 in $m$ for all $a \in E$. It is clear to see that $\rho_{m}(a)=$ $\rho\left(f(a), f_{m}(a)\right)$.

We are now in a position to define the Bochner integral. Suppose $f: E \rightarrow X$ is a simple function on a measure space $(E, \mathscr{E}, \mu)$ of the form

$$
f=\sum_{i=1}^{N} x_{i} 1_{A_{i}}, \quad A_{i} \in \mathscr{E}, \quad x_{i} \in E, \quad N \in \mathbb{N} .
$$

We set

$$
\begin{equation*}
\int_{E} f \mathrm{~d} \mu=\sum_{i=1}^{N} x_{i} \mu\left(A_{i}\right) \tag{2.1}
\end{equation*}
$$

This integral does not depend on the representation of $f$, as can be checked similarly for Lebesgue integration by using refinement. It is also straightforward to prove that the Bochner integral for simple functions is additive and linear. The following triangle inequalitylike property also holds:

$$
\begin{equation*}
\left\|\int_{E} f \mathrm{~d} \mu\right\|_{X} \leq \int_{E}\|f\|_{X} \mathrm{~d} \mu . \tag{2.2}
\end{equation*}
$$

Next, we want to extend this integral to all measurable functions $f: E \rightarrow X$. First note that $\|f\|_{X}$ is also a measurable function, since $\|\cdot\|_{X}$ is a continuous function. We call $f$ Bochner integrable if

$$
\begin{equation*}
\int_{E}\|f\|_{X} \mathrm{~d} \mu<\infty \tag{2.3}
\end{equation*}
$$

Note that the above integral is a Lebesgue integral, since $\|f\|_{X}$ is a real function. Using lemma 2.1, we obtain an approximating sequence of simple functions $\left\{f_{m}\right\}_{m \in \mathbb{N}}$ such that $\left\{\left\|f(a)-f_{m}(a)\right\|_{X}\right\}$ decreases to 0 for all $a \in E$. It follows that $\left\{\int_{E} f_{m} \mathrm{~d} \mu\right\}_{m \in \mathbb{N}}$ is a Cauchy sequence, since

$$
\begin{align*}
& \left\|\int_{E} f_{m} \mathrm{~d} \mu-\int_{E} f_{n} \mathrm{~d} \mu\right\|_{X} \\
& \leq \int_{E}\left\|f-f_{m}\right\|_{X} \mathrm{~d} \mu+\int_{E}\left\|f-f_{n}\right\|_{X} \mathrm{~d} \mu \tag{2.4}
\end{align*}
$$

and the RHS decreases to 0 as $m, n \rightarrow \infty$. Since $X$ is a Banach space, we can therefore define

$$
\begin{equation*}
\int_{E} f \mathrm{~d} \mu=\lim _{m \rightarrow \infty} \int_{E} f_{m} \mathrm{~d} \mu \tag{2.5}
\end{equation*}
$$

We call the quantity on the RHS the Bochner integral of $f$ against $\mu$. It is routine to check that the integral does not depend on the approximating sequence $\left\{f_{m}\right\}_{m \in \mathbb{N}}$. For a bounded linear operator $T$, it is clear that the operator $T$ and the integral can be interchanged. However, we can prove the same for a certain class of closed operators, which is the content of the next proposition.

Proposition 2.1. Suppose $f: E \rightarrow X$ is Bochner integrable and $T$ a closed linear operator with domain $D(T) \subseteq X$ and values in some Banach space $Y$. Suppose $f$ takes values in $D(T)$ a.e. and that $T f: E \rightarrow Y$ is Bochner integrable. Then, $\int_{E} T f \mathrm{~d} \mu \in D(T)$ and

$$
T \int_{E} f \mathrm{~d} \mu=\int_{E} T f \mathrm{~d} \mu
$$

Proof. See [29].

### 2.1.2. Hilbert-Schmidt operators

In order to build the stochastic integral in Hilbert spaces, we need to introduce the concept of Hilbert-Schmidt operators. To preserve some type of Itô isometry, Hilbert-Schmidt operators form the natural arena for stochastic integration in Hilbert spaces. The material treated in this section is entirely standard and also treated in [28]. Let $\left(U,(\cdot, \cdot)_{U}\right)$ and $\left(H,(\cdot, \cdot)_{H}\right)$ be two separable Hilbert spaces. We denote the space of bounded linear operators between $U$ and $H$ by $L(U, H)$.

Definition 2.1. An element $T \in L(U, H)$ is said to be a nuclear operator if there exists a sequence $\left(a_{j}\right)_{j \in \mathbb{N}}$ in $H$ and a sequence $\left(b_{j}\right)_{j \in \mathbb{N}}$ in $U$ such that

$$
T x=\sum_{j=1}^{\infty} a_{j}\left(b_{j}, x\right)_{U}, \quad \text { for all } x \in U
$$

and

$$
\sum_{j=1}^{\infty}\left\|a_{j}\right\|_{H}\left\|b_{j}\right\|_{U}<\infty .
$$

The space of all nuclear operators is denoted by $L_{1}(U, H)$. If $U=H$ and $T \in L_{1}(U, U)$ is nonnegative and symmetric, then $T$ is called trace class.

Definition 2.2. A bounded linear operator $T: U \rightarrow H$ is called a Hilbert-Schmidt operator if

$$
\sum_{k \in \mathbb{N}}\left\|T e_{k}\right\|_{H}^{2}<\infty
$$

where $e_{k}, k \in \mathbb{N}$, is an orthonormal basis of $U$.
The space of all Hilbert-Schmidt operators is denoted by $L_{2}(U, H)$. We can define a norm on $L_{2}(U, H)$ by setting

$$
\begin{equation*}
\|T\|_{L_{2}(U, H)}^{2}=\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2} \tag{2.6}
\end{equation*}
$$

The following properties of Hilbert-Schmidt operators turn out to be crucial later for stochastic integration in Hilbert spaces:

Proposition 2.2. Let $T \in L_{2}(U, H)$. Then,

1. the definition of Hilbert-Schmidt operators and the number $\|T\|_{L_{2}(U, H)}^{2}$ are independent of the basis on $U$.
2. $\|T\|_{L_{2}(U, H)}=\left\|T^{*}\right\|_{L_{2}(H, U)}$.
3. $\|T\|_{L(U, H)} \leq\|T\|_{L_{2}(U, H)}$.
4. Let $\left(G,(\cdot, \cdot)_{G}\right)$ be another separable Hilbert space, $S_{1} \in L(H, G), S_{2} \in L(G, U)$ and $T \in$ $L_{2}(U, H)$. Then, $S_{1} T \in L_{2}(U, G)$ and $T S_{2} \in L_{2}(G, H)$ with estimates

$$
\begin{aligned}
& \left\|S_{1} T\right\|_{L_{2}(U, G)} \leq\left\|S_{1}\right\|_{L(H, G)}\|T\|_{L_{2}(U, H)}, \\
& \left\|T S_{2}\right\|_{L_{2}(G, H)} \leq\|T\|_{L_{2}(U, H)}\left\|S_{2}\right\|_{L(G, U)} .
\end{aligned}
$$

Proof. The proof is taken from [28, Remark B.0.6, p. 217]. We prove items 1 and 2 at the same time.

1. Let $\left\{e_{k}\right\}_{k \in \mathbb{N}},\left\{f_{k}\right\}_{k \in \mathbb{N}}$ be two orthonormal basises of $U$ and $\left\{g_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $H$. We use Parseval's identity to obtain:

$$
\sum_{k=1}^{\infty}\left\|T e_{k}\right\|_{H}^{2}=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty}\left|\left\langle T e_{k}, g_{k}\right\rangle\right|^{2}=\sum_{j=1}^{\infty}\left\|T^{*} g_{j}\right\|_{U}^{2}
$$

We can now apply the same trick to obtain:

$$
\sum_{j=1}^{\infty}\left\|T^{*} g_{j}\right\|_{U}^{2}=\sum_{k=1}^{\infty} \sum_{j=1}^{\infty}\left|\left\langle T f_{k}, g_{k}\right\rangle\right|^{2}=\sum_{k=1}^{\infty}\left\|T f_{k}\right\|_{H}^{2} .
$$

In the course of the proof we have also obtained that $\|T\|_{L_{2}(U, H)}=\left\|T^{*}\right\|_{L_{2}(H, U)}$
2. See item 1
3. Let $x \in U$ and $\left\{f_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $H$. We can then use item 2 and Parseval's identity to obtain:

$$
\|T x\|_{H}^{2}=\sum_{k=1}^{\infty}\left|\left\langle T x, f_{k}\right\rangle\right|^{2} \leq\|x\|_{U}^{2} \sum_{k=1}^{\infty}\left\|T^{*} f_{k}\right\|_{U}^{2}=\|T\|_{L_{2}(U, H)}^{2}\|x\|_{U}^{2} .
$$

By definition of the operator norm, we obtain $\|T\|_{L(U, H)} \leq\|T\|_{L_{2}(U, H)}$.
4. Let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $U$. Then,

$$
\sum_{k=1}^{\infty}\left\|S_{1} T e_{k}\right\|_{G}^{2} \leq\left\|S_{1}\right\|_{L(H, G)}^{2}\|T\|_{L_{2}(U, H)}^{2} .
$$

Using item 2 and the property $\left(T S_{2}\right)^{*}=S_{2}^{*} T$ it follows that

$$
\begin{aligned}
\left\|T S_{2}\right\|_{L_{2}(G, H)} & =\left\|\left(T S_{2}\right)^{*}\right\|_{L_{2}(H, G)} \\
& =\left\|S_{2}^{*} T^{*}\right\|_{L_{2}(G, H)} \\
& \leq\left\|S_{2}\right\|_{L(G, U)}\|T\|_{L_{2}(U, H)} .
\end{aligned}
$$

We end this section by showing that the space $L_{2}(U, H)$ can be turned into a Hilbert space.
Proposition 2.3. Let $S, T \in L_{2}(U, H)$ and let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$, be an orthonormal basis of $U$. If we define

$$
\begin{equation*}
\langle T, S\rangle_{L_{2}}=\sum_{k=1}^{\infty}\left\langle S e_{k}, T e_{k}\right\rangle \tag{2.7}
\end{equation*}
$$

we obtain that $\left(L_{2}(U, H),\langle\cdot, \cdot\rangle_{L_{2}}\right)$ is a separable Hilbert space. Furthermore, if $\left\{f_{k}\right\}_{k \in \mathbb{N}}$ is an orthonormal basis of $H$ we get that $f_{j} \otimes e_{k}=f_{j}\left\langle e_{k}, \cdot\right\rangle_{U}$, where $j, k \in \mathbb{N}$, is an orthonormal basis of $L_{2}(U, H)$

Proof. See [28, Proposition B.0.7, p. 218].

### 2.1.3. Weak convergence

As outlined in the exposition, we are interested in treating the variational approach for SPDEs. In this approach, we build a sequence of approximate solutions of which we extract a convergent subsequence in some way. One way to do this is by using weak compactness arguments. The basics to make such an argument are recalled in this section. We will take the easy route and avoid any reference to the theory of locally convex spaces, following Evans [14]. For a more detailed treatise of weak topologies, weak convergence and locally convex spaces, see [9, 35]. In this subsection we let $X$ be a real Banach space.

Definition 2.3. A sequence $\left\{x_{k}\right\}_{k \in \mathbb{N}} \subseteq X$ is said to converge weakly to $x \in X$, denoted by

$$
x_{k}-x,
$$

if

$$
\left\langle x_{k}, x^{*}\right\rangle \rightarrow\left\langle x, x^{*}\right\rangle
$$

for each bounded linear functional $x^{*} \in X^{*}$.

The following proposition is a simplified version of the famous Banach-Alaoglu theorem. The proof is taken from [36].

Proposition 2.4. Let $X$ be a separable normed space and let $\left(x_{n}^{*}\right)_{n \geq 1}$ be a bounded sequence in the dual space $X^{*}$. Then there exists a subsequence $\left(x_{n_{k}}^{*}\right)_{k \geq 1}$ and an $x^{*} \in X^{*}$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle x, x_{n_{k}}^{*}\right\rangle=\left\langle x, x^{*}\right\rangle \text { for all } x \in X . \tag{2.8}
\end{equation*}
$$

Proof. Let $\left(x_{j}\right)_{j \geq 1}$ be a countable set whose linear span $X_{0}$ is dense in $X$ (which is possible by separability). By a diagonal argument we find a subsequence $\left(x_{n_{k}}^{*}\right)_{k \geq 1}$ such that the limit $\phi\left(x_{j}\right):=\lim _{k \rightarrow \infty}\left\langle x_{j}, x_{n_{k}}^{*}\right\rangle$ exists for all $j \geq 1$. Then, the limit $\phi(x):=\lim _{k \rightarrow \infty}\left\langle x, x_{n_{k}}^{*}\right\rangle$ exists for all $x \in X_{0}$, which follows from linearity. It is easy to see that $x \mapsto \phi(x)$ is a bounded linear map from $X_{0} \rightarrow \mathbb{R}$. Since $X_{0}$ is dense in $X$, we can obtain a unique bounded extension of $\phi$ of the same norm, which we also denote by $\phi$. Since the operators $\left\langle\cdot, x_{n_{k}}^{*}\right\rangle$ are uniformly bounded, we obtain that $\phi(x)=\lim _{k \rightarrow \infty}\left\langle x, x_{n_{k}}^{*}\right\rangle$ for all $x \in X$. Therefore, $x^{*}:=\phi$ has the required properties.

We can obtain a very useful corollary from this proposition. For example, one can identify a candidate limit from having a bounded sequence of certain approximate solutions to a PDE, using this corollary.

Corollary 2.1. Let $X$ be a separable reflexive Banach space and $\left(x_{n}\right)_{n \geq 1}$ a bounded sequence on $X$. Then, there exists a subsequence $\left(x_{n_{k}}\right)_{k \geq 1}$ and an $x \in X$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle x_{n_{k}}, x^{*}\right\rangle=\left\langle x, x^{*}\right\rangle \text { for all } x^{*} \in X^{*} . \tag{2.9}
\end{equation*}
$$

Proof. We first note $X^{*}$ is also separable, since $X$ is reflexive and separable. This allows us to apply Proposition 2.4 with $X^{*}$ as our normed space and $\left(x_{n}\right)_{n \geq 1}$ as our bounded sequence, which is possible by reflexivity. We immediately obtain a subsequence $\left(x_{n_{k}}\right)_{k \geq 1}$ and an $x \in X$ such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\langle x_{n_{k}}, x^{*}\right\rangle=\left\langle x, x^{*}\right\rangle \text { for all } x^{*} \in X^{*} . \tag{2.10}
\end{equation*}
$$

This finishes the proof.
We proceed to prove one extra lemma related to weakly convergent sequences, which will be useful in proving existence of the SPDEs we consider. Recall that for any weakly convergent sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ we have the following bound:

$$
\begin{equation*}
\|x\|_{X} \leq \liminf \left\|x_{n}\right\|_{X} . \tag{2.11}
\end{equation*}
$$

We can generalize the above bound in a special way that is needed for one of the results in this thesis. Let $\Omega$ be a probability space and $H$ be a separable Hilbert space. Then we have the following:

Lemma 2.2. Suppose a sequence $\left(u^{(n)}\right)_{n \geq 1}$ converges weakly to $u$ in $L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right.$ ). Then, for any weight $w:[0, T] \times \Omega \rightarrow[0, \infty)$ with $w \leq 1$, we have the following inequality:

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{H}^{2} w_{t} \mathrm{~d} t \leq \liminf \mathbb{E} \int_{0}^{T}\left\|u_{t}^{(n)}\right\|_{H}^{2} w_{t} \mathrm{~d} t \tag{2.12}
\end{equation*}
$$

Proof of Lemma 2.2. Let $v \in L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right)$. By definition of weak convergence, we then have:

$$
\lim _{n \rightarrow \infty}\left\langle u^{(n)}, v\right\rangle=\langle u, v\rangle .
$$

Now, consider the following:

$$
\begin{align*}
\lim _{n \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left(u_{t}^{(n)}, v_{t}\right)_{H} w_{t} \mathrm{~d} t & =\lim _{n \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left(u_{t}^{(n)}, w_{t} v_{t}\right)_{H} \mathrm{~d} t  \tag{2.13}\\
& =\mathbb{E} \int_{0}^{T}\left(u_{t}, w_{t} v_{t}\right)_{H} \mathrm{~d} t
\end{align*}
$$

where the last line follows since $w v \in L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right)$. Now, we can consider the LHS and RHS as duality pairings between the spaces $L^{2}\left(\Omega ; L^{2}([0, T] ; w ; H)\right.$ ) and $L^{2}\left(\Omega ; L^{2}([0, T] ; w ; H)\right.$ ). Therefore,

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left(u_{t}, v_{t}\right)_{H} w_{t} \mathrm{~d} t \leq \liminf \left\|u^{(n)}\right\|_{L^{2}\left(\Omega ; L^{2}([0, T] ; w ; H)\right)}\|v\|_{L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right)} \tag{2.14}
\end{equation*}
$$

We can therefore conclude that the lemma holds.

### 2.2. Stochastc integration theory

The main motivation to study stochastic integration theory is to study stochastic differential equations. One could consider the following ODE:

$$
\begin{equation*}
\frac{\mathrm{d} u_{t}}{\mathrm{~d} t}=f\left(t, u_{t}\right)+\xi(t), u(0)=u_{0}, \tag{2.15}
\end{equation*}
$$

where $\xi(t)$ is some kind of forcing signal. In many situations in nature, it is reasonable to assume that $\xi$ is a random signal. For instance, the Langevin equation (also called the Ornstein-Uhlenbeck process by mathematicians)

$$
m \frac{\mathrm{~d}^{2} x_{t}}{\mathrm{~d} t^{2}}=-6 \pi \mu a \frac{\mathrm{~d} x}{\mathrm{~d} t}+\xi(t)
$$

describes the motion of a particle of radius $a$ suspended in a liquid with viscosity $\mu$ with Gaussian white noise $\xi(t)$, see [25] (translated version [27]). Using the theory of stochastic integration introduced by Kyoshi Itô, we can give rigorous meaning to the above equation [18]. For other motivations to study stochastic differential equations and stochastic integration theory, see for instance the introduction of [30].

Of course, we can consider stochastic forcings for PDEs as well. This leads to the study of SPDEs, which we briefly touched upon in the exposition. To make sense of the SPDEs that we are going to study, we need a theory of stochastic integration in Hilbert spaces. Suppose one is given an SPDE of the form

$$
\frac{\partial u_{t}}{\partial t}=\Delta u_{t}+\xi(t, x),
$$

where $\xi(t, x)$ is a white noise in space and time (this is a stochastich heat equation). The aim is then to reformulate this SPDE as a function-space valued ODE, just as in the deterministic setting. The function spaces we consider in this master's thesis are almost always Hilbert spaces. We can give meaning to the white noise ${ }^{1}$ by using stochastic integration theory in Hilbert spaces.

### 2.2.1. Stochastic integration in $\mathbb{R}^{d}$

For a primer on stochastic integration theory in $\mathbb{R}^{d}$ we refer to [19]. We also refer to the short callback in [28].

### 2.2.2. Gaussian measure theory and infinite dimensional Wiener processes

The goal of this subsection is to introduce enough theory so that we can build the stochastic integral for Hilbert spaces in the next section. We start of by recalling the definition of an $\mathbb{R}$-valued Wiener process (also called Brownian motion sometimes).

Definition 2.4. A stochastic process $\left\{W_{t}\right\}_{t \geq 0}$ is called a Wiener process whenever the following four properties hold:

1. $W(0)=0$ a.s.
2. $W(t)-W(s) \sim \mathscr{N}(0, t-s)$ for all $t \geq s \geq 0$.

[^1]3. For any finite collection of time points $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$, the collection $W_{t_{n}}-W_{t_{n-1}}$, $W_{t_{n-1}}-W_{t_{n-2}}, \ldots, W_{t_{1}}$ is independent.
4. The paths $t \mapsto W_{t}$ are continuous a.s.

It is not straightforward how one should extend the second property. One standard characterization of the normal distribution is that it has Gaussian density. However, this does not work in infinite dimensions, since there exists no infinite dimensional Lebesgue measure. Therefore, we will introduce infinite dimensional Wiener processes using a different approach, namely Gaussian measures. To this end, let $(U,(\cdot, \cdot))$ be a separable Hilbert space.

Definition 2.5. A probability measure $\mu$ on $(U,(\cdot, \cdot))$ is said to be Gaussian whenever the measure $\mu \circ l^{-1}$ has Gaussian density for all $l \in U^{*}$, that is,

$$
\mu(l \in A)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{A} e^{-\frac{(x-m)^{2}}{2 \sigma^{2}}} \mathrm{~d} x \quad \text { for all } A \in \mathscr{B}(\mathbb{R})
$$

where $m \in \mathbb{R}$ and $\sigma>0$, and $\mathscr{B}(\mathbb{R})$ denotes the Borel $\sigma$-algebra on $\mathbb{R}$.
If one takes $U=\mathbb{R}^{d}$, where $d \geq 1$, and $X$ is an $\mathbb{R}^{d}$-valued Gaussian random variable, we can find that the above definition also holds for $X$. Indeed, for any $a \in \mathbb{R}^{d}, a \cdot X$ is normally distributed with mean zero. Since any linear functional in $U^{*}$ can be identified with some $a \in \mathbb{R}^{d}$, we obtain the above definition. This gives a hint that the new definition is indeed the 'right' one.

It turns out that Gaussian measures can be characterized by a mean $m \in U$ and a nonnegative, symmetrice, finite trace, covariance matrix $Q \in L(U)$, just as in the real case. We have the following theorem:

Theorem 2.1. A measure $\mu$ on a separable Hilbert space $(U,(\cdot, \cdot))$ is Gaussian if and only if

$$
\widehat{\mu}(u)=\int_{U} e^{i(u, v)} \mathrm{d} \mu=e^{i(m, u)-\frac{1}{2}(Q u, u)}, \quad u \in U,
$$

where $m \in U, Q \in L(U)$ is nonnegative, symmetric and with finite trace.
Proof. See [28, Theorem 2.1.2, p. 10].
From now on, we will denote a Gaussian measure $\mu$ as $N(m, Q)$ where $m$ and $Q$ are specified using the above theorem. However, this theorem does not show us if we can form any Gaussian measure given arbitrary $m \in U$ and $Q \in L(U)$. It turns out that this is also possible, which will be helpful to define the infinite dimensional Wiener process.

Proposition 2.5. Let $(U,(\cdot, \cdot))$ be a separable Hilbert space, $m \in U$ and $Q \in L(U)$ be nonnegative, symmetric with $\operatorname{tr} Q<\infty$. Let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $U$, consisting of the eigenvectors of $Q$ with corresponding eigenvalues $\lambda_{k}$, where $k \in \mathbb{N}$. Then, a $U$-valued random variable $X$ is Gaussian with $\mathbb{P} \circ X^{-1}=N(m, Q)$ if and only if

$$
X=\sum_{k=1}^{\infty} \sqrt{\lambda_{k}} \beta_{k} e_{k}+m
$$

where $\left\{\beta_{k}\right\}_{k \in \mathbb{N}}$ are independent real-valued standard normal random variables. Furthermore, the above series converges in $L^{2}(\Omega ; U)$.

This leads to the following corollary:
Corollary 2.2. Let $Q$ be a nonnegative and symmetric operator in $L(U)$ with finite trace and let $m \in U$. Then there exists a Gaussian measure $\mu=N(m, Q)$ on $(U,(\cdot, \cdot))$.

Proof of proposition 2.5. See [28, Proposition 2.1.6, p. 14].
This allows us to introduce the definition of the infinite dimensional Wiener process on a Hilbert space.

Definition 2.6. Let $(U,(\cdot, \cdot))$ be a separable Hilbert space. A $U$-valued stochastic process $\{W(t)\}_{t \in[0, T]}$ is called a $Q$-Wiener process if:

1. $W(0)=0$ a.s.
2. $W(t)-W(s) \sim N(0,(t-s) Q)$ for all $t \geq s \geq 0$
3. For any finite collection of time points $0 \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n}$, the collection $W_{t_{n}}-W_{t_{n-1}}$, $W_{t_{n-1}}-W_{t_{n-2}}, \ldots, W_{t_{1}}$ is independent.
4. The paths $t \mapsto W_{t}$ are continuous a.s.

The existence of such a process can be derived from the real case. The interested reader is again referred to $[10,28]$. Ideally, we would like to set $Q=I$, but this is not possible in the current setting, since the identity operator does not have finite trace. If we go back to Definition 2.5, this means that it is not possible to seek convergence for

$$
\sum_{k=1}^{\infty} \beta_{k}(t) e_{k}
$$

in $L^{2}\left(\Omega ; L^{2}([0, T] ; U)\right)$. Using Hilbert-Schmidt embedding, we can let the above series converge in a different space, and therefore define the infinite dimensional version of the Wiener process for traceless $Q$. This type of Wiener process is called the cylindricalWiener process. We will only consider setting $Q=I$, though it is also possible to take other traceless $Q$. It is also clear that the identity operator $I$ is nonnegative and symmetric. Then we have the following proposition:

Proposition 2.6. Let $(U,(\cdot, \cdot))$ be a separable Hilbert space. Let $\left\{e_{k}\right\}_{k \in \mathbb{N}}$ be an orthonormal basis of $U$ and $\left\{\beta_{k}\right\}_{k \in \mathbb{N}}$ be a family of independent, real-valued Brownian motions. Let $\left(U_{1},(\cdot, \cdot)\right)$ be a further separable Hilbert space such that $U$ is Hilbert-Schmidt embedded in $U_{1}$, i.e. $U \subseteq U_{1}$ and $J: U \rightarrow U_{1}$ is Hilbert-Schmidt. Last but not least, define $Q_{1}=J J^{*}$, which is nonnegative and symmetric with finite trace and $Q_{1} \in L\left(U_{1}\right)$. Then, the series

$$
\begin{equation*}
W(t)=\sum_{k=1}^{\infty} \beta_{k}(t) J e_{k}, \quad t \in[0, T] \tag{2.16}
\end{equation*}
$$

converges in $L^{2}\left(\Omega ; L^{\infty}\left([0, T] ; U_{1}\right)\right)$ and defines a $Q_{1}$-Wiener process on $U_{1}$. Moreover, we have $Q_{1}^{\frac{1}{2}}\left(U_{1}\right)=J(U)$ and for all $u \in U$,

$$
\|u\|_{U}=\left\|Q_{1}^{\frac{1}{2}} J u\right\|_{U_{1}}=\|J u\|_{Q_{1}^{2}\left(U_{1}\right)} .
$$

Proof. See [28, Proposition 2.5.2, p. 50].
Remark 2.1. One can also introduce Hilbert space-valued Wiener processes through isonormal processes. See for instance [37].

### 2.2.3. Stochastic integration in Hilbert spaces

Having made sense of the Wiener process in separable Hilbert spaces, we are in the position to introduce the stochastic integral. We will do this through 4 steps, which mimick the construction in the real case:

Step 1: Defining the stochastic integral for a certain class of elementary $L(U, H)$-valued processes.

Step 2: Prove an Itô isometry and use the isometry to extend the integral to a larger class of integrands.

Step 3: Identify the extension.
Step 4: Extend the stochastic integral through localization.
The construction we give follows [28]. Throughout this section, $H$ and $U$ are assumed to be separable Hilbert spaces.

## Step 1:

Let $\phi: \mathbb{R}_{+} \times \Omega \rightarrow L(U, H)$ be an adapted elementary process of finite rank. That is, $\phi$ is a linear combination of processes of the form

$$
1_{(s, t] \times F}(u \otimes h)
$$

where $0 \leq s<t, F \in \mathscr{F}_{s}, u \in U, h \in H$ and $u \otimes h$ is a linear operator $u \otimes h: U \rightarrow H$ such that $(u \otimes h) u^{\prime}=\left(u, u^{\prime}\right) h$ for all $u^{\prime} \in U$. We can then define the stochastic integral against a cylindrical Wiener process $W$ by setting

$$
\int_{0}^{\infty} 1_{(s, t] \times F}(u \otimes h) \mathrm{d} W:=1_{F}(W(t)-W(s), u) \otimes h
$$

and extend this to all adapted elentary processes of finite rank by linearity.

## Step 2:

Let $\phi$ be an adapted elementary process of finite rank. We can write $\phi$ as

$$
\phi=\sum_{n=1}^{N} 1_{\left(t_{n-1}, t_{n}\right]} \sum_{m=1}^{M} 1_{F_{m n}} \sum_{j=1}^{k} u_{j} \otimes h_{j m n}
$$

where $\left(u_{j}\right)_{j=1}^{k}$ is an orthonormal system of $U$, for each $1 \leq n \leq N$, the sets $F_{m n}, 1 \leq m \leq M$, are disjoint and belong to $\mathscr{F}_{t_{n-1}}$. Finally, $h_{j m n} \in H$. We see that

$$
\begin{equation*}
\int_{0}^{\infty} \phi \mathrm{d} W=\sum_{n, m, j=1}^{N, M, k} 1_{F_{m n}}\left(W\left(t_{n}\right)-W\left(t_{n}\right), u_{j}\right) \otimes h_{j m n} \tag{2.17}
\end{equation*}
$$

We use the inner product structure of the Hilbert space $H$ to obtain the following isometry:

$$
\begin{align*}
\mathbb{E}\left\|\int_{0}^{\infty} \phi \mathrm{d} W\right\|_{H}^{2} & =\mathbb{E}\left\|\sum_{n, m, j=1}^{N, M, k} 1_{F_{m n}}\left(W\left(t_{n}\right)-W\left(t_{n-1}\right), u_{j}\right) \otimes h_{j m n}\right\|_{H}^{2} \\
& \stackrel{(*)}{=} \sum_{n, m, j=1}^{N, M, k}\left(t_{n}-t_{n-1}\right) \mathbb{E}\left[1_{F m n}\left\|h_{j m n}\right\|_{H}^{2}\right]  \tag{2.18}\\
& =\mathbb{E} \int_{0}^{\infty}\left\|\phi_{t}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} t .
\end{align*}
$$

In the (*) step, we use that $W$ is a Wiener process, orthonormality of the collection $\left(u_{j}\right)_{j=1}^{k}$ and adaptedness of $\phi$. For details, see [28].

## Step 3:

Let $\mathscr{E}$ be the class of all adapted finite rank elementary processes. Then, the above isometry can be used to extend the stochastic integral to the closure of $\mathscr{E}$, which turns out to be all progressively measurable $\phi: \mathbb{R}_{+} \times \Omega \rightarrow L_{2}(U, H)$ such that $\mathbb{E} \int_{0}^{\infty}\left\|\phi_{t}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} t<\infty$. We will not prove this here, but refer to [28].

## Step 4:

The above stochastic integral can also be extended to integrands $\phi: \mathbb{R}_{+} \times \Omega \rightarrow L_{2}(U, H)$ for which $\phi$ is progressively measurable and $\mathbb{P}\left(\int_{0}^{\infty}\left\|\phi_{t}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} t<\infty\right)$, again see [28].

We will also state Burkholder's inequality, arguably the most important inequality of this master's thesis:

Theorem 2.2. Let $(U,(\cdot, \cdot))$ and $(H,(\cdot, \cdot))$ be separable Hilbert spaces. Then, for any progressively measurable $\phi: \mathbb{R}_{+} \times \Omega \rightarrow L_{2}(U, H)$ and $0<p<\infty$, there exists a constant $C$ only depending on $p$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{t \geq 0}\left\|\int_{0}^{t} \phi \mathrm{~d} W\right\|_{H}^{p} \leq C\|\phi\|_{L^{p}\left(\Omega ; L^{2}\left(\mathbb{R}_{+} ; L_{2}(U, H)\right)\right)}^{p} \tag{2.19}
\end{equation*}
$$

Proof. See [12].

### 2.2.4. Itô formulas for the square norm and $p$-norm

A cornerstone of much of the study of stochastic differential equations is Itô's lemma. For example, Itô's lemma allows us to verify solutions of stochastic differential equations and prove certain important theorems such as the martingale representation theorem and the Burkholder-Davis-Gundy inequalities. Seeing that we are interested in obtaining solutions of SPDEs, it is therefore desirable to produce a similar formula in an infinite-dimensional setting. We give such a result for the square norm and subsequentially for the $p$-th norm where $p \geq 2$. The results in the next chapters crucially hinge on the Itô formulas presented here.

In the sequel we assume that $\left(V, H, V^{*}\right)$ is a Gelfand triple. That is, $V$ is a reflexive Banach space with its dual $V^{*}$ and $H$ is a Hilbert space such that $V$ is densely embedded in $H$ (from which it follows that $H^{*}$ is densely embedded in $V^{*}$ ). We have the following two theorems:
Theorem 2.3. Let $\alpha \in(1, \infty), X_{0} \in L^{2}\left(\Omega ; \mathscr{F}_{0}, \mathbb{P} ; H\right)$ and $Y \in L^{\frac{\alpha}{\alpha-1}}\left([0, T] \times \Omega ; \mathrm{d} t \otimes \mathbb{P} ; V^{*}\right), Z \in$ $L^{2}\left([0, T] \times \Omega ; \mathrm{d} t \otimes \mathbb{P} ; L_{2}(U, H)\right)$, both progressively measurable. Define the following continuous $V^{*}$-valued process

$$
X(t)=X_{0}+\int_{0}^{t} Y(s) \mathrm{d} s+\int_{0}^{t} Z(s) \mathrm{d} W(s), \quad t \in[0, T] .
$$

Iffor its $\mathrm{d} t \otimes \mathbb{P}$-equivalence class $\hat{X}$ we have $\hat{X} \in L^{\alpha}([0, T] \times \Omega ; \mathrm{d} t \otimes \mathbb{P} ; V)$ and if $\mathbb{E}\left(\|X(t)\|_{H}^{2}\right)<\infty$ for $\mathrm{d} t$-a.e. $t \in[0, T]$ then $X$ is a continuous $H$-valued $\mathscr{F}_{t}$-adapted process and the following

Itô-formula holds for the square of its $H$-norm $\mathbb{P}$-a.s.:

$$
\begin{align*}
\|X(t)\|_{H}^{2}= & \left\|X_{0}\right\|_{H}^{2}+\int_{0}^{t}\left(2\langle Y(s), \bar{X}(s)\rangle_{V}+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s \\
& +2 \int_{0}^{t}(X(s), Z(s) \cdot) \mathrm{d} W(s) \quad \text { for all } t \in[0, T], \tag{2.20}
\end{align*}
$$

where $\bar{X}$ is a $V$-valued progressively measurable version of $X$.
Proof. See [28, Theorem 4.2.5, p. 91] or [34, Theorem 3.2, p. 73].
We can generalize the above theorem to any $p \in[2, \infty)$
Theorem 2.4. Let $p \in[2, \infty), \alpha \in(1, \infty), X_{0} \in L^{p}\left(\Omega ; \mathscr{F}_{0}, \mathbb{P} ; H\right)$ and $Y \in L^{\frac{\alpha}{\alpha-1}}([0, T] \times \Omega ; \mathrm{d} t \otimes$ $\left.\mathbb{P} ; V^{*}\right), Z \in L^{2}\left([0, T] \times \Omega ; \mathrm{d} t \otimes \mathbb{P} ; L_{2}(U, H)\right)$, both progressively measurable. Define the following continuous $V^{*}$-valued process

$$
X(t)=X_{0}+\int_{0}^{t} Y(s) \mathrm{d} s+\int_{0}^{t} Z(s) \mathrm{d} W(s), \quad t \in[0, T] .
$$

Iffor its $\mathrm{d} t \otimes P$-equivalence class $\hat{X}$ we have $\hat{X} \in L^{\alpha}([0, T] \times \Omega ; \mathrm{d} t \otimes \mathbb{P} ; V)$ and if $\mathbb{E}\left(\|X(t)\|_{H}^{2}\right)<\infty$ for $\mathrm{d} t$-a.e. $t \in[0, T]$, then $X$ is a continuous $H$-valued $\mathscr{F}_{t}$-adapted process and the following Itô-formula holds $\mathbb{P}$-a.s.:

$$
\begin{align*}
\|X(t)\|_{H}^{p}= & \left\|X_{0}\right\|_{H}^{p}+p \int_{0}^{t}\|X(s)\|_{H}^{p-2}(X(s), Z(s) \cdot) \mathrm{d} W_{s} \\
& +\frac{p(p-2)}{2} \int_{0}^{t}\|X(s)\|_{H}^{p-4}\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \mathrm{~d} s  \tag{2.21}\\
& +\frac{p}{2} \int_{0}^{t}\|X(s)\|_{H}^{p-2}\left(2\langle Y(s), \bar{X}(s)\rangle+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s \quad \text { for all } t \in[0, T],
\end{align*}
$$

where $\bar{X}$ is a $V$-valued progressively measurable version of $X$.
Proof. Since $X_{0} \in L^{p}\left(\Omega ; \mathscr{F}_{0} ; H\right) \subseteq L^{2}\left(\Omega ; \mathscr{F}_{0} ; H\right)$ for any $p \in[2, \infty)$, we can apply Theorem 2.3. Therefore, we obtain continuity and $\mathscr{F}_{t}$-adaptedness for $X$ as an $H$-valued process. We also obtain the formula stated in Theorem 2.3:

$$
\begin{align*}
\|X(t)\|_{H}^{2}= & \left\|X_{0}\right\|_{H}^{2}+\int_{0}^{t}\left(2\langle Y(s), \bar{X}(s)\rangle_{V}+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s \\
& +2 \int_{0}^{t}(X(s), Z(s) \cdot) \mathrm{d} W(s), \quad \text { for all } t \in[0, T], \tag{2.22}
\end{align*}
$$

Now, observe that this formula implies that $\|X(t)\|_{H}^{2}$ is a real-valued local semi-martingale. We can therefore apply the real-valued version of Itô's lemma [19, theorem 3.3, p. 149]. Since $f(x)=x^{\frac{p}{2}}$ is not $C^{2}$ for $p \in(2,4)$, we use an approximating sequence of $C^{2}$ functions $f_{\varepsilon}(x)=\left(x^{2}+\varepsilon\right)^{\frac{p}{4}}$, where $\varepsilon>0$. It is clear that the theorem holds for $p \in[4, \infty)$. For exposition, we first calculate the relevant derivatives of $f_{\varepsilon}$. These are

$$
\begin{equation*}
f_{\varepsilon}^{\prime}(x)=\frac{p}{2}\left(x^{2}+\varepsilon\right)^{\frac{p}{4}-1} x \tag{2.23}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\varepsilon}^{\prime \prime}(x)=\frac{p}{2}\left(x^{2}+\varepsilon\right)^{\frac{p}{4}-1}+p\left(\frac{p}{4}-1\right)\left(x^{2}+\varepsilon\right)^{\frac{p}{4}-2} x^{2} . \tag{2.24}
\end{equation*}
$$

Using these derivatives, we can apply Itô's lemma. This results in:

$$
\begin{align*}
&\left(\|X(t)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}} \\
&=\left(\left\|X_{0}\right\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}}+p \underbrace{\int_{0}^{t}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\|X(s)\|_{H}^{2}(X(s), Z(s) \cdot) \mathrm{d} W_{s}}_{\mathrm{A}} \\
&+\frac{p}{2} \underbrace{\int_{0}^{t}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\|X(s)\|_{H}^{2}\left(2\langle Y(s), \bar{X}(s)\rangle+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s}_{\mathrm{B}} \\
&+2 \underbrace{\int_{0}^{t}\left[p\left(\frac{p}{4}-1\right)\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-2}\|X(s)\|_{H}^{4}+\frac{p}{2}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\right]\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \mathrm{~d} s}_{\mathrm{C}} \tag{2.25}
\end{align*}
$$

We will take the limit in probability by taking $\varepsilon \rightarrow 0$ on both sides. By considering subsequences, we obtain the formula stated in the theorem. Therefore, we inspect terms $A, B$ and $C$ individually.

For term $\triangle A$, we use the Itô isometry. Therefore, it suffices to show the following:

$$
\begin{equation*}
\mathbb{E} \int_{0}^{t}\left[\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\|X(s)\|_{H}^{2}-\|X(s)\|_{H}^{p-2}\right]^{2}\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \mathrm{~d} s \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{2.26}
\end{equation*}
$$

We will show this by using the dominated convergence theorem. Taking $\varepsilon>0$ small, we have the following bound:

$$
\begin{align*}
& \left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p-4}{4}}\|X(s)\|_{H}^{2}-\|X(s)\|_{H}^{p-2} \\
& \leq\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p-2}{4}}-\|X(s)\|_{H}^{p-2} \\
& \leq C\left(\|X(s)\|_{H}^{p-2}+\varepsilon^{\frac{p-2}{4}}\right)  \tag{2.27}\\
& \leq C\left(\|X(s)\|_{H}^{p-2}+M\right),
\end{align*}
$$

where the third line follows since $p \in[2, \infty)$. Since $X$ is continuous in $H$, the above multiplied by $\left\|Z^{*} X\right\|_{U}^{2}$, is integrable in $t$ a.s. Therefore, we can apply the DCT to obtain the limit (2.26). Therefore, we have shown the following:

$$
\begin{align*}
\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \mathbb{\mathrm { A }} & =\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \int_{0}^{t}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\|X(s)\|_{H}^{2}(X(s), Z(s) \cdot) \mathrm{d} W_{s}  \tag{2.28}\\
& =\int_{0}^{t}\|X(s)\|_{H}^{p-2}(X(s), Z(s) \cdot) \mathrm{d} W_{s} .
\end{align*}
$$

The limits need to be interpreted as limits in probability. We continue with term $B$. The integrand in $B$ can be dominated in a similar way as in (2.27). This results in:

$$
\begin{align*}
& \left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p-4}{4}}\|X(s)\|_{H}^{2}\left(2\langle Y(s), \bar{X}(s)\rangle+\|Z(s)\|_{L_{2}(U, H)}^{2}\right)  \tag{2.29}\\
& \leq C\left(\|X(s)\|_{H}^{p-2}+M\right)\left(2\|Y(s)\|_{V^{*}}\|\bar{X}(s)\|_{V}+\|Z(s)\|_{L_{2}(U, H)}^{2}\right)
\end{align*}
$$

Therefore, if we pick the RHS as dominating function for the DCT, we only need to check integrability. Indeed,

$$
\begin{align*}
& \int_{0}^{t} C\left(\|X(s)\|_{H}^{p-2}+M\right)\left(2\|Y(s)\|_{V^{*}}\|\bar{X}(s)\|_{V}+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s \\
& \leq C\left(\sup _{t \in[0, T]}\|X(t)\|_{H}^{p-2}+M\right) \int_{0}^{t} 2\|Y(s)\|_{V^{*}}\|\bar{X}(s)\|_{V}+\|Z(s)\|_{L_{2}(U, H)}^{2} \mathrm{~d} s \\
& \leq C\left(\sup _{t \in[0, T]}\|X(t)\|_{H}^{p-2}+M\right)\left(2\left(\int_{0}^{t}\|Y(s)\|_{V^{*}}^{\frac{\alpha}{\alpha-1}}\right)^{\frac{\alpha-1}{\alpha}}\left(\int_{0}^{t}\|\bar{X}(s)\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{1}{\alpha}}\right.  \tag{2.30}\\
& \left.\quad+\int_{0}^{t}\|Z(s)\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right) .
\end{align*}
$$

Since $X$ is continuous, $Y \in L^{\frac{\alpha}{\alpha-1}}\left(\Omega \times[0, T] ; V^{*}\right), X \in L^{\alpha}(\Omega \times[0, T] ; V)$ and $Z \in L^{2}\left(\Omega \times[0, T] ; L_{2}(U, H)\right)$, all above quantities are finite $\mathbb{P}$-a.s. Therefore, we can apply the DCT for term $B$. This results in:

$$
\begin{align*}
\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \sqrt{\mathrm{~B}} & =\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \int_{0}^{t}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p-4}{4}}\|X(s)\|_{H}^{2}\left(2\langle Y(s), \bar{X}(s)\rangle+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \\
& =\int_{0}^{t}\|X(s)\|_{H}^{p-2}\left(2\langle Y(s), \bar{X}(s)\rangle+\|Z(s)\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s . \tag{2.3.3}
\end{align*}
$$

Here, the limits should also be interpreted as limits in probability. We are only left to treat term $\triangle C$. We will do this again by using the DCT. First note by the Cauchy-Schwarz inequality and some other elementary inequalities, that for all $\varepsilon>0$ small enough, there exists $C \geq 0$ such that:

$$
\begin{align*}
& \left|p\left(\frac{p}{4}-1\right)\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-2}\|X(s)\|_{H}^{4}+\frac{p}{2}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\right|\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \\
& \leq p\left(\frac{p-2}{4}\right)\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \\
& \leq p\left(\frac{p-2}{4}\right)\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p-2}{4}}\|Z(s)\|_{L_{2}(U, H)}^{2}  \tag{2.32}\\
& \leq C p\left(\frac{p-2}{4}\right)\left(\|X(s)\|_{H}^{p-2}+M\right)\|Z(s)\|_{L_{2}(U, H)}^{2},
\end{align*}
$$

where the last line follows since $p>2$. By similar arguments for terms $A$ and $B$, the last
quantity is integrable. Therefore, we can apply the DCT to conclude:

$$
\begin{align*}
& \mathbb{P}-\lim _{\varepsilon \rightarrow 0} \widehat{\mathrm{C}} \\
& =\mathbb{P}-\lim _{\varepsilon \rightarrow 0} \int_{0}^{t}\left[p\left(\frac{p}{4}-1\right)\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-2}\|X(s)\|_{H}^{4}+\frac{p}{2}\left(\|X(s)\|_{H}^{4}+\varepsilon\right)^{\frac{p}{4}-1}\right]\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \mathrm{~d} s \\
& =p\left(\frac{p-2}{4}\right) \int_{0}^{t}\|X(s)\|_{H}^{p-4}\left\|Z(s)^{*} X(s)\right\|_{U}^{2} \mathrm{~d} s \tag{2.33}
\end{align*}
$$

Again, the limits should be interpreted as limits in probabilty. We can combine all limits and take a subsequence to obtain the Itô formula stated in the theorem, which concludes the proof.

Remark 2.2. It turns out that Theorem 2.3 can be generalized even further than Theorem 2.4. See for example [22].

### 2.3. Standard notions from PDE theory

In this section, we will state some definitions and notation used for elements of PDE theory used in this master's thesis. We will

### 2.3.1. Sobolev spaces

We first state the definition of a Sobolev space on some set $\mathscr{D} \subseteq \mathbb{R}^{d}$.
Definition 2.7. The Sobolev space $W^{k, p}(\mathscr{D})$ is defined as the space of all $u \in L_{\text {loc }}^{1}(\mathscr{D})$ such that for each multiindex $|\alpha| \leq k, D^{\alpha} u$ exists in the weak sense and belongs to $L^{p}(\mathscr{D})$.

We can turn the Sobolev spaces into normed spaces, identifying functions that are equal a.e., by defining

$$
\begin{equation*}
\|u\|_{W^{k, p}(\mathscr{D})}:=\left(\sum_{|\alpha| \leq k} \int_{\mathscr{D}}\left|D^{\alpha} u\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}, \quad \text { for } 1 \leq p<\infty . \tag{2.34}
\end{equation*}
$$

For $p=\infty$, we define

$$
\begin{equation*}
\|u\|_{W^{k, \infty}(\mathscr{O})}:=\sum_{|\alpha| \leq k} \operatorname{ess} \sup _{\mathscr{D}}\left|D^{\alpha} u\right| . \tag{2.35}
\end{equation*}
$$

It is a standard exercise to prove that the Sobolev spaces are Banach spaces. However, unlike the $L^{p}$ spaces, $C_{c}^{\infty}$ functions are not always dense in the Sobolev spaces. Therefore, we make the following separate definition.

Definition 2.8. We let $W_{0}^{k, p}(\mathscr{D})$ be the closure of $C_{c}^{\infty}(\mathscr{D})$ in $W^{k, p}(\mathscr{D})$ under the above norms.
Remark 2.3. The Sobolev spaces for which $p=2$ take a special place in the theory of PDE, because they are Hilbert spaces. They are usually denoted as $H^{k}(\mathscr{D})=W^{k, 2}(\mathscr{D})$. Accordingly, the closure of $C_{c}^{\infty}(\mathscr{D})$ in $W^{k, 2}(\mathscr{D})$ is denoted by $H_{0}^{k}(\mathscr{D})$.

Remark 2.4. We will denote the dual of $H_{0}^{k}(\mathscr{D})$ by $H^{-k}(\mathscr{D})$.

## A coercivity condition for higher order moments

In this chapter we will introduce the new $p$-dependent coercivity condition that will allow us to obtain $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates for solutions of SPDEs in the respective class we study. It must be mentioned that this condition is only a slight generalization of a relatively new coercivity condition introduced in a recent paper by David Šiška and Neelima Varshney [38]. In turn, they extended earlier work by Liu and Röckner, a more extensive summary of which can be found in the introduction. The main novelty of this thesis over the work of Šiška is two-fold: We slightly generalize the coercivity condition as well as obtaining endpoints for $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates. Slightly generalizing the $p$-dependent coercivity condition allows us to distinguish between $p$-dependent and $p$-independent examples such as the stochastic heat equation and the $p$-Laplacian. Furthermore, Šiška and Neelima only obtained almost $p$-th moments, i.e. estimates of type

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\|u\|_{H}^{r p} \tag{3.1}
\end{equation*}
$$

where $r \in(0,1)$, whereas our methods allow for $r=1$. This is because we avoid the use of Lenglart's inequality.

This chapter is structured as follows. We first state the setting and assumptions we use for the SPDEs we study. We then proceed to prove our main workhorse of this thesis, which are a priori estimates on the solution of the SPDEs in our class. Using these a priori estimates, we prove existence and uniqueness using Galerkin approximations. We proceed by extending our framework to additive equations, which will be especially useful when we consider examples. Last but not least, we prove that the results that we have obtained are optimal in the sense that it is not possible to obtain higher moments based on the assumptions we use.

### 3.1. Setting, assumptions and a solution definition

This section will first illustrate the assumptions from which we will build our theory, and define variational solutions for SPDEs. Afterwards, we will give some comments on these assumptions.

Assumptions 3.1. Let $\left(U,(\cdot, \cdot)_{U}\right)$, $\left(H,(\cdot, \cdot)_{H}\right)$ be separable Hilbert spaces and $\left(V,\|\cdot\|_{V}\right)$ a reflexive Banach space embedded continuously and densely in $H$. We denote the dual of $V$ by $V^{*}$ and the duality pairing by $\langle\cdot, \cdot\rangle$. We can then consider the Gelfand triple ( $V, H, V^{*}$ ) where all embeddings are dense and continuous.

Now, consider the SPDE

$$
\begin{equation*}
\mathrm{d} u_{t}=A\left(t, u_{t}\right) \mathrm{d} t+B\left(t, u_{t}\right) \mathrm{d} W_{t}, \tag{3.2}
\end{equation*}
$$

where $A$ is a nonlinear operator

$$
A:[0, T] \times \Omega \times V \rightarrow V^{*}
$$

and B a nonlinear operator

$$
B:[0, T] \times \Omega \times V \rightarrow L_{2}(U, H) .
$$

Both operators are assumed to be progressively measurable. To shorten notation, we will denote $A\left(t, u_{t}\right)$ as $A_{t}\left(u_{t}\right)$ from now on, in which we also surpress the dependence on $\omega \in \Omega$. The same remark holds for $B\left(t, u_{t}\right)$. We consider $\left(W_{t}\right)_{t \in[0, T]}$ to be a $U$-valued cylindrical Wiener process, as defined in the previous chapter, proposition 2.6. Furthermore, it is assumed that there exist constants $\alpha>1, \beta \geq 0, p_{0} \geq \beta+2, \theta>0, K_{c}, K_{A}, K_{B}, K_{\alpha} \geq 0$ and a nonnegative function $f \in L^{\frac{p_{0}}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)$ such that the following five conditions hold for $t \in[0, T]$ a.s.
(H1) (Hemicontinuity) For all $u, v, w \in V, \omega \in \Omega$, the map

$$
\lambda \mapsto\left\langle A_{t}(u+\lambda v, \omega), w\right\rangle_{V}
$$

is continuous.
(H2) (Local weak monotonicity) For all $u, v \in V$,

$$
\begin{gathered}
2\left\langle A_{t}(u)-A_{t}(v), u-v\right\rangle_{V}+\left\|B_{t}(u)-B_{t}(v)\right\|_{L_{2}(U, H)}^{2} \\
\leq K\left(1+\|v\|_{V}^{\alpha}\right)\left(1+\|v\|_{H}^{\beta}\right)\|u-v\|_{H}^{2} .
\end{gathered}
$$

(H3) (Coercivity) For all $v \in V, v \neq 0$,

$$
2\left\langle A_{t}(\nu), v\right\rangle_{V}+\left\|B_{t}(\nu)\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|B_{t}(\nu)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \leq-\theta\|\nu\|_{V}^{\alpha}+f_{t}+K_{c}\|v\|_{H}^{2} .
$$

(H4) (Boundedness 1) For all $v \in V$,

$$
\left\|A_{t}(\nu)\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \leq K_{A}\left(f_{t}+\|v\|_{V}^{\alpha}\right)\left(1+\|v\|_{H}^{\beta}\right) .
$$

(H5) (Boundedness 2) For all $v \in V$,

$$
\left\|B_{t}(v)\right\|_{L_{2}(U, H)}^{2} \leq\left(f_{t}+K_{B}\|v\|_{H}^{2}+K_{\alpha}\|v\|_{V}^{\alpha}\right) .
$$

Remark 3.1. Most conditions are fairly standard and appear in previous works that treat the variational approach to SPDEs [31] [23] [28]. The coercivity condition we use is slightly more general than the one in Šiška and Neelima's paper, which is as follows:

$$
\begin{equation*}
2\left\langle A_{t}(\nu), v\right\rangle+\left(p_{0}-1\right)\left\|B_{t}(\nu)\right\|_{L_{2}(U, H)}^{2} \leq-\theta\|v\|_{V}^{\alpha}+f_{t}+K_{c}\|v\|_{H}^{2} . \tag{3.3}
\end{equation*}
$$

Whenever Šiška and Neelima's condition holds, we can derive our coercivity condition H3 using Cauchy-Schwarz and the operator adjoint isometry for Hilbert-Schmidt operators. We have also introduced an extra condition, H5, which bounds the norm $\left\|B_{t}(\nu)\right\|_{L_{2}(U, H)}^{2}$. In most other works [28][23], this bound is only mentioned as an extra assumption in the main theorems. We also use a slightly more general bound, taking inspiration from recent work by Brzezniak, Liu and Zhang [4]. Last but not least, we mention that the constant $\beta$ allows us to incorporate some polynomial growth in the operator $A$.
Remark 3.2. In most cases, $\alpha=2, \beta=0, K_{B}=0$ and $f=0$. This is for example the case in the stochastic heat equation treated in the next chapter.
Having laid out the assumptions from which we will work, we need to define what it means to be a solution to equation (3.2).
Definition 3.1. Given the assumptions in assumptions 3.1, let $u_{0} \in L^{p_{0}}(\Omega ; H)$ be the initial condition to (3.2). An adapted, continuous $H$-valued process $u$ is called a solution of the stochastic evolution equation (3.2) if:

1. $\mathrm{d} t \times \mathbb{P}$ almost everywhere $u \in V$ and

$$
\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t<\infty \quad \text { a.s. }
$$

2. For every $t \in[0, T]$, $\mathbb{P}$-a.s.,

$$
u_{t}=u_{0}+\int_{0}^{t} A_{s}\left(u_{s}\right) \mathrm{d} s+\int_{0}^{t} B_{s}\left(u_{s}\right) \mathrm{d} W_{s},
$$

where the $u_{s}$ on the RHS is taken to be a progressively measurable version to ensure the stochastic integral exists.

### 3.2. A priori estimates on the solution

We first present a priori estimates (which we will also call energy estimates occasionally) on the solution of SPDE (3.2) under assumptions H3, H4 and H5. These are estimates under the solution that SPDE (3.2) indeed has a solution. Eventhough this might seem superfluous, a priori estimates will later help us to prove existence and uniqueness for SPDE (3.2). The a priori estimates are summarized in the following theorem:
Theorem 3.1. Suppose $u$ is a solution of equation (3.2) with initial condition $u_{0} \in L^{p_{0}}(\Omega ; H)$ and assumptions $\mathrm{H} 3, \mathrm{H} 4$ and H 5 hold. Then, for all $p \in\left[2, p_{0}\right]$, there exists a constant $C$ depending on $\theta, \alpha$, and $p$ such that

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{H}^{p-2}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t\right)^{\frac{p}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{t} \mathrm{~d} t\right)^{\frac{p}{2}}\right) \tag{3.4}
\end{align*}
$$

If we assume that $K_{B}=K_{C}=0$ in H 3 and H 5 , we can make energy estimates with constants that do not on $p$. This will be commented on in the remark after the next proof.

Proof of Theorem 1. The above estimate can be proven by proving the inequality for each term on the LHS individually. Before we do this, we first lay out some general estimates that will be useful for all three terms. To this end, suppose that $u$ is a solution of equation (3.2). We introduce a sequence of stopping times to apply the function $\|\cdot\|_{H}^{p}$ to $u$ by using theorem 2.4. Fix $S \in(0, T]$ and consider the following sequence of stopping times:

$$
\begin{equation*}
\tau_{n}=\inf \left\{t \in[0, S]:\left\|u_{t}\right\|_{H}>n\right\} \wedge \inf \left\{t \in[0, S]: \int_{0}^{t}\left\|u_{s}\right\|_{V}^{\alpha} d s \geq n\right\} \wedge S \tag{3.5}
\end{equation*}
$$

where $n \in \mathbb{N}$. It is clear that $\tau_{n} \rightarrow S$ a.s. as $n \rightarrow \infty$. Applying theorem 2.4, this results in the following formula for $\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}$ :

$$
\begin{align*}
\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}=\left\|u_{0}\right\|_{H}^{p} & +p \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s} \\
& +\frac{p(p-2)}{2} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-4}\left\|B_{s}^{*}\left(u_{s}\right) u_{s}\right\|_{U}^{2} \mathrm{~d} s  \tag{3.6}\\
& +\frac{p}{2} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(2\left\langle A_{s}\left(u_{s}\right), u_{s}\right\rangle+\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s
\end{align*}
$$

where the dot in ( $u_{s}, B_{s}\left(u_{s}\right) \cdot$ ) is short notation for a linear operator. We combine the last two deterministic integrals, which results in:

$$
\begin{align*}
\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}=\left\|u_{0}\right\|_{H}^{p} & +p \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot \mathrm{d} W_{s}\right. \\
& +\frac{p}{2} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(2\left\langle A_{s}\left(u_{s}\right), u_{s}\right\rangle+\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2}\right.  \tag{3.7}\\
& \left.+(p-2) \frac{\left\|B_{s}\left(u_{s}\right)^{*} u_{s}\right\|_{U}^{2}}{\left\|u_{s}\right\|_{H}^{2}}\right) \mathrm{d} s .
\end{align*}
$$

The last expression on the RHS can be simplified by invoking the coercivity assumption H3, giving:

$$
\begin{align*}
\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}+\theta \frac{p}{2} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq\left\|u_{0}\right\|_{H}^{p} & +p \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot \mathrm{d} W_{s}\right. \\
& +\frac{p}{2} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(f_{s}+K_{c}\left\|u_{s}\right\|_{H}^{2}-\theta\left\|u_{s}\right\|_{V}^{\alpha}\right) \mathrm{d} s . \tag{3.8}
\end{align*}
$$

This inequality will be our starting point to derive different inequalities which ultimately lead to our result. Taking expectations on both sides of (3.8) and using that the stochastic integral is a martingale results in:

$$
\begin{align*}
& \mathbb{E}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}+\theta \frac{p}{2} \mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\frac{p}{2} \mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s  \tag{3.9}\\
&+\frac{p}{2} K_{c} \mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s .
\end{align*}
$$

This estimate will be re-used at different times throughout the proof. At this point, we specialize to indivual terms of the inequality in the theorem.

Step 1: Supremum term
We proceed by making an estimate on the quantity

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, S]}\left\|u_{t}\right\|_{H}^{p} . \tag{3.10}
\end{equation*}
$$

By re-using the Ito formula obtained in (3.8) for $\mathbb{E} \sup \left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}$, we obtain the following estimate:

$$
\begin{align*}
\mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \leq & \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+p \mathbb{E} \sup _{t \in[0, S]} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s} \\
& +\frac{p}{2} \mathbb{E} \sup _{t \in[0, S]} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(f_{s}+K_{c}\left\|u_{s}\right\|_{H}^{2}\right) \mathrm{d} s . \tag{3.11}
\end{align*}
$$

Note that we can remove the supremum on the last term as the integrand is nonnegative. Therefore, we are left with

$$
\begin{align*}
\operatorname{Exup}_{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \leq & \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+p \mathbb{E} \sup _{t \in[0, S]} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot \mathrm{d} W_{s}\right. \\
& +\frac{p}{2} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s  \tag{3.12}\\
& +\frac{p}{2} K_{c} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s .
\end{align*}
$$

Note that the last two integrals range from 0 to $\tau_{n}$ as $S \wedge \tau_{n}=\tau_{n}$ by definition. We estimate the stochastic integral first, which we will recombine with estimate (3.12). Let $\varepsilon_{1}>0$. We estimate the stochastic integral term by doing a combination of the Burkholder-DavisGrundy inequality, Hölder, the Peter-Paul inequality and invoking H5:

$$
\begin{align*}
& p \mathbb{E} \sup _{t \in[0, S]} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s} \\
& \stackrel{(B D G)}{\leq} 2 \sqrt{2} p \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{2 p-2}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \quad \leq p 2 \sqrt{2} \mathbb{E}\left(\sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{1}{2}} \\
& \stackrel{\text { (Hölder) }}{\leq} p 2 \sqrt{2}\left(\mathbb{E}_{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{1}{2}}  \tag{3.13}\\
& \stackrel{\text { (PP) }}{\leq} p \sqrt{2} \varepsilon_{1} \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}+\frac{p}{\varepsilon_{1}} \sqrt{2} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s \\
& \quad \begin{array}{l}
\text { (H5) } \\
\leq \\
\quad p \sqrt{2} \varepsilon_{1} \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \\
\quad+\sqrt{2} \frac{p}{\varepsilon_{1}}\left(\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left(f_{s}+K_{B}\left\|u_{s}\right\|_{H}^{2}+K_{\alpha}\left\|u_{s}\right\|_{V}^{\alpha}\right) \mathrm{d} s\right) .
\end{array} .
\end{align*}
$$

We recombine this estimate with (3.12), taking the supremum term to the LHS. This results in

$$
\begin{align*}
& \left(1-p \sqrt{2} \varepsilon_{1}\right) \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \\
& \leq \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+p\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}\right) \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s+p\left(\frac{\sqrt{2} K_{B}}{\varepsilon_{1}}+\frac{K_{c}}{2}\right) \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s \\
& \quad+p K_{\alpha} \frac{\sqrt{2}}{\varepsilon_{1}} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s . \tag{3.14}
\end{align*}
$$

The last term on the RHS can be estimated by re-using estimate (3.9). This results in

$$
\begin{align*}
\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq & \frac{2}{p \theta} \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\frac{1}{\theta} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s  \tag{3.15}\\
& +\frac{K_{c}}{\theta} \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s .
\end{align*}
$$

Recombining with estimate (3.14) gives

$$
\begin{align*}
& \left(1-p \sqrt{2} \varepsilon_{1}\right) \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}  \tag{3.16}\\
& \leq\left(1+K_{\alpha} \frac{2 \sqrt{2}}{\varepsilon_{1} \theta}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+p\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}+K_{\alpha} \frac{\sqrt{2}}{\theta \varepsilon_{1}}\right) \underbrace{\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s}_{\boxed{\mathrm{A}}} \\
& +p\left(\frac{\sqrt{2} K_{B}}{\varepsilon_{1}}+\frac{K_{c}}{2}+\frac{\sqrt{2} K_{\alpha} K_{c}}{\theta \varepsilon_{1}}\right) \underbrace{\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s}_{\boxed{\mathrm{B}}} . \tag{3.17}
\end{align*}
$$

It remains to estimate items $A$ and $B$. We first estimate item $A$, whereas term $B$ will be estimated later using Gronwall's inequality. To this end, let $\varepsilon_{2}>0$. We use Hölder's inequality and Young's inequality to obtain

$$
\begin{align*}
\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s & \leq \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p-2} \int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s \\
& \stackrel{\text { (Hölder) }}{\leq}\left(\mathbb{E} \sup _{t \in[0, S]}\left\|u_{t}\right\|_{H}^{p}\right)^{\frac{p}{p-2}}\left(\mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right)^{\frac{2}{p}}  \tag{3.18}\\
& \stackrel{\text { (Young) }}{\leq} \frac{p-2}{p} \varepsilon_{2} \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p}+\frac{2}{p \varepsilon_{2}^{\frac{p-2}{2}}} \mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} .
\end{align*}
$$

Filling in this estimate on the RHS of (3.16), taking the supremum term to the LHS again, we finally obtain:

$$
\begin{aligned}
& \left(1-p \sqrt{2} \varepsilon_{1}-(p-2) \varepsilon_{2}\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}+K_{\alpha} \frac{\sqrt{2}}{\theta \varepsilon_{1}}\right)\right) \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \\
& \leq\left(1+K_{\alpha} \frac{2 \sqrt{2}}{\varepsilon_{1} \theta}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p} \\
& \quad+\frac{2}{\frac{p-2}{p}}\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}+K_{\alpha} \frac{\sqrt{2}}{\theta \varepsilon_{1}}\right) \mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} \\
& \quad+p\left(\frac{\sqrt{2} K_{B}}{\varepsilon_{1}}+\frac{K_{c}}{2}+\frac{\sqrt{2} K_{\alpha} K_{c}}{\theta \varepsilon_{1}}\right) \mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s
\end{aligned}
$$

We can simplify the above expression in such way that we can apply Gronwall's inequality. We do this by choosing $\varepsilon_{1}$ and $\varepsilon_{2}$ such that the bracket term on the LHS is positive. Denoting the resulting constant by $C$ (depending on $K_{c}, K_{A}, K_{B}, K_{\alpha}, p$ and $\theta$ ), we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \leq C\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+\mathbb{E} \int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{H}^{p}\right) \tag{3.19}
\end{equation*}
$$

As $S$ was arbitrarily chosen in $(0, T]$ and the constant $C$ does not depend on $S$, we can apply Gronwall's inequality as a function of S . We find:

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t \wedge \tau_{n}(T)}\right\|_{H}^{p} \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{\tau_{n}(T)} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.20}
\end{equation*}
$$

We can remove the stopping times by overestimating the RHS and then using Fatou's lemma on the LHS. This leaves us with:

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p} \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.21}
\end{equation*}
$$

Therefore, up to some constants, we have derived the first part of the inequality stated in the theorem.

## Step 2: Mixed norm

The second part of the inequality in the theorem follows by re-using equation (3.9) at time $t=T$. We therefore also need to reintroduce the stopping time $\tau_{n}$ used before. Specifically, we reintroduce $\tau_{n}$ where we take $S=T$ :

$$
\begin{equation*}
\tau_{n}=\inf \left\{t \in[0, T]:\left\|u_{t}\right\|_{H}>n\right\} \wedge \inf \left\{t \in[0, T]: \int_{0}^{t}\left\|u_{s}\right\|_{V}^{\alpha} d s \geq n\right\} \wedge T \tag{3.22}
\end{equation*}
$$

We can now re-use equation (3.9). Leaving out one of the terms on the LHS, this results in the following estimate:

$$
\begin{equation*}
\theta \frac{p}{2} \mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\frac{p}{2} K \mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s+\frac{p}{2} K \mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s \tag{3.23}
\end{equation*}
$$

The second term on the RHS is estimated as in equation (3.18). This results in:

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s \leq \frac{p-2}{p} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+\frac{2}{p} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} \tag{3.24}
\end{equation*}
$$

Using the estimate derived in (3.21), we obtain:

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p-2} f_{s} \mathrm{~d} s \leq \frac{p-2}{p} C e^{C T} \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(\frac{2}{p}+\frac{p-2}{p} C e^{C T}\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} \tag{3.25}
\end{equation*}
$$

We now proceed to estimate the third term on the RHS of equation (3.23). We again use (3.21) to get:

$$
\begin{align*}
\mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p} \mathrm{~d} s & \leq T \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p} \\
& \leq T C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right)  \tag{3.26}\\
& \leq C^{\prime} e^{C^{\prime} T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right)
\end{align*}
$$

Recombining estimates (3.25) and (3.26) in equation (3.23), we finally obtain:

$$
\begin{equation*}
\mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq C^{\prime \prime} e^{C^{\prime \prime} T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.27}
\end{equation*}
$$

Applying Fatou's lemma on the LHS and setting $t=T$, we obtain the estimate

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{H}^{p-2}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq C^{\prime \prime} e^{C^{\prime \prime} T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.28}
\end{equation*}
$$

## Step 3: V-norm

There is only a third part of the inequality stated in the theorem that we have to prove. We are interested in the following quantity:

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \tag{3.29}
\end{equation*}
$$

In order to estimate this quantity, we have to apply Itô's formula for $\left\|u_{t}\right\|_{H}^{2}$ as given in [28], Theorem 4.2.5. This results in:

$$
\begin{equation*}
\left\|u_{t}\right\|_{H}^{2}=\left\|u_{0}\right\|_{H}^{2}+\int_{0}^{t}\left(2\left\langle A_{s}\left(u_{s}\right), u_{s}\right\rangle+\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2}\right) \mathrm{d} s+2 \int_{0}^{t}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s} \tag{3.30}
\end{equation*}
$$

Apply the coercivity assumption H 3 to the second term to get:

$$
\begin{align*}
\left\|u_{t}\right\|_{H}^{2} & +\int_{0}^{t}\left(\left(p_{0}-2\right) \frac{\left\|B_{s}\left(u_{s}\right)^{*} u_{s}\right\|_{U}^{2}}{\left\|u_{s}\right\|_{H}^{2}}+\theta\left\|u_{s}\right\|_{V}^{\alpha}\right) \mathrm{d} s  \tag{3.31}\\
& \leq\left\|u_{0}\right\|_{H}^{2}+K_{A} \int_{0}^{t}\left(f_{t}+\left\|u_{t}\right\|_{H}^{2}\right) \mathrm{d} t+2 \int_{0}^{t}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}
\end{align*}
$$

In particular,

$$
\begin{equation*}
\theta \int_{0}^{t}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s \leq\left\|u_{0}\right\|_{H}^{2}+K_{A} \int_{0}^{t}\left(f_{t}+\left\|u_{t}\right\|_{H}^{2}\right) \mathrm{d} t+2 \int_{0}^{t}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s} \tag{3.32}
\end{equation*}
$$

We introduce the stopping time $\tau_{n}$ again:

$$
\begin{equation*}
\tau_{n}=\inf \left\{t \in[0, S]:\left\|u_{t}\right\|_{H}>n\right\} \wedge \inf \left\{t \in[0, S]: \int_{0}^{t}\left\|u_{s}\right\|_{V}^{\alpha}>n\right\} \wedge T \tag{3.33}
\end{equation*}
$$

Applying the function $|\cdot|^{\frac{p}{2}}$ to both sides and taking expectations at time $t \wedge \tau_{n}$, we obtain the following estimate:

$$
\begin{align*}
& \theta^{\frac{p}{2}} \mathbb{E}\left(\int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq C\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+K\left(\mathbb{E} \int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{H}^{2} \mathrm{~d} s\right)^{\frac{p}{2}}+2^{\frac{p}{2}} \mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}\right|^{\frac{p}{2}}\right) \tag{3.34}
\end{align*}
$$

We are only left to estimate the third term on the RHS. Applying the BDG inequality, Hölder's inequality and Young's inequality, we obtain:

$$
\begin{align*}
\mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}\right|^{\frac{p}{2}} & \leq \mathbb{E} \sup _{t \in[0, T]}\left|\int_{0}^{t}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}\right|^{\frac{p}{2}} \\
& \leq C_{p} \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{H}^{2}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{4}} \\
& \leq C_{p} \mathbb{E}\left(\sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{2} \int_{0}^{T}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{4}}  \tag{3.35}\\
& \leq C_{p}\left(\operatorname{Exp}_{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right)^{\frac{1}{2}}\left(\mathbb{E}\left(\int_{0}^{T}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{2}}\right)^{\frac{1}{2}} \\
& \stackrel{\text { Yng. }}{\leq} C_{p} \frac{1}{2 \varepsilon} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+C_{p} \frac{\varepsilon}{2} \mathbb{E}\left(\int_{0}^{T}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{2}}
\end{align*}
$$

We use H 5 to estimate the second term on the RHS. This results in:

$$
\begin{align*}
& \mathbb{E}\left(\int_{0}^{T}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left(\int_{0}^{T} f_{s}+\left\|u_{s}\right\|_{H}^{2}+\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq C \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+C \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{H}^{2} \mathrm{~d} s\right)^{\frac{p}{2}}+C \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}  \tag{3.36}\\
& \leq C \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+C T^{\frac{p}{2}} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+C \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}
\end{align*}
$$

Recombine this estimate with inequality (3.35) to get:

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}\right|^{\frac{p}{2}} \\
& \leq\left(C_{p} \frac{1}{2 \varepsilon}+C C_{p} T^{\frac{p}{2}} \frac{\varepsilon}{2}\right) \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+C C_{p} \frac{\varepsilon}{2} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+C C_{p} \frac{\varepsilon}{2} \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}  \tag{3.37}\\
& \stackrel{(3.21)}{\leq} C_{\varepsilon} \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+C_{\varepsilon}^{\prime} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+C C_{p} \frac{\varepsilon}{2} \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}
\end{align*}
$$

We can finally combine this with the estimate (3.34) to obtain:

$$
\begin{align*}
& \theta^{\frac{p}{2}} \mathbb{E}\left(\int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq\left(C+C_{\varepsilon}^{\prime}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(C+C_{\varepsilon}\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+C C_{p} \frac{\varepsilon}{2} \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \tag{3.38}
\end{align*}
$$

Choosing time $t=T$, we obtain:

$$
\begin{equation*}
\left(\theta^{\frac{p}{2}}-C C_{p} \frac{\varepsilon}{2}\right) \mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \leq\left(C+C_{\varepsilon}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(C+C_{\varepsilon}^{\prime}\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} \tag{3.39}
\end{equation*}
$$

Choosing $\varepsilon>0$ small enough, we finally obtain the estimate we are interested in:

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \leq C^{\prime \prime} e^{C^{\prime \prime} T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.40}
\end{equation*}
$$

To conclude the proof we combine the three main estimates (3.21), (3.23) and (3.40)
Remark 3.3. When $K_{B}=K_{c}=0$ in assumptions H1-H5, it is possible to make energy estimates where some of the constants in the estimate do not depend on $p$. Specifically, we can prove the following estimates:

$$
\begin{align*}
& \left(\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right)^{\frac{1}{p}}  \tag{3.41}\\
& \leq C\left[\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\|f\|_{L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}^{2}\right]
\end{align*}
$$

where $C$ depends on $\theta, \alpha, K_{A}$ and $K_{\alpha}$, but not on p!. We also get:

$$
\begin{equation*}
\left(\mathbb{E}\left(\int_{0}^{T}\left\|u_{S}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}\right)^{\frac{1}{p}} \leq C^{\prime}\left[\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\|f\|_{L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}^{2}\right] \tag{3.42}
\end{equation*}
$$

where $C^{\prime}$ depends on $\theta, \alpha, K_{A}$ and $K_{\alpha}$ and $p$. In this case, the constant $C^{\prime}$ behaves as $C_{p}^{\prime} \sim$ $\sqrt{p}$. The first estimate allows one to obtain $L^{\infty}$ estimates, while the second estimate is still useful to obtain tail estimates. Applications of this remark can be found in the next chapter when we treat the Burgers' equation and the stochastic Navier-Stokes equation in 2D.

Proof of Remark 3.3. We prove the inequality for the two terms on the LHS individually.

Step 1: Supremum norm We can do exactly the same steps in the previous proof to obtain inequality (3.19), where $\varepsilon_{1}, \varepsilon_{2}>0$ :

$$
\begin{align*}
& \left(1-p \sqrt{2} \varepsilon_{1}-(p-2) \varepsilon_{2}\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}+K_{\alpha} \frac{\sqrt{2}}{\theta \varepsilon_{1}}\right)\right) \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \\
& \leq\left(1+K_{\alpha} \frac{2 \sqrt{2}}{\varepsilon_{1} \theta}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p}  \tag{3.43}\\
& \quad+\frac{2}{\varepsilon_{2} \frac{p-2}{p}}\left(\frac{\sqrt{2}}{\varepsilon_{1}}+\frac{1}{2}+K_{\alpha} \frac{\sqrt{2}}{\theta \varepsilon_{1}}\right) \mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} .
\end{align*}
$$

We can choose

$$
\varepsilon_{1}=\frac{1}{2 \sqrt{2} p}, \quad \varepsilon_{2}=\frac{1}{2(p-2)\left(8 p+1+K_{\alpha} \frac{8 p}{\theta}\right)}
$$

which results in the constant on the LHS being equal to $\frac{1}{4}$. We also note that

$$
\frac{1}{\varepsilon_{2}} \leq 16 p^{2}\left(1+K_{\alpha} \frac{1}{\theta}\right)+p^{2}+1 \leq A p^{2}+1
$$

where $A$ is a constant depending on $K_{\alpha}$ and $\theta$. Therefore, we get:

$$
\begin{align*}
& \frac{1}{4} \mathbb{E} \sup _{t \in[0, S]}\left\|u_{t \wedge \tau_{n}}\right\|_{H}^{p} \\
& \leq\left(1+K_{\alpha} \frac{8 p}{\theta}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(A p^{2}+1\right)^{\frac{p-2}{p}} \mathbb{E}\left(\int_{0}^{\tau_{n}} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}} \tag{3.44}
\end{align*}
$$

We take $1 / p$ powers on both sides to obtain:

$$
\begin{align*}
& \left(\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right)^{\frac{1}{p}} \\
& \leq 4^{\frac{1}{p}}\left[\left(1+K_{\alpha} \frac{8 p}{\theta}\right)^{\frac{1}{p}}\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\left(A p^{2}+1\right)^{\frac{p-2}{p^{2}}}\|f\|_{L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}^{2}\right] \tag{3.45}
\end{align*}
$$

Both constants can be bounded uniformly in $p$. Therefore, we obtain the estimate we were looking for:

$$
\begin{equation*}
\left(\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right)^{\frac{1}{p}} \leq C\left[\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\|f\|_{L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}^{2}\right] \tag{3.46}
\end{equation*}
$$

where $C$ depends on $\theta$ and $K_{\alpha}$.

Step 2: V-norm To prove the inequality for the V term, we re-use equation (3.34). We therefore obtain:

$$
\begin{align*}
& \mathbb{E}\left(\int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq \frac{2^{\frac{p}{2}}}{\theta^{\frac{p}{2}}}(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+2^{\frac{p}{2}} \underbrace{\mathbb{E}\left|\int_{0}^{t \wedge \tau_{n}}\left(u_{s}, B_{s}\left(u_{s}\right) \cdot\right) \mathrm{d} W_{s}\right|^{\frac{p}{2}}}_{\boxed{A}} . \tag{3.47}
\end{align*}
$$

We estimate term $A$ as in (3.35) using the BDG inequality. This results in

$$
\begin{equation*}
A \leq\left(\frac{p}{2}\right)^{\frac{p}{4}} \frac{1}{\varepsilon} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+\left(\frac{p}{2}\right)^{\frac{p}{4}} \varepsilon \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{2}}, \tag{3.48}
\end{equation*}
$$

where $\varepsilon>0$ is chosen retrospectively. We continue to estimate the second term on the RHS. Using assumption H5, we obtain

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|B_{s}\left(u_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s\right)^{\frac{p}{2}} \leq 2^{\frac{p}{2}} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+2^{\frac{p}{2}} K_{\alpha}^{\frac{p}{2}} \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \tag{3.49}
\end{equation*}
$$

Recombine all terms with inequality (3.47) to obtain

$$
\begin{align*}
& \mathbb{E}\left(\int_{0}^{t \wedge \tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq \frac{2^{\frac{p}{2}}}{\theta^{\frac{p}{2}}}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(1+2^{p}\left(\frac{p}{2}\right)^{\frac{p}{4}} \varepsilon\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right.  \tag{3.50}\\
& \left.\quad+2^{\frac{p}{2}} \sqrt{\frac{p}{2}} \frac{1}{\varepsilon} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}+2^{p} K_{\alpha}^{\frac{p}{2}}\left(\frac{p}{2}\right)^{\frac{p}{4}} \varepsilon \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha}\right)^{\frac{p}{2}}\right) .
\end{align*}
$$

Set time $t=T$. We can take the last term to the LHS to obtain

$$
\begin{align*}
& \left(1-\frac{2^{\frac{p}{2}}}{\theta^{\frac{p}{2}}} 2^{p} K_{\alpha}^{\frac{p}{2}}\left(\frac{p}{2}\right)^{\frac{p}{4}} \varepsilon\right) \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}  \tag{3.51}\\
& \leq \frac{2^{\frac{p}{2}}}{\theta^{\frac{p}{2}}}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(1+2^{p}\left(\frac{p}{2}\right)^{\frac{p}{4}} \varepsilon\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+2^{\frac{p}{2}}\left(\frac{p}{2}\right)^{\frac{p}{4}} \frac{1}{\varepsilon} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right) .
\end{align*}
$$

We choose

$$
\varepsilon=\frac{\theta^{\frac{p}{2}}}{2^{p+1} K_{\alpha}^{\frac{p}{2}} 2^{\frac{p}{2}}\left(\frac{p}{2}\right)^{\frac{p}{4}}} .
$$

This leads to the constant on the LHS being equal to $\frac{1}{2}$. The following is obtained:

$$
\begin{align*}
& \frac{1}{2} \mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}} \\
& \leq \frac{2^{\frac{p}{2}}}{\theta^{\frac{p}{2}}}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{p}+\left(1+\frac{\theta^{\frac{p}{2}}}{K_{\alpha}^{\frac{p}{2}} 2^{\frac{p}{2}+1}}\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}+\left(\frac{p}{2}\right)^{\frac{p}{2}} \frac{2^{2 p+1} K_{\alpha}^{\frac{p}{2}}}{\theta^{\frac{p}{2}}} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right) . \tag{3.52}
\end{align*}
$$

We can take $1 / p$ powers on both sides and re-use the estimate in step 1 , to obtain

$$
\begin{align*}
& \left(\mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}\right)^{\frac{1}{p}} \\
& \leq 2^{\frac{1}{p}} \sqrt{\frac{2}{\theta}}\left(\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\left(1+\frac{\sqrt{\theta}}{\sqrt{K_{\alpha}} 2^{\frac{p+2}{2 p}}}\right)\|f\|_{L^{\frac{p}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}^{2}\right.  \tag{3.53}\\
& \left.\quad+\sqrt{\frac{p}{2}} \frac{2^{\frac{2 p+1}{p}} \sqrt{K_{\alpha}}}{\sqrt{\theta}} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{p}\right)
\end{align*}
$$

All constants can be bounded by a constant growing as $\sqrt{p}$. We can also re-use the estimate in step 1 to estimate the supremum term on the RHS. To summarize, we obtain the following bound, where the constant $C$ depends on $\theta, \alpha, K_{A}$ and $K_{\alpha}$ and $\sqrt{p}$ :

$$
\begin{equation*}
\left(\mathbb{E}\left(\int_{0}^{\tau_{n}}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s\right)^{\frac{p}{2}}\right)^{\frac{1}{p}} \leq C\left(\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}+\|f\|_{L^{\frac{p}{2}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)}}^{2}\right) \tag{3.54}
\end{equation*}
$$

Using Fatou's lemma on the LHS to remove the stopping time finishes the proof.

### 3.3. Existence and uniqueness result for coercive SPDEs

The a priori estimates derived in the previous section can be used to prove existence and uniqueness results by using a Galerkin approximation. This will be done in the next theorem:

Theorem 3.2. If assumptions H1 to H5 hold and $u_{0} \in L^{p}(\Omega ; H)$ with $p \in\left[2, p_{0}\right]$, then the stochastic evolution equation (3.2) has a unique solution $u$ and the following estimate holds for all $q \in[2, p]$ :

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{q}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{H}^{q-2}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t\right)^{\frac{q}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{q}+\mathbb{E}\left(\int_{0}^{T} f_{t} \mathrm{~d} t\right)^{\frac{q}{2}}\right) . \tag{3.55}
\end{align*}
$$

Proof of Theorem 3.2 (Existence). We start the proof with some constructive preliminaries in order to project the SPDE to a finite dimensional subspace. This allows us to perform the Galerkin approximation later.

Step 1: Existence and uniqueness of projected SPDE
Let

$$
\left\{e_{1}, e_{2}, \ldots\right\} \subseteq V
$$

be an orthonormal basis of $H$. This is indeed possible, since we can apply the GramSchmidt procedure to any countably dense subset of $V$ in $H$. Define $H_{n}=\operatorname{span}\left\{e_{1}, \ldots, e_{n}\right\}$ for every $n \in \mathbb{N}$ and the operator $P_{n}: V^{*} \rightarrow H_{n}$ by

$$
P_{n} y=\sum_{i=1}^{n}\left\langle y, e_{i}\right\rangle_{V} e_{i}
$$

for $y \in V^{*}$. Similarly, let

$$
\left\{g_{1}, g_{2}, \ldots\right\} \subseteq U
$$

be an orthonormal basis of $U$ and define the operator $\tilde{P}_{n}: U \rightarrow \operatorname{span}\left\{g_{1}, \ldots, g_{n}\right\}$ by

$$
\widetilde{P}_{n} u=\sum_{i=1}^{n}\left(u, g_{i}\right)_{U} g_{i} .
$$

Using this operator, define

$$
W^{n}(t)=\tilde{P}_{n} W(t)
$$

This allows us to consider the following projected SPDE (which is actually an SDE now), where we suggestively write $u_{t}^{n}$ for the solution process:

$$
\begin{equation*}
\mathrm{d} u_{t}^{n}=P_{n} A_{t}\left(u_{t}^{n}\right) \mathrm{d} t+P_{n} B_{t}\left(u_{t}^{n}\right) \widetilde{P}_{n} \mathrm{~d} W_{t}, \quad u_{0}^{n}=P_{n} u_{0} . \tag{3.56}
\end{equation*}
$$

For notational convenience, we will denote $A_{t}\left(u_{t}^{n}\right)$ and $B_{t}\left(u_{t}^{n}\right)$ by $a_{t}^{n}$ and $b_{t}^{n}$ respectively from now on. Furthermore, we claim that the quantities appearing in equation (3.56) satisfy the premises of Theorem (3.1). This will allow us to place a bound on several quantities involving $u_{t}^{n}$, independent of $n \in \mathbb{N}$. To this end, we take the following Gelfand triple:

$$
\left(H_{n},\|\cdot\|_{V}\right) \subseteq\left(H_{n},\|\cdot\|_{H}\right) \subseteq\left(H_{n},\|\cdot\|_{V^{*}}\right) .
$$

The embedding constants in this triple are independent of $n \in \mathbb{N}$, since the norms used are associated with the Gelfand triple ( $V, H, V^{*}$ ). This will be useful for obtaining uniform bounds independent of $n$. To obtain these, we only need to check whether a solution of equation (3.56) exists and assumptions H 1 to H 5 are satisfied.

Before we do this, we first take note of one identity that will simplify these checks. For $u \in V, v \in H_{n}$,

$$
\begin{equation*}
\left\langle P_{n} A_{t}(u), v\right\rangle_{V}=\left\langle P_{n} A_{t}(u), v\right\rangle_{H}=\left\langle A_{t}(u), v\right\rangle_{V} \tag{3.57}
\end{equation*}
$$

which can be found by using the definition of $P_{n}$.
We use Theorem 3.1.1 from [28, Theorem 3.1.1, p. 56] to show that a solution exists for equation (3.56). First note that $\widetilde{P}_{n} \mathrm{~d} W_{t}$ turns equation (3.56) into a finite dimensional SDE. Indeed, $\mathrm{d} W^{n}(t)=\widetilde{P}_{n} \mathrm{~d} W(t)$ and by definition of $W(t)$, the projection $\widetilde{P}_{n}$ creates a finite dimensional Wiener process, when applied to $W(t)$. Let $u, v \in H_{n}$ such that $\|u\|_{H_{n}},\|v\|_{H_{n}} \leq$ $R$ where $R \in[0, \infty)$ and $t \in[0, T]$. We check the local weak monotonicity and weak coercivity conditions. For the local weak coercivity condition, we get:

$$
\begin{aligned}
& 2\left\langle P_{n} A_{t}(u)-P_{n} A_{t}(v), u-v\right\rangle_{H}+\left\|P_{n} B_{t}(u)-P_{n} B_{t}(v)\right\|_{L_{2}\left(\operatorname{span}\left(g_{1}, \ldots, g_{n}\right), H_{n}\right)}^{2} \\
& \quad \leq 2\left\langle A_{t}(u)-A_{t}(v), u-v\right\rangle_{V}+\left\|B_{t}(u)-B_{t}(v)\right\|_{L_{2}(U, H)}^{2} \\
& \quad \leq K\left(1+\|v\|_{V}^{\alpha}\right)\left(1+\|v\|_{H}^{\beta}\right)\|u-v\|_{H}^{2} \\
& \quad \leq K\left(1+R^{\alpha}\right)\left(1+R^{\beta}\right)\|u-v\|_{H}^{2}
\end{aligned}
$$

For the weak coercivity condition, we get:

$$
\begin{aligned}
\left\langle P_{n} A_{t}(\nu), v\right\rangle_{H}+\left\|P_{n} B_{t}(\nu)\right\|_{L_{2}\left(\operatorname{span}\left(g_{1}, \ldots, g_{n}\right), H_{n}\right)}^{2} & \leq 2\left\langle A_{t}(\nu), v\right\rangle_{V}+\left\|B_{t}(\nu)\right\|_{L_{2}(U, H)}^{2} \\
& \leq f_{t}+K\|\nu\|_{H}^{2} \\
& \leq \max \left\{f_{t}, K\right\}\left(1+\|v\|_{H}^{2}\right)
\end{aligned}
$$

where the second step follows by assumption H 3 for equation (3.2). We conclude that equation (3.56) has a unique solution.

Next, we show that assumptions H3, H4 and H5 hold for equation (3.56). To this end, let $v \in H_{n}$ be arbitrary. Then,

$$
\begin{align*}
& 2\left\langle P_{n} A_{t}(\nu), v\right\rangle_{V}+\left\|P_{n} B_{t}(v) \widetilde{P}_{n}\right\|_{L_{2}\left(U, H_{n}\right)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(P_{n} B_{t}(v) \widetilde{P}_{n}\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \\
& \stackrel{(3.57)}{\leq}\left\langle A_{t}(v), v\right\rangle_{V}+\left\|P_{n} B_{t}(v) \widetilde{P}_{n}\right\|_{L_{2}\left(U, H_{n}\right)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(P_{n} B_{t}(v) \widetilde{P}_{n}\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}}  \tag{3.58}\\
& \leq 2\left\langle A_{t}(\nu), v\right\rangle_{V}+\left\|B_{t}(v)\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|B_{t}(v)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \\
& \stackrel{(\mathrm{H} 3)}{\leq}-\theta\|v\|_{V}^{\alpha}+K\|v\|_{H}^{2}+f_{t}
\end{align*}
$$

Now, let $u, v \in H_{n}$ be arbitrary. We determine the operator norm $\left\|A_{t}(v)\right\|_{V^{*}}$ for $v \in H_{n}$, using equation (3.57):

$$
\begin{equation*}
\left|\left\langle P_{n} A_{t}(u), v\right\rangle_{V}\right|=\left|\left\langle A_{t}(u), v\right\rangle_{V}\right| \leq\left\|A_{t}(u)\right\|_{V^{*}}\|v\|_{H_{n}} \tag{3.59}
\end{equation*}
$$

We conclude that $\left\|P_{n} A_{t}(u)\right\|_{V^{*}} \leq\left\|A_{t}(u)\right\|_{V^{*}}$, which implies that

$$
\begin{equation*}
\left\|P_{n} A_{t}(u)\right\|_{V}^{\frac{\alpha}{\alpha-1}} \leq\left\|A_{t}(u)\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \leq\left(f_{t}+K\|u\|_{V}^{\alpha}\right)\left(1+\|u\|_{H}^{\beta}\right) \tag{3.60}
\end{equation*}
$$

The last assumption H5 follows by a similar argument, since projections are contractions. We can consequently apply Theorem 1 and conclude the following:

For all $p \in\left[2, p_{0}\right]$ and for all $n \in \mathbb{N}$, there exists a constant $C$ independent of $n$ such that the following bound holds for all $n$ :

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}^{n}\right\|_{H}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}^{n}\right\|_{H}^{p-2}\left\|u_{t}^{n}\right\|_{V}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t\right)^{\frac{p}{2}} \\
& \leq C\left(\mathbb{E}\left\|u_{0}^{n}\right\|_{H}^{p}+\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p}{2}}\right) \tag{3.61}
\end{align*}
$$

The above bound is relevant, since it will allow us to build a solution using the Galerkin approximation method.

Step 2: Weak approximation of solutions
We now proceed to apply weak compactness arguments to obtain a weak approximation of a candidate solution to the SPDE (3.2). To obtain these, one needs uniform bounds on a sequence of approximations. In this case, we aim for a candidate solution that is the weak limit of the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$. Having obtained this candidate solution, we need to show that it is actually a solution. We do this by extracting weakly convergent subsequences of $a_{t}^{n}:=A_{t}\left(u^{n}\right)$ and $b_{t}^{n}:=B_{t}\left(u^{n}\right)$ in some space. Specifically, we look for uniform bounds on

$$
\mathbb{E} \int_{0}^{T}\left\|a_{t}^{n}\right\|_{H_{n}}^{\frac{\alpha}{\alpha-1}} d t, \quad \mathbb{E} \int_{0}^{T}\left\|b_{t}^{n}\right\|_{L_{2}(U, H)}^{2} d t
$$

We start with $a_{t}^{n}$. Using $\mathrm{H} 4, \mathrm{H} 5$ and $p_{0} \geq \beta+2$, we obtain:

$$
\begin{align*}
\mathbb{E} \int_{0}^{T}\left\|a_{s}^{n}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \mathrm{~d} s & \leq \mathbb{E} \int_{0}^{T}\left(f_{s}+K\left\|u_{s}^{n}\right\|_{V}^{\alpha}\right)\left(1+\left\|u_{s}^{n}\right\|_{H}^{\beta}\right) \mathrm{d} s \\
& \leq \mathbb{E} \int_{0}^{T}\left(f_{s}+K\left\|u_{s}^{n}\right\|_{V}^{\alpha}\right)\left(1+\left\|u_{s}^{n}\right\|_{H}^{\beta}\right)^{\frac{p_{0}-2}{\beta}} \mathrm{~d} s  \tag{3.62}\\
& \leq 2^{\frac{p_{0}-2}{\beta}-1} \mathbb{E} \int_{0}^{T}\left(f_{s}+K\left\|u_{s}^{n}\right\|_{V}^{\alpha}\right)\left(1+\left\|u_{s}^{n}\right\|_{H}^{p_{0}-2}\right) \mathrm{d} s \\
& \leq C_{\beta, p_{0}} \mathbb{E} \int_{0}^{T} f_{s}+f_{s}\left\|u_{s}^{n}\right\|_{H}^{p_{0}-2}+K\left\|u_{s}^{n}\right\|_{V}^{\alpha}+K\left\|u_{s}^{n}\right\|_{V}^{\alpha}\left\|u_{s}^{n}\right\|_{H}^{p_{0}-2} \mathrm{~d} s
\end{align*}
$$

One of the terms in equation (3.62) can be estimated using Hölder's inequality, giving:

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T} f_{s}\left\|u_{s}^{n}\right\|_{H}^{p_{0}-2} \mathrm{~d} s & \leq \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}^{n}\right\|_{H}^{p_{0}-2} \int_{0}^{T} f_{s} \mathrm{~d} s \\
& \leq\left(\operatorname{E}_{t \in[0 T]}\left\|u_{t}^{n}\right\|_{H}^{p_{0}}\right)^{\frac{p_{0}-2}{p_{0}}}\left(\mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p_{0}}{2}}\right)^{\frac{2}{p_{0}}} \\
& \leq \frac{p_{0}-2}{p_{0}} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}^{n}\right\|_{H}^{p_{0}}+\frac{2}{p_{0}} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p_{0}}{2}} .
\end{aligned}
$$

We can estimate equation (3.62) by combining the above estimate with equation (3.61) where we take $p=p_{0}$ and $p=2$. This results in:

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\|a_{s}^{n}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \mathrm{~d} s \\
& \leq C_{\beta, p_{0}} \mathbb{E} \int_{0}^{T} f_{s} d s+C_{\beta, p_{0}} \frac{p_{0}-2}{p_{0}} \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}^{n}\right\|_{H}^{p_{0}}+C_{\beta, p_{0}} \frac{2}{p_{0}} \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p_{0}}{2}} \\
&+C_{\beta, p_{0}} K C \mathbb{E}\left\|u_{0}\right\|_{H}^{2}+C_{\beta, p_{0}} K C \mathbb{E} \int_{0}^{T} f_{s} \mathrm{~d} s+C_{\beta, p_{0}} K C \mathbb{E}\left\|u_{0}\right\|_{H}^{p_{0}} \\
&+C_{\beta, p_{0}} K C \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p_{0}}{2}}  \tag{3.63}\\
& \leq C_{\beta, p_{0}}(1+K C) \mathbb{E} \int_{0}^{T} f_{s} \mathrm{~d} s+C_{\beta, p_{0}}\left(C \frac{p_{0}-2}{p_{0}}+\frac{2}{p_{0}}+K C\right) \mathbb{E}\left(\int_{0}^{T} f_{s} \mathrm{~d} s\right)^{\frac{p_{0}}{2}} \\
&+C_{\beta, p_{0}} K C \mathbb{E}\left\|u_{0}\right\|_{H}^{2}+C_{\beta, p_{0}}\left(K C+C \frac{p_{0}-2}{p_{0}}\right) \mathbb{E}\left\|u_{0}\right\|_{H}^{p_{0}} .
\end{align*}
$$

We conclude that the term on the LHS of the inequality is therefore uniformly bounded in $n$. We do similar estimates for the $b^{n}$ term, using the growth condition H5:

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\|b_{s}^{n}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s  \tag{3.64}\\
& \leq K \mathbb{E} \int_{0}^{T} f_{s}+\left\|u_{s}^{n}\right\|_{H}^{2}+\left\|u_{s}^{n}\right\|_{V}^{\alpha} \mathrm{d} s  \tag{3.65}\\
& \leq K \mathbb{E} \int_{0}^{T} f_{s} \mathrm{~d} s+T K \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}^{n}\right\|_{H}^{2}+K \mathbb{E} \int_{0}^{T}\left\|u_{s}\right\|_{V}^{\alpha} \mathrm{d} s  \tag{3.66}\\
& \leq K \mathbb{E} \int_{0}^{T} f_{s} \mathrm{~d} s+K C(1+T) \mathbb{E}\left\|u_{0}\right\|_{H}^{2}+K C(1+T) \mathbb{E} \int_{0}^{T} f_{s} \mathrm{~d} s . \tag{3.67}
\end{align*}
$$

We conclude that the LHS is also uniformly bounded in $n$. These bounds consequently allow us to extract weakly convergent subsequences in the following reflexive Banach spaces:

$$
L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right), \quad L^{\alpha}([0, T] \times \Omega ; V), \quad L^{\frac{\alpha}{\alpha-1}}\left([0, T] \times \Omega ; V^{*}\right), \quad L^{2}\left([0, T] \times \Omega ; L_{2}(U, H)\right) .
$$

One consequence of reflexivity is that unit balls (and multiples of it) of these spaces are weakly compact, which follows by the Banach-Alaoglu theorem. This implies that any bounded sequence in one of the four spaces must always have a weakly convergent subsequence. We have shown earlier in expressions (3.61), (3.63) and (3.64), that the sequences $\left(u_{n}\right)_{n \in \mathbb{N}},\left(a^{n}\right)_{n \in \mathbb{N}},\left(b^{n}\right)_{n \in \mathbb{N}}$ all are uniformly bounded in $n$, respectively. This implies that they have weakly convergent subsequences. We summarize this as follows. There exist $\bar{u}, a$ and $b$ with $\bar{u} \in L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right), \bar{u} \in L^{\alpha}([0, T] \times \Omega ; V), a \in L^{\frac{\alpha}{\alpha-1}}\left([0, T] \times \Omega ; V^{*}\right)$ and $b \in L^{2}\left([0, T] \times \Omega ; L_{2}(U, H)\right.$, and a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ (by taking further subsequences if needed) such that:

1. $u^{\left(n_{k}\right)} \rightharpoonup \bar{u}$ in $L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right)$.
2. $u^{\left(n_{k}\right)}-\bar{u}$ in $L^{\alpha}([0, T] \times \Omega ; V)$.
3. $a^{\left(n_{k}\right)}-a$ in $L^{\frac{\alpha}{\alpha-1}}\left([0, T] \times \Omega ; V^{*}\right)$.
4. $b^{\left(n_{k}\right)}-b$ in $L^{2}\left([0, T] \times \Omega ; L_{2}(U, H)\right)$.

We further note, by boundedness of the stochastic integral, that

$$
\int_{0}^{c} P_{n_{k}} b_{s}^{n_{k}} d W^{n_{k}}(s)-\int_{0}^{r} Z(s) d W(s)
$$

in $\mathscr{M}_{T}^{2}(H)$. Here, $\mathscr{M}_{T}^{2}(H)$ is the space of square integrable continuous martingales taking values in $H$ with norm

$$
\|v\|_{\mathscr{M}_{T}^{2}(H)}=\left(\operatorname{E}_{t \in[0, T]}\left\|v_{t}\right\|_{H}^{2}\right)^{\frac{1}{2}}
$$

for $v \in \mathscr{M}_{T}^{2}(H)$.
We use the last two limits to define a candidate solution

$$
\begin{equation*}
u_{t}=u_{0}+\int_{0}^{t} a_{s} \mathrm{~d} s+\int_{0}^{t} b_{s} \mathrm{~d} W_{s} \tag{3.69}
\end{equation*}
$$

Step 3: Showing that the candidate solution is a solution
In the previous step 2, we defined the candidate solution $u$. We are only left to show that this is an actual solution to the SPDE (3.2). To do this, we first show that $\bar{u}=u$ almost everywhere. To this end, let $\eta \in L^{\infty}(\Omega \times[0, T] ; \mathbb{R}), \phi \in \bigcup_{n \geq 1} H_{n}$. By weak convergence and
equation (3.57), we get:

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\langle\bar{u}_{t}, \eta_{t} \phi\right\rangle_{V} \mathrm{~d} t \\
& =\lim _{k \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left\langle u_{t}^{\left(n_{k}\right)}, \eta_{t} \phi\right\rangle_{V} \mathrm{~d} t \\
& =\lim _{k \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left\langle u_{0}^{\left(n_{k}\right)}+\int_{0}^{t} P_{n_{k}} a_{s}^{n_{k}} \mathrm{~d} s+\int_{0}^{t} P_{n_{k}} b_{s}^{n_{k}} \mathrm{~d} W_{s}^{\left(n_{k}\right)}, \eta_{t} \phi\right\rangle \mathrm{d} t \\
& = \\
& =\mathbb{E} \int_{0}^{T}\left\langle u_{0}, \eta_{t} \phi\right\rangle \mathrm{d} t+\lim _{k \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left\langle\int_{0}^{t} b_{s}^{n_{k}} \mathrm{~d} s, \eta_{t} \phi\right\rangle \mathrm{d} t  \tag{3.70}\\
& \quad+\lim _{k \rightarrow \infty} \mathbb{E} \int_{0}^{T}\left\langle\int_{0}^{t} b_{s}^{n_{k}} \mathrm{~d} W_{s}^{\left(n_{k}\right)}, \eta_{t} \phi\right\rangle \mathrm{d} t \\
& = \\
& \mathbb{E} \int_{0}^{T}\left\langle u_{0}, \eta_{t} \phi\right\rangle \mathrm{d} t+\mathbb{E} \int_{0}^{T}\left\langle\int_{0}^{t} a_{s} \mathrm{~d} s, \eta_{t} \phi\right\rangle \mathrm{d} t \\
& \quad+\mathbb{E} \int_{0}^{T}\left\langle\int_{0}^{t} b_{s} \mathrm{~d} W_{s}, \eta_{t} \phi\right\rangle \mathrm{d} t \\
& =\mathbb{E} \int_{0}^{T}\left\langle u_{t}, \eta_{t} \phi\right\rangle_{V} \mathrm{~d} t
\end{align*}
$$

We find that $u=\bar{u}$ a.e., since linear combinations of $\eta \phi$ are dense in $L^{\alpha}(\Omega \times[0, T] ; V)$. By [28, Theorem 4.2.5, p. 91] (see also theorem 2.3), it follows that $u_{t}$ is continuous in $H$ a.s. To show that $u$ solves the SPDE, we are only left to show that $a=A(u)$ and $b=B(u)$ almost everywhere. We introduce the space $\Psi$ to help us in this task.

For any $\nu \in V$, define $\rho(\nu)=K\left(1+\|\nu\|_{V}^{\alpha}\right)\left(1+\|\nu\|_{H}^{\beta}\right)$. Let $\Psi$ be the collection of $V$-valued $\mathscr{F}_{t}$-adapted processes $\psi$ satisfying

$$
\int_{0}^{T} \rho\left(\psi_{t}\right) \mathrm{d} t<\infty
$$

Now take $\psi \in \Psi$ arbitrarily. Let $\psi \in L^{\alpha}([0, T] \times \Omega ; V) \cap \Psi \cap L^{2}\left(\Omega ; L^{\infty}([0, T] ; H)\right)$. We use Itô's lemma, to obtain an expression for the following two similar quantities:

$$
\begin{equation*}
e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2} \quad e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}\right\|_{H}^{2} \tag{3.71}
\end{equation*}
$$

We first note that [28, Theorem 4.2.5, p. 91] (see also theorem 2.3) implies an Itô type formula for both $\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}$ and $\left\|u_{t}\right\|_{H}^{2}$, since both $u^{\left(n_{k}\right)}$ and $u$ satisfy the hypotheses of that theorem. The resulting Itô formulas are:

$$
\begin{align*}
\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2} & =\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2}+\int_{0}^{t} 2\left\langle a_{s}^{n_{k}}, u_{s}^{\left(n_{k}\right)}\right\rangle_{V}+\left\|b_{s}^{n_{k}}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s  \tag{3.72}\\
& +\int_{0}^{t}\left(u_{s}^{\left(n_{k}\right)}, b_{s}^{\left.n_{k} \cdot\right)_{H}} \mathrm{~d} W_{s}\right.
\end{align*}
$$

and

$$
\begin{equation*}
\left\|u_{t}\right\|_{H}^{2}=\left\|u_{0}\right\|_{H}^{2}+\int_{0}^{t} 2\left\langle a_{s}, u_{s}\right\rangle_{V}+\left\|b_{s}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s+\int_{0}^{t}\left(u_{s}, b_{s} \cdot\right)_{H} \mathrm{~d} W_{s} . \tag{3.73}
\end{equation*}
$$

We apply Itô's lemma again, using the function $f(x, y)=e^{-x} y$. We apply this to the pair $\left(X_{t}, Y_{t}\right)$ where $X_{t}=\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s$ and $M_{t}$ is a real-valued semimartingale of the form

$$
M_{t}=M_{0}+\int_{0}^{t} F(s) \mathrm{d} s+\int_{0}^{t}\left(M_{s}, G(s) \cdot \mathrm{d} W_{s} .\right.
$$

We assume that $F, G$ are such that $\mathbb{E} \sup M_{t}$ is finite and $G \in L^{2}\left([0, T] \times \Omega ; L_{2}(U, H)\right)$. This results in:

$$
\begin{align*}
e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|M_{t}\right\|_{H}^{2}= & \left\|M_{0}\right\|_{H}^{2}+\int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left(M_{s}, G(s) \cdot\right) \mathrm{d} W_{s} \\
& -\int_{0}^{t} \rho\left(\psi_{s}\right) e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left\|M_{s}\right\|_{H}^{2} \mathrm{~d} s+\int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r} F(s) \mathrm{d} s \tag{3.74}
\end{align*}
$$

Since we have assumed that $G \in L^{2}\left([0, T] \times \Omega: L_{2}(U, H)\right)$ and $\mathbb{E s u p} M_{t}$ are both finite, the stochastic integrals are martingales. On taking expectations, this results in:

$$
\begin{align*}
& \mathbb{E}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|M_{t}\right\|_{H}^{2}\right)-\mathbb{E}\left\|M_{0}\right\|_{H}^{2} \\
& =\mathbb{E} \int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) d r} F(s) \mathrm{d} s-\mathbb{E} \int_{0}^{t} \rho\left(\psi_{s}\right) e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left\|M_{s}\right\|_{H}^{2} \mathrm{~d} s \tag{3.75}
\end{align*}
$$

Choosing $M_{t}=\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}$, we obtain:

$$
\begin{align*}
& \mathbb{E}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}\right)-\mathbb{E}\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2} \\
& =\mathbb{E} \int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left(2\left\langle a_{s}^{n_{k}}, u_{s}^{\left(n_{k}\right)}\right\rangle+\left\|b_{s}^{n_{k}}\right\|_{L_{2}(U, H)}^{2}-\rho\left(\psi_{s}\right)\left\|u_{s}^{\left(n_{k}\right)}\right\|_{H}^{2}\right) \mathrm{d} s \tag{3.76}
\end{align*}
$$

Similarly, we can choose $M_{t}=\left\|u_{t}\right\|_{H}^{2}$ to get:

$$
\begin{align*}
& \mathbb{E}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}\right\|_{H}^{2}\right)-\mathbb{E}\left\|u_{0}\right\|_{H}^{2} \\
& =\mathbb{E} \int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left(2\left\langle a_{s}, u_{s}\right\rangle+\left\|b_{s}\right\|_{L_{2}(U, H)}^{2}-\rho\left(\psi_{s}\right)\left\|u_{s}\right\|_{H}^{2}\right) \mathrm{d} s \tag{3.77}
\end{align*}
$$

Starting from equation (3.76), we work our way towards invoking the local monotonicity assumption H 2 .

$$
\begin{align*}
& \mathbb{E}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}\right)-\mathbb{E}\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2} \\
& =\mathbb{E}\left[\int_{0}^{t} e^{-\int_{0}^{s} \rho\left(\psi_{r}\right) \mathrm{d} r}\left(2\left\langle a_{s}^{n_{k}}, u_{s}^{\left(n_{k}\right)}\right\rangle+\left\|b_{s}^{n_{k}}\right\|_{L_{2}(U, H)}^{2}-\rho\left(\psi_{s}\right)\left\|u_{s}^{\left(n_{k}\right)}\right\|_{H}^{2}\right) \mathrm{d} s\right] \\
& =\mathbb{E}\left[\int _ { 0 } ^ { t } e ^ { - \int _ { 0 } ^ { t } \rho ( \psi _ { s } ) \mathrm { d } s } \left(2\left\langle a_{s}^{n_{k}}-A_{s}\left(\psi_{s}\right), u_{s}^{\left(n_{k}\right)}-\psi_{s}\right\rangle+2\left\langle A_{s}\left(\psi_{s}\right), u_{s}^{\left(n_{k}\right)}\right\rangle\right.\right.  \tag{3.78}\\
& \quad+2\left\langle a_{s}^{n_{k}}-A_{s}\left(\psi_{s}\right), \psi_{s}\right\rangle+\left\|b_{s}^{n_{k}}-B_{s}\left(\psi_{s}\right)\right\|_{L_{2}(U, H)}^{2}-\left\|B_{s}\left(\psi_{s}\right)\right\|_{L_{2}(U, H)}^{2} \\
& \left.\left.\quad+2\left(b_{s}^{n_{k}}, B_{s}\left(\psi_{s}\right)\right)_{L_{2}(U, H)}-\rho\left(\psi_{s}\right)\left[\left\|u_{s}^{\left(n_{k}\right)}-\psi_{s}\right\|_{H}^{2}-\|\psi\|_{H}^{2}+2\left(u_{s}^{\left(n_{k}\right)}, \psi_{s}\right) H\right]\right) \mathrm{d} s\right]
\end{align*}
$$

Applying H2, this results in:

$$
\begin{align*}
& \mathbb{E}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}\right)-\mathbb{E}\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2} \\
& \leq \mathbb{E}\left[\int _ { 0 } ^ { t } e ^ { - \int _ { 0 } ^ { s } \rho ( \psi _ { r } ) \mathrm { d } r } \left(2\left\langle A_{s}\left(\psi_{s}\right), u_{s}^{\left(n_{k}\right)}\right\rangle+2\left\langle a_{s}^{n_{k}}-A_{s}\left(\psi_{s}\right), \psi_{s}\right\rangle\right.\right.  \tag{3.79}\\
& \left.\left.\quad-\left\|B_{s}(\psi)\right\|_{L_{2}(U, H)}^{2}+2\left(b_{s}^{n_{k}}, B_{s}\left(\psi_{s}\right)\right)_{L_{2}(U, H)}-\rho\left(\psi_{s}\right)\left[2\left(u_{s}^{\left(n_{k}\right)}, \psi_{s}\right)-\|\psi\|_{H}^{2}\right]\right) \mathrm{d} s\right]
\end{align*}
$$

In order to proceed we use lemma 2.2, which results in the following inequality by the weak convergence of $u^{\left(n_{k}\right)}-u$ in $L^{2}\left(\Omega ; L^{2}([0, T] ; H)\right)$ :

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T} e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}\right\|_{H}^{2} \mathrm{~d} t \leq \liminf _{k \rightarrow \infty}\left[\int_{0}^{T} e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2} \mathrm{~d} t\right] \tag{3.80}
\end{equation*}
$$

Using this observation, we can proceed from inequality (3.79). Observe that for all $k \in \mathbb{N}$, $\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2} \leq\left\|u_{0}\right\|_{H}^{2}$. Therefore, it follows that $-\left\|u_{0}\right\|_{H}^{2} \leq \liminf \left(-\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2}\right)$. Invoking weak convergence and inequality (3.79),

$$
\begin{align*}
& \mathbb{E}\left[\int_{0}^{T}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}\right\|_{H}^{2}-\left\|u_{0}\right\|_{H}^{2}\right) \mathrm{d} t\right] \\
& \leq \liminf _{k \rightarrow \infty}\left[\int_{0}^{T}\left(e^{-\int_{0}^{t} \rho\left(\psi_{s}\right) \mathrm{d} s}\left\|u_{t}^{\left(n_{k}\right)}\right\|_{H}^{2}-\left\|u_{0}^{\left(n_{k}\right)}\right\|_{H}^{2}\right) \mathrm{d} t\right]  \tag{3.81}\\
& \leq \mathbb{E}\left[\int _ { 0 } ^ { T } \int _ { 0 } ^ { t } e ^ { - \int _ { 0 } ^ { s } \rho ( \psi _ { r } ) \mathrm { d } r } \left(2\left\langle A_{s}\left(\psi_{s}\right), u_{s}\right\rangle+2\left\langle Y_{s}-A_{s}\left(\psi_{s}\right), \psi_{s}\right\rangle\right.\right. \\
& \left.\left.\quad-\left\|B_{s}\left(\psi_{s}\right)\right\|_{L_{2}(U, H)}^{2}+2\left(Z(s), B_{s}(\psi)\right)_{L_{2}(U, H)}-\rho\left(\psi_{s}\right)\left[2\left(u_{s}, \psi_{s}\right)-\left\|\psi_{s}\right\|_{H}^{2}\right]\right) \mathrm{d} s \mathrm{~d} t\right]
\end{align*}
$$

We know a different expression for the LHS of the above inequality by using equation (3.77). Filling this in and simplifying both LHS and RHS of inequality (3.81), we obtain:

$$
\begin{align*}
\mathbb{E}\left[\int_{0}^{T} \int_{0}^{t} e^{-\int_{0}^{t} \rho\left(\psi_{r}\right) \mathrm{d} r}\right. & \left(2\left\langle a_{s}-A_{s}\left(\psi_{s}\right), u_{s}-\psi_{s}\right\rangle+\left\|B_{s}\left(\psi_{s}\right)-b_{s}\right\|_{L_{2}(U, H)}^{2}\right.  \tag{3.82}\\
& \left.\left.-\rho\left(\psi_{s}\right)\left\|u_{s}-\psi_{s}\right\|_{H}^{2}\right) \mathrm{~d} s \mathrm{~d} t\right] \leq 0
\end{align*}
$$

Take $\psi=u$. We immediately observe that this implies that $B(u)=b$ in $L^{2}\left([0, T] \times \Omega ; L_{2}(U, H)\right)$. To show that $A(u)=a$, let $\eta \in L^{\infty}([0, T] \times \Omega ; \mathbb{R}), \phi \in V, \varepsilon \in(0,1)$ and let $\psi=u-\varepsilon \eta \phi$. This results in:

$$
\begin{align*}
& \mathbb{E}\left[\int _ { 0 } ^ { T } \int _ { 0 } ^ { t } e ^ { - \int _ { 0 } ^ { s } \rho ( u _ { r } - \varepsilon \eta _ { r } \phi ) \mathrm { d } r } \left(2\left\langle a_{s}-A_{s}\left(u_{s}-\varepsilon \eta_{s} \phi\right), \eta_{s} \phi\right\rangle\right.\right.  \tag{3.83}\\
&\left.\left.-\varepsilon \rho\left(u_{s}-\varepsilon \eta_{s} \phi\right)\left\|\eta_{s} \phi\right\|_{H}^{2}\right) \mathrm{~d} s \mathrm{~d} t\right] \leq 0
\end{align*}
$$

Using the dominated convergence theorem, sending $\varepsilon \rightarrow 0$, and H 1 , we obtain that

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{T} \int_{0}^{t} e^{-\int_{0}^{s} \rho\left(u_{r}\right) \mathrm{d} r} 2 \eta_{s}\left\langle a_{s}-A_{s}\left(u_{s}\right), \phi\right\rangle \mathrm{d} s \mathrm{~d} t\right] \leq 0 \tag{3.84}
\end{equation*}
$$

We conclude from this that

$$
\int_{0}^{t} e^{-\int_{0}^{s} \rho\left(u_{r}\right) d r} 2 \eta_{s}\left\langle a_{s}-A_{s}\left(u_{s}\right), \phi\right\rangle \mathrm{d} s=0 \quad \mathrm{~d} t \times \mathbb{P} \text { a.e }
$$

Since this holds for almost all $t \in[0, T], \eta$ and $\phi$ were arbitrary, we obtain that $A(u)=a$ in $L^{\frac{\alpha}{\alpha-1}}\left([0, T] \times \Omega ; V^{*}\right)$.

Proof of Theorem 2 (Uniqueness). Consider $u_{t}$ and $v_{t}$ to be two solutions of equation (3.2). This implies that

$$
\begin{equation*}
u_{t}-v_{t}=\int_{0}^{t} A_{s}\left(u_{s}\right)-A_{s}\left(v_{s}\right) \mathrm{d} s+\int_{0}^{t} B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right) \mathrm{d} W_{s} \tag{3.85}
\end{equation*}
$$

almost surely for all $t \in[0, T]$. We aim to use Itô's lemma in a similar way as the previous proof. We first introduce the following sequence of stopping times:

$$
\sigma_{n}=\inf \left\{t \in[0, T]:\left\|u_{t}\right\|_{H}>n\right\} \wedge \inf \left\{t \in[0, T]:\left\|v_{t}\right\|_{H}>n\right\} \wedge T
$$

We use this stopping time to note that $\left\|u_{t}-v_{t}\right\|_{H}^{2}$ is also semimartingale, by using Itô's lemma [28, Theorem 4.2.5, p. 91] (or see theorem 2.3), which gives the following Itô formula:

$$
\begin{align*}
\left\|u_{t \wedge \sigma_{n}}-v_{t \wedge \sigma_{n}}\right\|_{H}^{2} & =\int_{0}^{t \wedge \sigma_{n}} 2\left\langle A_{s}\left(u_{s}\right)-A_{s}\left(v_{s}\right), u_{s}-v_{s}\right\rangle_{V}+\left\|B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right)\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} s \\
& +\int_{0}^{t \wedge \sigma_{n}}\left(u_{s}-v_{s},\left(B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right)\right) \cdot\right)_{H} \mathrm{~d} W_{s} \tag{3.86}
\end{align*}
$$

Since the above satisfies the assumptions for equation (3.74), we use $M_{t}=\left\|u_{t}-v_{t}\right\|_{H}^{2}$. This results in the following formula:

$$
\begin{align*}
e^{-\int_{0}^{t \wedge \sigma_{n}} \rho\left(v_{s}\right) d s}\left\|u_{t \wedge \sigma_{n}}-v_{t \wedge \sigma_{n}}\right\|_{H}^{2} & =\int_{0}^{t \wedge \sigma_{n}} e^{-\int_{0}^{s} \rho\left(v_{r}\right) d r}\left(2\left\langle A_{s}\left(u_{s}\right)-A_{s}\left(v_{s}\right), u_{s}-v_{s}\right\rangle_{V}\right. \\
& \left.+\left\|B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right)\right\|_{L_{2}(U, H)}^{2}-\rho\left(v_{s}\right)\left\|u_{s}-v_{s}\right\|_{H}^{2}\right) \mathrm{d} s  \tag{3.87}\\
& +\int_{0}^{t \wedge \sigma_{n}} e^{-\int_{0}^{s} \rho\left(v_{r}\right) d r}\left(u_{s}-v_{s},\left(B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right)\right) \cdot\right)_{H} \mathrm{~d} W_{s}
\end{align*}
$$

Invoke assumption H 2 to obtain:

$$
\begin{equation*}
e^{-\int_{0}^{t \wedge \sigma_{n}} \rho\left(v_{s}\right) d s}\left\|u_{t}-v_{t}\right\|_{H}^{2} \leq \int_{0}^{t \wedge \sigma_{n}} e^{-\int_{0}^{s} \rho\left(v_{r}\right) \mathrm{d} r}\left(u_{s}-v_{s},\left(B_{s}\left(u_{s}\right)-B_{s}\left(v_{s}\right)\right) \cdot\right)_{H} \mathrm{~d} W_{s} \tag{3.88}
\end{equation*}
$$

The stopping time turns the stochastic integral term into a martingale. Taking expectations on both sides in the above equation, we obtain that:

$$
\begin{equation*}
\mathbb{E}\left(e^{-\int_{0}^{t \wedge \sigma_{n}} \rho\left(v_{s}\right) \mathrm{d} s}\left\|u_{t \wedge \sigma_{n}}-v_{t \wedge \sigma_{n}}\right\|_{H}^{2}\right)=0 \tag{3.89}
\end{equation*}
$$

We apply Fatou's lemma to conclude that $\left\|u_{t}-v_{t}\right\|_{H}^{2}=0$ almost surely for every $t \in[0, T]$. Invoking continuity of $u-v$ in $H$, we find that $u$ and $v$ are indistinguishable, i.e.

$$
\mathbb{P}\left(\sup _{t \in[0, T]}\left\|u_{t}-v_{t}\right\|_{H}=0\right)=1
$$

### 3.4. Extension to additive equations

We can generalize the framework that has been built to include certain additive equations. That is, we can treat equations of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(A_{t}\left(u_{t}\right)+f_{t}\right) \mathrm{d} t+\left(B_{t}\left(u_{t}\right)+g_{t}\right) \mathrm{d} W_{t}, \tag{3.90}
\end{equation*}
$$

where certain assumptions on $f$ and $g$ are made. We will first state assumptions underlying treatment of this equation and then state the results based on our theory.

Assumptions 3.2. Consider equation (3.90), a given Gelfand triple ( $V, H, V^{*}$ ) and a cylindrical Wiener process $W$, taking values in a separable Hilbert space $U$. We assume the operators $A$ and $B$ satisfy the assumptions $H 1$ to $H 5$, given constants $\alpha>1, \beta \geq 0, p_{0} \geq \beta+2, \theta>0$, $K \geq 0$ and a nonnegative function $h \in L^{\frac{p_{0}}{2}}\left(\Omega ; L^{1}([0, T] ; \mathbb{R})\right)$. We also take

$$
f \in L^{\frac{p_{0} \alpha}{2(\alpha-1)}}\left(\Omega ; L^{\frac{\alpha}{\alpha-1}}\left([0, T] ; V^{*}\right)\right), \quad g \in L^{p_{0}}\left(\Omega ; L^{2}\left([0, T] ; L_{2}(U, H)\right)\right) .
$$

Theorem 3.3. Given assumptions 3.2, define $\widetilde{A}=A+f$ and $\widetilde{B}=B+g$. Then assumptions $H 1$ to H5 hold again for $\widetilde{A}$ and $\widetilde{B}$ with $\tilde{\alpha}=\alpha, \tilde{\beta}=\beta, \tilde{p_{0}}=p_{0}$, but different $\tilde{\theta}>0$ and function

$$
h_{t}+\left\|f_{t}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}}+\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} .
$$

Furthermore, under assumptions 3.2 and for any initial condition $u_{0} \in L^{p}(\Omega ; H)$ with $p \in$ $\left[2, p_{0}\right]$, there exists a unique solution to equation (3.90) with corresponding energy inequality for all $q \in[2, p]$ and some constant $C$ depending on $\theta, \alpha$ and $q$ :

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H}^{q}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{H}^{q-2}\left\|u_{t}\right\|_{V}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{V}^{\alpha}\right)^{\frac{q}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{H}^{q}+\mathbb{E}\left(\int_{0}^{T} h_{t} \mathrm{~d} t\right)^{\frac{q}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}} \mathrm{~d} t\right)^{\frac{q}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} \mathrm{~d} t\right)^{\frac{q}{2}}\right) \tag{3.91}
\end{align*}
$$

Proof of Theorem 3.3. We only show H3, the other assumptions are straightforward. The second result follows by invoking theorem 3.2 with operators $\widetilde{A}$ and $\widetilde{B}$. To this end, let $v \in V, v \neq 0$ and $t \in[0, T]$. We use Young's inequality, H 3 and H 5 for $A$ and $B$ to derive: We first split the additive terms and use Cauchy-Schwarz to obtain:

$$
\begin{align*}
& 2\left\langle A_{t}(v)+f_{t}, v\right\rangle_{V}+\left\|B_{t}(v)+g_{t}\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(\nu)+g_{t}\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \\
& \leq 2\left\langle A_{t}(v), v\right\rangle_{V}+2\left\langle f_{t}, v\right\rangle_{V}+\left\|B_{t}(v)\right\|_{L_{2}(U, H)}^{2}+2\left(B_{t}(\nu), g_{t}\right)_{L_{2}(U, H)}^{2} \\
& \quad+\left\|g_{t}\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(v)\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}}+2\left(p_{0}-2\right) \frac{\left(B_{t}(\nu)^{*} v, g_{t}^{*} v\right)_{U}}{\|v\|_{H}^{2}}+\left(p_{0}-2\right)\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} . \tag{3.92}
\end{align*}
$$

We can apply H3 for operators $A$ and $B$ and Cauchy-Schwarz to derive:

$$
\begin{align*}
& 2\left\langle A_{t}(v)+f_{t}, v\right\rangle_{V}+\left\|B_{t}(v)+g_{t}\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(v)+g_{t}\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \\
& \stackrel{(\mathrm{H} 3)}{\leq} h_{t}+K\|\nu\|_{H}^{2}+2\left\langle f_{t}, v\right\rangle_{V}+2\left(B_{t}(v), g_{t}\right)_{L_{2}(U, H)}+\left(p_{0}-1\right)\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} \\
& \quad+2\left(p_{0}-2\right) \frac{\left(B_{t}(v)^{*} v, g_{t}^{*} v\right)_{U}}{\|v\|_{H}^{2}}-\theta\|v\|_{V}^{\alpha} \\
& \stackrel{(\mathrm{C}-\mathrm{S})}{\leq} h_{t}+K\|v\|_{2}+2\left\|f_{t}\right\|_{V^{*}}\|v\|_{V}+2\left(p_{0}-1\right)\left\|B_{t}(v)\right\|_{L_{2}(U, H)}\left\|g_{t}\right\|_{L_{2}(U, H)}+\left(p_{0}-1\right)\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} \\
& \quad-\theta\|v\|_{V}^{\alpha} . \tag{3.93}
\end{align*}
$$

Next, we make use of Young's inequality, where $\varepsilon>0$ will be chosen later. We also use H 5 to estimate $\left\|B_{t}(v)\right\|_{L_{2}(U, H)}^{2}$. This results in:

$$
\begin{align*}
& 2\left\langle A_{t}(v)+f_{t}, v\right\rangle_{V}+\left\|B_{t}(v)+g_{t}\right\|_{L_{2}(U, H)}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(v)+g_{t}\right)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}} \\
& \leq h_{t}+K\|v\|_{H}^{2}+C_{\varepsilon} \frac{2(\alpha-1)}{\alpha}\left\|f_{t}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}}+\varepsilon\left\|B_{t}(v)\right\|_{L_{2}(U, H)}^{2}+C_{\varepsilon}^{\prime}\left\|g_{t}\right\|_{L_{2}(U, H)}^{2} \\
&+\left(-\theta+\varepsilon \frac{2}{\alpha}\right)\|v\|_{V}^{\alpha} \\
& \stackrel{(\mathrm{H} 5)}{\leq} h_{t}+K\|v\|_{H}^{2}+C_{\varepsilon} \frac{2(\alpha-1)}{\alpha}\left\|f_{t}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}}+\varepsilon K\left(h_{t}+\|v\|_{H}^{2}+\|v\|_{V}^{\alpha}\right)  \tag{3.94}\\
&+C_{\varepsilon}^{\prime}\left\|g_{t}\right\|_{L_{2}(U, H)}^{2}+\left(-\theta+\varepsilon \frac{2}{\alpha}\right)\|v\|_{V}^{\alpha} \\
& \leq(\varepsilon K+1) h_{t}+C_{\varepsilon} \frac{2(\alpha-1)}{\alpha}\left\|f_{t}\right\|_{V^{*}}^{\frac{\alpha}{\alpha-1}}+C_{\varepsilon}^{\prime}\left\|g_{t}\right\|_{L_{2}(U, H)}^{2}+K(1+\varepsilon)\|v\|_{H}^{2} \\
& \quad+\left(-\theta+\varepsilon \frac{2}{\alpha}+\varepsilon K\right)\|v\|_{V}^{\alpha}
\end{align*}
$$

By choosing $\varepsilon>0$ small, we have shown H3 for $\tilde{A}$ and $\tilde{B}$.

### 3.5. Optimality of results within this framework

This section will show that the results obtained in Theorem 3.90 are optimal. By optimal, we mean that it is not possible to obtain better results, such as higher moments, based on assumptions 3.1. We prove this by using a rather academic example given by Brzezniak and Veraar in [7]. The exposition of this section is based on the same arguments as given in [38]. Consider the equation

$$
\begin{equation*}
\mathrm{d} u_{t}=\Delta u_{t} \mathrm{~d} t+2 \gamma(-\Delta)^{\frac{1}{2}} u_{t} \mathrm{~d} W_{t} \tag{3.95}
\end{equation*}
$$

on the torus $\mathbb{T}$, with $\gamma \in \mathbb{R}$, a $\mathscr{F}_{0}$-measurable initial condition $u_{0}$ and $W$ a real-valued Wiener process. It follows from [7] that equation (3.95) is well-posed in $L^{p_{0}}\left(\Omega ; L^{2}(\mathbb{T})\right)$ as long as $2 \gamma^{2}\left(p_{0}-1\right)<1$. Using our framework, we will derive that equation (3.95) indeed has a solution with values in $L^{p_{0}}\left([0, T] \times \Omega ; L^{2}(\mathbb{T})\right)$ whenever $2 \gamma^{2}\left(p_{0}-1\right)<1$, corresponding to the condition derived in [7]. After this, we show that it is not possible to even obtain existence whenever $2 \gamma^{2}\left(p_{0}-1\right)>1$.

Assumptions 3.3. Let $\gamma^{2} \in\left(0, \frac{1}{2}\right)$ and $u_{0} \in L^{2}\left(\Omega ; L^{2}(\mathbb{T})\right)$. Consider equation (3.95), where $W_{t}$ is a real-valued Wiener process. We use the following Gelfand triple in this example:

$$
W^{1,2}(\mathbb{T}) \subseteq L^{2}(\mathbb{T}) \subseteq W^{-1,2}(\mathbb{T}) .
$$

Let $\mathscr{F}$ be the Fourier transform. We define the operator $(-\Delta)^{\frac{1}{2}}: W^{1,2}(\mathbb{T}) \rightarrow L^{2}(\mathbb{T})$ to be:

$$
\begin{equation*}
(-\Delta)^{\frac{1}{2}} u=\mathscr{F}^{-1}\left((|k|(\mathscr{F} u)(k))_{k \in \mathbb{Z}}\right) \tag{3.96}
\end{equation*}
$$

Subsequently, we let the operators $A: W^{1,2}(\mathbb{T}) \rightarrow W^{-1,2}(\mathbb{T})$ and $B: W^{1,2}(\mathbb{T}) \rightarrow L^{2}(\mathbb{T})$ be defined by $A(u)=\Delta u$ and $B(u)=2 \gamma(-\Delta)^{\frac{1}{2}}$.

Theorem 3.4. Let $p_{0} \in[2, \infty)$ be such that $2 \gamma^{2}\left(p_{0}-1\right)<1$. Then, equation (3.95) has a unique solution $u \in L^{p}\left((0, T) \times \Omega ; L^{2}(\mathbb{T})\right)$ for all $p \in\left[2, p_{0}\right]$. Furthermore, we have an energy estimate of the form:

$$
\begin{equation*}
\mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{L^{2}(\mathbb{T})}^{p} \leq C e^{C T} \mathbb{E}\left\|u_{0}\right\|_{L^{2}(\mathbb{T})}^{p} \tag{3.97}
\end{equation*}
$$

Proof. To apply our theory, we first show assumptions H1 to H5 and then apply Theorem 3.2. We will only show H 2 and H 3 . For H 2 , let $u, v \in W^{1,2}(\mathbb{T})$. Using Plancherel's theorem, we obtain:

$$
\begin{align*}
& 2\langle A(u)-A(\nu), u-v\rangle+\|B(u)-B(v)\|_{L^{2}(\mathbb{T})}^{2} \\
& \leq\left(-2+4 \gamma^{2}\right) \sum_{k=1}^{\infty} k^{2}|(\mathscr{F} u)(k)-(\mathscr{F} v)(k)|^{2}  \tag{3.98}\\
& \leq 0
\end{align*}
$$

Now we check the coercivity condition H3. Let $v \in W^{1,2}(\mathbb{T})$. We have the following sequence of inequalities by using that $\|T\|=\left\|T^{*}\right\|$ for Hilbert-Schmidt operators in Hilbert-Schmidt norm and boundedness of $(-\Delta)^{\frac{1}{2}}$ :

$$
\begin{align*}
& 2\langle A(\nu), v\rangle+\|B(\nu)\|_{W^{1,2}(\mathbb{T})}^{2}+\frac{\left|B(v)^{*} v\right|^{2}}{\|v\|_{L^{2}(\mathbb{T})}} \\
& \leq\left(4 \gamma^{2}\left(p_{0}-1\right)-2\right) \sum_{k=1}^{\infty} k^{2}|(\mathscr{F} u)(k)|^{2}  \tag{3.99}\\
& \leq 0
\end{align*}
$$

where part of the inequality follows by Plancherel's theorem. We see that there exists a $\theta>0$ such that the coercivity condition holds as long as $2 \gamma^{2}\left(p_{0}-1\right)<1$. Boundedness of H 5 is also straightforward from the above calculations. Application of theorem 3.2 then yields the main result.

We now proceed to show that we don't get well-posedness in $L^{p}\left((0, T) \times \Omega ; L^{2}(\mathbb{T})\right)$ as soon as $2 \gamma^{2}\left(p_{0}-1\right)>1$. This shows that our results are sharp.

Theorem 3.5. Let $p_{0} \in[2, \infty)$ be such that $2 \gamma^{2}\left(p_{0}-1\right)>1$. Then, equation (3.95) has a unique solution $u \in L^{p}\left((0, \tau) \times \Omega ; L^{2}(\mathbb{T})\right)$ for all $p \in\left[2, p_{0}\right]$, where $\tau=\left(2 \gamma^{2}\left(p_{0}-1\right)-1\right)^{-1}$. Moreover,

$$
\begin{equation*}
\underset{t \uparrow \tau}{\limsup }\|u(t)\|_{L^{p}\left(\Omega ; L^{2}(\mathbb{T})\right)}=\infty \tag{3.100}
\end{equation*}
$$

Proof. The existence and uniqueness follows from [7], since the equation doesn't fit into our framework under the above assumption. By taking Fourier transforms of equation (3.95), we have the following equation of SDEs:

$$
\left\{\begin{array}{l}
\mathrm{d} v_{n}(t)=-n^{2} v_{n}(t) \mathrm{d} t+2 \gamma|n| v_{n}(t) \mathrm{d} W(t)  \tag{3.101}\\
v_{n}(0)=a_{n}
\end{array}\right.
$$

where $a_{n}=e^{-n^{2}}$ for all $n \in \mathbb{Z} \backslash\{0\}$ and $a_{0}=0$. Then, one can check by Itô's formula that the above has solution

$$
\begin{equation*}
v_{n}(t)=e^{-t\left(n^{2}+2 \gamma^{2} n^{2}\right)} e^{2 \gamma|n| W(t)} a_{n} \tag{3.102}
\end{equation*}
$$

for $n \in \mathbb{Z} \backslash\{0\}$. If (3.95) has a solution, it must then be of form $u(t, x)=\sum v_{n}(t) e^{i n x}$. Taking $L^{2}$ norms, we compute the following:

$$
\begin{align*}
\|u(t)\|_{L^{2}(\mathbb{T})}^{2}=\sum_{n \in \mathbb{Z} \backslash\{0\}}\left|v_{n}(t)\right|^{2} & \\
& =\sum_{n \in \mathbb{Z} \backslash\{0\}} e^{-2 t\left(n^{2}+2 \gamma^{2} n^{2}\right)} e^{4 \gamma|n| W(t)} e-2 n^{2}  \tag{3.103}\\
& =\sum_{n \in \mathbb{Z} \backslash\{0\}} e^{-2 n^{2}\left(t+1+2 t \gamma^{2}\right)} e^{4 \gamma|n| W(t)} .
\end{align*}
$$

As an intermediate step, we note the following sequence of equalities, which can be verified easily:

$$
\begin{align*}
-2 n^{2}\left(t+1+2 t \gamma^{2}\right)+4 \gamma|n| W(t) & =-2\left(t+1+2 t \gamma^{2}\right)\left[|n|-\frac{\gamma W(t)}{\left(t+1+2 t \gamma^{2}\right)}\right]^{2}+\frac{2 \gamma^{2} W(t)^{2}}{\left(t+1+2 t \gamma^{2}\right)} \\
& =-2 f(t)(|n|-g(t))^{2}+2 h(t) \tag{3.104}
\end{align*}
$$

where we define

$$
\begin{equation*}
f(t)=t+1+2 t \gamma^{2}, \quad g(t)=\frac{\gamma W(t)}{\left(t+1+2 t \gamma^{2}\right)}, \quad h(t)=\frac{\gamma^{2} W(t)^{2}}{\left(t+1+2 t \gamma^{2}\right)} \tag{3.105}
\end{equation*}
$$

Returning to equation (3.103), we see that:

$$
\begin{align*}
\|u(t)\|_{L^{2}(\mathbb{T})}^{2} & =e^{2 h(t)} \sum_{n \in \mathbb{N} \backslash\{0\}} e^{-2 f(t)(|n|-g(t))^{2}} \\
& =2 e^{2 h(t)} \sum_{n \geq 1} e^{-2 f(t)(n-g(t))^{2}}  \tag{3.106}\\
& \geq 2 e^{2 h(t)} e^{-2 f(t)} .
\end{align*}
$$

Taking powers and expectation, we find:

$$
\begin{align*}
\mathbb{E}\|u(t)\|_{L^{2}(\mathbb{T})}^{p} & =2^{\frac{p}{2}} e^{-p f(t)} \int_{\Omega} e^{p h(t)} \mathrm{d} \mathbb{P} \\
& =2^{\frac{p}{2}+1} e^{-p f(t)} \int_{W(t)>0} e^{p h(t)} \mathrm{d} \mathbb{P}  \tag{3.107}\\
& =2^{\frac{p}{2}+1} e^{-p f(t)} \int_{W(1)>0} e^{\frac{p \gamma^{2} W(1) t^{2}}{\left.1+t^{-1}+2 \gamma^{2}\right)}} \mathrm{dP}
\end{align*}
$$

The last integral becomes unbounded as $t \rightarrow \tau$.

## 4

## Examples of coercive SPDEs

We will give a fair amount of examples to which our framework applies. We will show that we recover the previously known coercivity condition for existence and uniqueness of the stochastic heat equation with Dirichlet boundary conditions. Accordingly, we will also treat the stochastic heat equation with Neumann boundary conditions, but we need a different coercivity condition for existence of higher order moments. We proceed by investigating the stochastic Burgers' equation and Navier-Stokes equations in 2D, for which we show that the solution is bounded almost surely in $C\left([0, T] ; L^{2}\right)$.

### 4.1. The stochastic heat equation with Dirichlet boundary conditions

The first equation we consider is a stochastic heat equation with stochastic forcing and Dirichlet boundary conditions on a $C^{1}$ domain $\mathscr{D} \subseteq \mathbb{R}^{d}$. This leads us to consider the following equation:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(\sum_{i, j=1}^{d} \partial_{i}\left(a^{i j} \partial_{j} u_{t}\right)+f_{t}\right) \mathrm{d} t+\sum_{k=1}^{\infty}\left(\sum_{i=1}^{d} b^{i k} \partial_{i} u_{t}+g_{t}^{k}\right) \mathrm{d} W_{t}^{k} . \tag{4.1}
\end{equation*}
$$

We will first make some assumptions on the coefficients of the equation and the initial condition, and then state the results derived from our framework with proof. It will turn out that the $p$ dependent term in the coercivity condition vanishes. Therefore, the solution will admit moment estimates of all orders $p \geq 2$, only limited by integrability of the additive noise and the initial condition.

Assumptions 4.1. Consider equation (4.1) on a d-dimensional $C^{1}$ domain $\mathscr{D}$ with Dirichlet boundary conditions and initial condition $u_{0} \in L^{p_{0}}(\Omega ; H)$ where $p_{0} \in[2, \infty)$. We reformulate this equation into an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=A_{t}\left(u_{t}\right) \mathrm{d} t+\sum_{k=1}^{\infty} B_{t}^{k}\left(u_{t}\right) \mathrm{d} W_{t}^{k} . \tag{4.2}
\end{equation*}
$$

To do this, we use the following Gelfand triple for this example:

$$
H_{0}^{1}(\mathscr{D}) \subseteq L^{2}(\mathscr{D}) \subseteq H^{-1}(\mathscr{D}) .
$$

Here, $H^{-1}(\mathscr{D})$ is considered to be the dual of $H_{0}^{1}(\mathscr{D})$. We set the deterministic part of the equation to be an operator $A_{t}: H_{0}^{1}(\mathscr{D}) \rightarrow H^{-1}(\mathscr{D})$ defined as:

$$
\begin{equation*}
\left\langle A_{t}(u), v\right\rangle=-\sum \int_{\mathscr{D}} a^{i j}(t, x) \partial_{i} u \partial_{j} v \mathrm{~d} x+\left\langle f_{t}, v\right\rangle \quad \text { for } u, v \in H_{0}^{1}(\mathscr{D}) . \tag{4.3}
\end{equation*}
$$

The coefficients $a^{i j}$ depend on $x, \omega$ and $t$, and are bounded almost surely. We also require that $f \in L^{p_{0}}\left(\Omega ; L^{2}\left([0, T] ; H^{-1}(\mathscr{D})\right)\right.$. We set the operators $B_{t}^{k}: H_{0}^{1}(\mathscr{D}) \rightarrow L^{2}(\mathscr{D})$ to be defined as:

$$
\begin{equation*}
B_{t}^{k}(\nu)=\sum_{i=1}^{d} b^{i k} \partial_{i} v+g_{t}^{k} \quad \text { for } v \in H_{0}^{1}(\mathscr{D}) \tag{4.4}
\end{equation*}
$$

We assume the coefficients $b^{i k}$ depend on $x, \omega$ and $t$, are bounded almost surely and are smooth for all $i, k \in \mathbb{N}$. An additional requirement is that $g^{k} \in L^{p_{0}}\left(\Omega ; L^{2}\left([0, T] ; L^{2}(\mathscr{D})\right)\right)$. We also assume a uniform ellipticity condition holds for the coefficients $a^{i j}$ and $b^{i k}$. Define

$$
\begin{equation*}
\sigma^{i j}=\sum_{k} b^{i k} b^{j k} \tag{4.5}
\end{equation*}
$$

Then, we assume the following uniform ellipticity condition:

$$
\begin{equation*}
\sum_{i, j=1}^{d}\left(2 a^{i j}-\sigma^{i j}\right) \xi_{i} \xi_{j} \geq \theta|\xi|^{2} \quad \text { for all } \xi \in \mathbb{R}^{d} \tag{4.6}
\end{equation*}
$$

where $\theta>0$.
Proposition 4.1. Suppose the assumptions in 4.1 hold, $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(\mathscr{D})\right)$, where $p_{0}$ is the same as in 4.1. Then, a unique solution $u$ of equation (4.1) exists and the following estimate holds for all $p \in\left[2, p_{0}\right]$ :

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{L^{2}(\mathscr{D})}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{L^{2}(\mathscr{D})}^{p-2}\left\|u_{t}\right\|_{H_{0}^{1}(\mathscr{D})}^{2} \mathrm{~d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{H_{0}^{1}(\mathscr{D})}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{L^{2}(\mathscr{D})}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{-1}(\mathscr{D )}}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; H_{0}^{1}(\mathscr{O})\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right), \tag{4.7}
\end{align*}
$$

where $C$ depends on $\theta$ and $p$.
Remark 4.1. Setting $f=g=0$ and assuming that all $b^{k}$ are not space dependent, we can actually use remark 3.3 to include the endpoint $p_{0}=\infty$. That is, we can prove that for any $p_{0} \in[2, \infty]$ and $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(\mathscr{D})\right.$, there exists a unique solution $u$ and the following estimate holds for $p \in\left[2, p_{0}\right]$ :

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega ; C([0, T] ; H))} \leq C\left\|u_{0}\right\|_{L^{p}(\Omega ; H)} \tag{4.8}
\end{equation*}
$$

where $C$ only depends on $\theta$.
Proof. It suffices to show that assumptions H 1 to H 5 hold for equation (4.1) without $f$ and $g$. By applying Theorem 3.3, the result will immediately follow.

For H1, hemicontinuity is immediately clear from the definition of $A$. For H2, we let $u, v \in$ $H_{0}^{1}(\mathscr{D})$ and use the uniform ellipticity type condition to derive:

$$
\begin{align*}
& 2\langle A(u)-A(v), u-v\rangle+\sum_{k=1}^{\infty}\left\|\sum_{i=1}^{d} b^{i k} \partial_{i}(u-v)\right\|_{L^{2}(\mathscr{D})}^{2} \\
& \stackrel{(4.3)}{=}-\sum \int_{\mathscr{D}} 2 a^{i j}(x)\left(\partial_{i} u-\partial_{i} v\right)\left(\partial_{j} u-\partial_{j} v\right) \mathrm{d} x+\sum_{k=1}^{\infty} \int_{\mathscr{D}}\left(\sum_{i=1}^{d} b^{i k} \partial_{i}(u-v)\right)^{2} \mathrm{~d} x \\
& =-\sum \int_{\mathscr{D}} 2 a^{i j}(x)\left(\partial_{i} u-\partial_{i} v\right)\left(\partial_{j} u-\partial_{j} v\right) \mathrm{d} x+\sum_{k=1}^{\infty} \int_{\mathscr{D}} \sum_{i, j=1}^{d} b^{i k} b^{j k} \partial_{i}(u-v) \partial_{j}(u-v) \mathrm{d} x  \tag{4.9}\\
& \stackrel{(4.5)}{=} \sum_{i, j=1}^{d} \int_{\mathscr{D}}\left(-2 a^{i j}+\sigma^{i j}\right) \partial_{i}(u-v) \partial_{j}(u-v) \mathrm{d} x \\
& \stackrel{(4.6)}{\leq}-\theta \sum \int_{\mathscr{D}}\left|\partial_{i}(u-v)\right|^{2} d x \\
& =-\theta\|u-v\|_{H_{0}^{1}(\mathscr{D})}^{2}
\end{align*}
$$

We now move to H3. For the first two terms of H3, we can take (4.9) with $v=0$, since all terms are linear. Therefore, we are only left to derive an expression for $\frac{\left\|B_{t}(\nu)^{*} v\right\|_{\ell^{2}}^{2}}{\|v\|_{L^{2}(\mathscr{)}}^{2}}$, where $v \in H_{0}^{1}(\mathscr{D})$. Now, we use integration by parts and smoothness of the coefficients $b^{i k}$ to obtain:

$$
\begin{align*}
\left(B_{t}(v)^{*} \nu\right)_{k} & =\sum_{i=1}^{d} \int_{\mathscr{D}}\left(b^{i k} \partial_{i} \nu\right) v \mathrm{~d} x \\
& =\frac{1}{2} \sum_{i=1}^{d} \int_{\mathscr{D}} \partial_{i}\left(b^{i k} v^{2}\right)-\left(\partial_{i} b^{i k}\right) v^{2} \mathrm{~d} x \\
& =-\frac{1}{2} \sum_{i=1}^{d} \int_{\mathscr{D}} \partial_{i}\left(b^{i k}\right) v^{2} \mathrm{~d} x  \tag{4.10}\\
& \leq \frac{1}{2} \sum_{i=1}^{d}\left\|\partial_{i} b^{i k}\right\|_{L^{\infty}(\mathscr{O})} \int_{\mathscr{D}} v^{2} \mathrm{~d} x \\
& =\frac{1}{2} \sum_{i=1}^{d}\left\|\partial_{i} b^{i k}\right\|_{L^{\infty}(\mathscr{O})}\|\nu\|_{L^{2}(\mathscr{O})}^{2}
\end{align*}
$$

Therefore, the coercivity condition is satisfied in the following way:

$$
\begin{align*}
& 2\langle A(\nu), v\rangle+\sum_{k=1}^{\infty}\left\|\sum_{i=1}^{d} b^{i k} \partial_{i} v\right\|_{L^{2}(\mathscr{D})}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(\nu)^{*} v\right)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}(\mathscr{O})\right)}^{\|v\|_{L^{2}(\mathscr{D})}^{2}}}{\leq-\theta\|v\|_{H_{0}^{1}(\mathscr{O})}^{2}+C\left(p_{0}-2\right)\|v\|_{L^{2}(\mathscr{D})}^{2}} . \tag{4.11}
\end{align*}
$$

For H4, let $u, v \in H_{0}^{1}(\mathscr{D})$. Then,

$$
\begin{equation*}
|\langle A(u), v\rangle| \leq \sum_{i, j=1}^{d}\left\|a^{i j}\right\|_{L^{\infty}}\|u\|_{H_{0}^{1}(\mathscr{O})}\|v\|_{H_{0}^{1}(\mathscr{D})} \tag{4.12}
\end{equation*}
$$

We conclude that $\|A(u)\|_{H^{-1}(\mathscr{D})}^{2} \leq\left(\sum\left\|a^{i j}\right\|_{L^{\infty}}\right)^{2}\|u\|_{H_{0}^{1}(\mathscr{D})}^{2}$, so H4 is satisfied with $\alpha=2$. Similarly, H5 holds:

$$
\begin{equation*}
\left\|B_{t}(v)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}(\mathscr{O})\right)}^{2} \leq\left\|\sum_{i, j=1}^{d} \sigma^{i j}\right\|_{\infty}\|v\|_{H_{0}^{1}(\mathscr{O})}^{2} \tag{4.13}
\end{equation*}
$$

### 4.2. The stochastic heat equation with Neumann boundary conditions

The second equation we consider is the same stochastic heat equation equation as before, but now with Neumann boundary conditions on a $C^{1}$ domain $\mathscr{D} \subseteq \mathbb{R}^{d}$. For completeness, this equation is:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(\sum_{i, j=1}^{d} \partial_{i}\left(a^{i j} \partial_{j} u_{t}\right)+f_{t}\right) \mathrm{d} t+\left(\sum_{k=1}^{\infty} \sum_{i=1}^{d} b^{i k} \partial_{i} u_{t}+g_{t}^{k}\right) \mathrm{d} W_{t}^{k} . \tag{4.14}
\end{equation*}
$$

Most assumptions and computations will be similar as before. However, the coercivity condition will turn out to be $p$-dependent.

Assumptions 4.2. Consider equation (4.14) on a d-dimensional $C^{1}$ domain $\mathscr{D}$ with Neumann boundary conditions and initial condition $u_{0} \in L^{p_{0}}(\Omega ; H)$ where $p_{0} \in[2, \infty)$. We reformualte this equation into an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=A_{t}\left(u_{t}\right) \mathrm{d} t+\sum_{k=1}^{\infty} B_{t}^{k}\left(u_{t}\right) \mathrm{d} W_{t}^{k} . \tag{4.15}
\end{equation*}
$$

The Gelfand triple used for this example is

$$
H^{1}(\mathscr{D}) \subseteq L^{2}(\mathscr{D}) \subseteq H^{-1}(\Omega) .
$$

This allows us to define the determinstic part of the equation as an operator $A_{t}: H^{1}(\mathscr{D}) \rightarrow$ $H_{0}^{-1}(\mathscr{D})$ with:

$$
\begin{equation*}
\left\langle A_{t}(u), v\right\rangle=-\sum \int_{\mathscr{D}} a^{i j}(t, x) \partial_{i} u \partial_{j} v \mathrm{~d} x+\left\langle f_{t}, v\right\rangle \quad \text { for } u, v \in H^{1}(\mathscr{D}) . \tag{4.16}
\end{equation*}
$$

The coefficients $a^{i j}$ depend on $x, \omega$ and $t$, and are bounded almost surely. Another assumption is that $f \in L^{p_{0}}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{-1}(\mathscr{D})\right)\right)$. The diffusion part of the equation has operators $B^{k}: H^{1}(\mathscr{D}) \rightarrow L^{2}(\mathscr{D})$ as components defined as:

$$
\begin{equation*}
B_{t}^{k}(\nu)=\sum_{i=1}^{d} b^{i k} \partial_{i} v+g_{t}^{k} \quad \text { for } v \in H^{1}(\mathscr{D}) \tag{4.17}
\end{equation*}
$$

It is assumed the coefficients $b^{i k}$ depend on $x, \omega$ and $t$, almost surely bounded and are smooth for all $i, k \in \mathbb{N}$. The collection $W^{k}$ is assumed to consist of real-valued, independent Wiener processes. Furthermore, we assume $g \in L^{p_{0}}\left(\Omega ; L^{2}\left([0, T] ; \ell^{2}\left(\mathbb{N} ; H^{1}(\mathscr{D})\right)\right)\right.$. We also assume a p-dependent uniform ellipticity condition holds for the coefficients $a^{i j}$ and $b^{i k}$ in the following way:

$$
\sum_{i, j=1}^{d}\left(2 a^{i j}-\left(p_{0}-1\right) \sigma^{i j}\right) \xi_{i} \xi_{j} \geq \theta|\xi|^{2} \quad \forall \xi \in \mathbb{R}^{d}
$$

where $\sigma^{i j}=\sum_{k} b^{i k} b^{j k}, p_{0} \in[2, \infty)$ and $\theta>0$.
Proposition 4.2. Suppose the assumptions in Assumptions 4.2 hold, $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(\mathscr{D})\right)$, where $p_{0}$ is the same as in Assumptions 4.2. Then, a unique solution $u$ of equation (4.14) exists and the following estimate holds for all $p \in\left[2, p_{0}\right]$ :

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{L^{2}(\mathscr{D})}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{L^{2}(\mathscr{O})}^{p-2}\left\|u_{t}\right\|_{H^{1}(\mathscr{O})}^{2} \mathrm{~d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{H^{1}(\mathscr{O})}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left\|u_{0}\right\|_{L^{2}(\mathscr{O})}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{-1}(\mathscr{O})}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; H^{1}(\mathscr{D})\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right) \tag{4.18}
\end{align*}
$$

Proof. We show that assumptions H 1 to H 5 hold, where we set $f, g=0$. Application of theorem 3.3 gives the result. We see that $\mathrm{H} 1, \mathrm{H} 4$ and H 5 are similar to the proof of proposition 4.1. To prove H 2 , we require an extra step in inequality (4.9). Note that the same sequence of inequalities hold, since we only use the uniform ellipticity condition. This condition also follows from the new uniform ellipticity condition in assumptions 4.2. Let $u, v \in H^{1}(\mathscr{D})$. Using inequality (4.9), this results in:

$$
\begin{align*}
& 2\langle A(u)-A(v), u-v\rangle+\sum_{k=1}^{\infty}\left\|\sum_{i=1}^{d} b^{i k} \partial_{i}(u-v)\right\|_{L^{2}(\mathscr{O})}^{2} \\
& \leq-\theta \sum_{i=1}^{d} \int_{\mathscr{D}}\left|\partial_{i}(u-v)\right|^{2} \mathrm{~d} x  \tag{4.19}\\
& \leq-\theta\|u-v\|_{H^{1}(\mathscr{O})}^{2}+\theta\|u-v\|_{L^{2}(\mathscr{D})}^{2}
\end{align*}
$$

We are only left to prove H3. We again take $v=0$ in H2 to get part of H3. It only remains to inspect the term $\left\|\left(B_{t}(\nu)\right)^{*} v\right\| /\|\nu\|^{2}$ where $v \in H^{1}(\mathscr{D})$. It is sometimes tempting to do the following trivial estimate

$$
\frac{\left\|B_{t}(v)^{*} v\right\|_{\ell^{2}}^{2}}{\|v\|_{L^{2}(\mathscr{D})}^{2}} \leq\left\|B_{t}(v)\right\|_{L_{2}\left(L^{2}(\mathscr{D}), \ell^{2}\right)}^{2}
$$

However, this makes the coercivity condition immediately $p_{0}$ dependent in this case, which might not be optimal. Doing this estimate for now results in the following preliminary estimate for H3:

$$
\begin{align*}
& 2\langle A(\nu), v\rangle+\left(p_{0}-1\right) \sum_{k=1}^{\infty}\left\|\sum_{i=1}^{d} b^{i k} \partial_{i} v\right\|_{L^{2}(\mathscr{D})}^{2} \\
& \stackrel{\text { def. }}{=}-2 \sum_{i, j=1}^{d} \int_{\mathscr{D}} a^{i j} \partial_{i} v \partial_{j} v \mathrm{~d} x+\left(p_{0}-1\right) \sum_{k=1}^{\infty} \sum_{i, j=1}^{d} \int_{\mathscr{D}} b^{i k} b^{j k} \partial_{i} \nu \partial_{j} \nu \mathrm{~d} x \\
& \leq \int_{\mathscr{D}} \sum_{i, j=1}^{d}\left(-2 a^{i j}+\left(p_{0}-1\right) \sigma^{i j}\right) \partial_{i} v \partial_{j} v \mathrm{~d} x  \tag{4.20}\\
& \leq-\theta \sum \int_{\mathscr{D}}\left|\partial_{i} v\right|^{2} \mathrm{~d} x \\
& =-\theta\|v\|_{H_{0}^{1}(\mathscr{D})}^{2}
\end{align*}
$$

Therefore, we have shown that H3 holds. Applying Theorem 3.3 results in the statement we wanted to prove.

### 4.3. Stochastic Burgers' equation

One of the most important equations in fluid dynamics is Burgers' equation. Introduced by J.M. Burgers in [8] as a simplification of the Navier-Stokes equations (which will be extended next section), it was studied to understand how dissaptive and non-linear inertial forces interact in a fluid. The equation fails to capture the intriguing phenomenon of turbulence, however. Therefore, adding stochastic forcing to the equation might be an interesting generalization. This was first studied by the authors of [5] and later by [11]. In this section, we will discuss existence, uniqueness and energy estimates for such an equation in our framework on the domain $\mathscr{D}=(0,1)$ with Dirichlet boundary conditions. In particular, we take the following stochastic form of Burgers' equation:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(\Delta u_{t}+u_{t} D u_{t}\right) \mathrm{d} t+\gamma D u_{t} \mathrm{~d} W_{t}, \tag{4.2.2}
\end{equation*}
$$

where $D$ denotes the spatial derivative and $\gamma \in(-1,1)$. It will turn out that we are able to obtain $L^{\infty}\left(\Omega ; C\left([0, T] ; L^{2}(0,1)\right)\right)$ estimates for this particular example. This is in correspondence with what has been shown in [5], albeit obtained in a different way.

Assumptions 4.3. Consider equation (4.21) with $\gamma \in(-1,1)$ on an interval $(0,1)$ with Dirichlet boundary conditions and initial condition $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(0,1)\right)$ for some $p_{0} \in[2, \infty]$. We reformulate this equation into an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=A\left(u_{t}\right) \mathrm{d} t+B\left(u_{t}\right) \mathrm{d} W_{t} . \tag{4.22}
\end{equation*}
$$

The Gelfand triple that will use for this is $\left(H_{0}^{1}(0,1), L^{2}(0,1), H^{-1}(0,1)\right)$. We interpret the deterministic term as an operator $A$ : $H_{0}^{1}(0,1) \rightarrow H^{-1}(0,1)$ with

$$
\begin{equation*}
\langle A(u), v\rangle=-\int_{(0,1)} D u D v \mathrm{~d} x+\int_{(0,1)} u D u v \mathrm{~d} x \quad \text { for } u, v \in H_{0}^{1}(0,1) . \tag{4.23}
\end{equation*}
$$

The diffusion part of the equation is defined as an operator $B: H_{0}^{1}(0,1) \rightarrow L^{2}(0,1)$ with

$$
\begin{equation*}
B(v)=\gamma D v \quad \text { for } v \in H_{0}^{1}(0,1) \tag{4.24}
\end{equation*}
$$

Proposition 4.3. Let $p_{0} \in[2, \infty)$ and $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(0,1)\right)$. Then for $p \in\left[2, p_{0}\right]$, a unique solution of equation (4.21) in $L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(0,1)\right)\right)$ exists. Furthermore, we get the following energy estimate:

$$
\begin{equation*}
\|u\|_{L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(0,1)\right)\right)}+\|u\|_{L^{p}\left(\Omega ; L^{2}\left((0, T] ; H_{0}^{1}(0,1)\right)\right)} \leq C \sqrt{p}\left\|u_{0}\right\|_{L^{p}\left(\Omega ; L^{2}(0,1)\right.} \tag{4.25}
\end{equation*}
$$

where $C$ only depends $\gamma$. Moreover, if $u_{0} \in L^{\infty}\left(\Omega ; L^{2}(0,1)\right)$, then for any $p \in[2, \infty]$ :

$$
\begin{equation*}
\|u\|_{L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(0,1)\right)\right)} \leq C^{\prime}\left\|u_{0}\right\|_{L^{p}\left(\Omega ; L^{2}(0,1)\right)} \tag{4.26}
\end{equation*}
$$

where $C^{\prime}$ only depends on $\gamma$.
Proof. As in previous instances, it suffices to check assumptions H 1 to H 5 , in order to apply Theorem 3.2. Specifically, we want to apply remark 3.3, which means we also need to show that $K_{B}=K_{c}=0$ in H3 and H5. We skip H1 to move to H2 immediately. For $u, v \in H_{0}^{1}(0,1)$, we have:

$$
\begin{align*}
\langle A(u)-A(v), u-v\rangle & =-\int_{(0,1)} D(u-v) D(u-v) \mathrm{d} x+\int_{(0,1)}(u D u-v D v)(u-v) \mathrm{d} x  \tag{4.27}\\
& =-\|u-v\|_{H_{0}^{1}(0,1)}^{2}-\int_{(0,1)}(u D u-v D v)(u-v) \mathrm{d} x .
\end{align*}
$$

We analyze the second term on the RHS. Using integration by parts, we obtain:

$$
\begin{align*}
\int_{(0,1)}(u D u-v D v)(u-v) \mathrm{d} x & =\int_{(0,1)} \frac{1}{2} D\left(u^{2}-v^{2}\right)(u-v) \mathrm{d} x \\
& =\int_{(0,1)} \frac{1}{2}\left(u^{2}-v^{2}\right)(D(u-v)) \mathrm{d} x  \tag{4.28}\\
& =\int_{(0,1)} \frac{1}{2}(u-v)^{2} D(u-v) \mathrm{d} x+\int_{(0,1)} v(u-v) D(u-v) \mathrm{d} x .
\end{align*}
$$

The first term on the RHS is zero by using integration by parts:

$$
\begin{align*}
\int_{(0,1)} \frac{1}{2}(u-v)^{2} D(u-v) \mathrm{d} x & =-\int_{(0,1)} \frac{1}{2} D\left((u-v)^{2}\right)(u-v) \mathrm{d} x  \tag{4.29}\\
& =\int_{(0,1)}^{(u-v)^{2} D(u-v) \mathrm{d} x}
\end{align*}
$$

By substracting the LHS from the RHS, we obtain

$$
\begin{equation*}
\frac{1}{2} \int_{(0,1)}(u-v)^{2} D(u-v) \mathrm{d} x=0 \tag{4.30}
\end{equation*}
$$

which implies that the first term in expression (4.28) is zero. Returning to equation (4.27), we get:

$$
\begin{align*}
\langle A(u)-A(v), u-v\rangle & =-\|u-v\|_{H_{0}^{1}(0,1)}^{2}-\int_{(0,1)} v(u-v) D(u-v) \mathrm{d} x  \tag{4.31}\\
& \leq-\|u-v\|_{H_{0}^{1}(0,1)}^{2}+\|v\|_{L^{4}(0,1)}\|u-v\|_{L^{4}}\|u-v\|_{H_{0}^{1}(0,1)}
\end{align*}
$$

We use the Sobolev-Gagliardo-Nirenberg and Poincaré inequality to obtain the estimate:

$$
\begin{equation*}
\|u\|_{L^{4}(0,1)} \leq C\|u\|_{L^{2}(0,1)}^{\frac{3}{4}}\|u\|_{H_{0}^{1}(0,1)}^{\frac{1}{4}} \leq C^{\prime}\|u\|_{L^{2}(0,1)}^{\frac{1}{2}}\|u\|_{H_{0}^{1}(0,1)^{\prime}}^{\frac{1}{2}}, \tag{4.32}
\end{equation*}
$$

where $C, C^{\prime} \geq 0$. This can be used to obtain H 2 in the following way:

$$
\begin{align*}
&\langle A(u)-A(\nu), u-v\rangle \leq-\|u-v\|_{H_{0}^{1}(0,1)}^{2}+\|v\|_{L^{4}(0,1)}\|u-v\|_{L^{4}}\|u-v\|_{H_{0}^{1}(0,1)} \\
& \leq-\|u-v\|_{H_{0}^{1}(0,1)}^{2}+C\|v\|_{L^{4}(0,1)}\|u-v\|_{L^{2}(0,1)}^{\frac{1}{2}}\|u-v\|_{H_{0}^{1}(0,1)}^{\frac{3}{2}}  \tag{4.33}\\
& \quad \begin{array}{l}
\text { Young } \\
\leq(\varepsilon-1)\|u-v\|_{H_{0}^{1}(0,1)}^{2}+C_{\varepsilon}\|v\|_{L^{4}(0,1)}^{4}\|u-v\|_{L^{2}(0,1)}^{2} \\
\end{array} \\
& \leq(\varepsilon-1)\|u-v\|_{H_{0}^{1}(0,1)}^{2}+C_{\varepsilon}\|v\|_{L^{2}(0,1)}^{2}\|v\|_{H_{0}^{1}(0,1)}^{2}\|u-v\|_{L^{2}(0,1)^{2}}^{2},
\end{align*}
$$

where we used Young's inequality in the third line, choosing some $\varepsilon \in(0,1)$. Now we combine with (4.24) to get:

$$
\begin{align*}
& 2\langle A(u)-A(v), u-v\rangle+\|B(u)-B(v)\|_{L^{2}(0,1)}^{2} \\
& \leq\left(\gamma^{2}+2 \varepsilon-2\right)\|u-v\|_{H_{0}^{1}(0,1)}^{2}+C_{\varepsilon}\left(1+\|v\|_{L^{2}(0,1)}^{2}\|v\|_{H_{0}^{1}(0,1)}^{2}\right)\|u-v\|_{L^{2}(0,1)}^{2}  \tag{4.34}\\
& \leq\left(\gamma^{2}+2 \varepsilon-2\right)\|u-v\|_{H_{0}^{1}(0,1)}^{2}+C_{\varepsilon}\left(1+\|v\|_{L_{2}(0,1)}^{2}\right)\left(1+\|v\|_{H_{0}^{1}(0,1)}^{2}\right)\|u-v\|_{L^{2}(0,1)}^{2}
\end{align*}
$$

where $u, v \in H_{0}^{1}(0,1)$. We see that H 2 holds with $\alpha=2, \beta=2$, since $\varepsilon \in(0,1)$.
For H3, we first inspect the quantity $\frac{\left\|B(\nu)^{*} \nu\right\|_{U}^{2}}{\|\nu\|_{H}^{2}}$ with $v \in H_{0}^{1}(0,1)$ and $v \neq 0$. Now, note that the following holds by using integration by parts

$$
\begin{equation*}
\int_{(0,1)}(\gamma D \nu) \nu \mathrm{d} x=-\int_{(0,1)}(\gamma D \nu) \nu \mathrm{d} x=0 \tag{4.35}
\end{equation*}
$$

In order to derive H 3 , take $v \in H_{0}^{1}(0,1), v \neq 0$. This leads to:

$$
\begin{align*}
& 2\langle A(v), v\rangle+\|B(v)\|_{L^{2}(0,1)}^{2}+\left(p_{0}-2\right) \frac{\left\|B(v)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}}  \tag{4.36}\\
& =-2\|v\|_{H_{0}^{1}(0,1)}^{2}+\int_{(0,1)} v^{2} D v \mathrm{~d} x+\gamma^{2}\|v\|_{H_{0}^{1}(0,1)}^{2}
\end{align*}
$$

The middle term on the RHS can be treated by using integration by parts:

$$
\begin{equation*}
\int_{(0,1)} v^{2} D v \mathrm{~d} x=-\int_{(0,1)} 2 v^{2} D v \mathrm{~d} x . \tag{4.37}
\end{equation*}
$$

By adding the RHS to the LHS, we see that this quantity vanishes. Therefore,

$$
\begin{align*}
& 2\langle A(\nu), v\rangle+\|B(v)\|_{L^{2}(0,1)}^{2}+\left(p_{0}-2\right) \frac{\left\|B(\nu)^{*} v\right\|_{U}^{2}}{\|v\|_{H}^{2}}  \tag{4.38}\\
& =\left(-2+\gamma^{2}\right)\|v\|_{H_{0}^{1}(0,1)}^{2}
\end{align*}
$$

We see that H3 holds with $\alpha=2$. We also require $\gamma^{2}<2$. Let $u, v \in H_{0}^{1}(0,1)$. For H4, we inspect the following quantity:

$$
\begin{equation*}
|\langle A(u), v\rangle| \leq \int_{(0,1)}|D u||D v| \mathrm{d} x+\left|\int_{(0,1)} u(D u) v \mathrm{~d} x\right| . \tag{4.39}
\end{equation*}
$$

By Cauchy-Schwarz, the first term on the RHS is estimated as:

$$
\begin{equation*}
\int_{(0,1)}\left|D u\|D v \mid \mathrm{d} x \leq\| u\left\|_{H_{0}^{1}(0,1)}\right\| v \|_{H_{0}^{1}(0,1)} .\right. \tag{4.40}
\end{equation*}
$$

The second term is estimated by using integration by parts, Hölder's inequality and the Sobolev-Gagliardo-Nirenberg inequality:

$$
\begin{align*}
\left|\int_{(0,1)} u D u v \mathrm{~d} x\right| & =\left|\int_{(0,1)} \frac{1}{2} u^{2} D v \mathrm{~d} x\right| \\
& \leq \frac{1}{2}\|u\|_{L^{4}(0,1)}^{2}\|v\|_{H_{0}^{1}(0,1)}  \tag{4.41}\\
& \leq C\|u\|_{L^{2}(0,1)}\|u\|_{H_{0}^{1}(0,1)}\|\nu\|_{H_{0}^{1}(0,1)}
\end{align*}
$$

This results in the following estimate for H 4 :

$$
\begin{equation*}
\mid\langle A(u), v| \leq\left(\|u\|_{H_{0}^{1}(0,1)}+C\|u\|_{L^{2}(0,1)}\|u\|_{H_{0}^{1}(0,1)}\right)\|v\|_{H_{0}^{1}(0,1)} \tag{4.42}
\end{equation*}
$$

We use that $\alpha$ was set $\alpha=2$ in H2, to obtain:

$$
\begin{align*}
\|A(u)\|_{H^{-1}(0,1)}^{2} & \leq C^{\prime}\left(\|u\|_{H_{0}^{1}(0,1)}+\|u\|_{L^{2}(0,1)}\|u\|_{H_{0}^{1}(0,1)}\right)^{2} \\
& \leq C^{\prime \prime}\left(1+\|u\|_{H_{0}^{1}(0,1)}^{2}\right)\left(1+\|u\|_{L^{2}(0,1)}^{2}\right) \tag{4.43}
\end{align*}
$$

Last but not least, for $v \in H_{0}^{1}(0,1)$ it is clear that $\|B(v)\|_{L^{2}(0,1)}^{2}=\gamma^{2}\|v\|_{H_{0}^{1}(0,1)}^{2}$. Therefore, H5 holds with $\alpha=2$. Since we have shown all assumptions for our theory, we can apply Theorem 3.2 and remark 3.3.

### 4.4. Stochastic Navier-Stokes equations in 2D

Having treated the stochastic Burgers' equation, we now turn to the stochastic NavierStokes equations. The deterministic version is a system of PDEs given by:

$$
\left\{\begin{array}{l}
\frac{\partial \mathbf{u}_{t}}{\partial t}+\mathbf{u}_{\mathbf{t}} \cdot \nabla \mathbf{u}_{\mathbf{t}}-v \Delta \mathbf{u}_{t}=-\nabla p  \tag{4.4.4}\\
\nabla \cdot \mathbf{u}=0
\end{array}\right.
$$

with initial condition

$$
\begin{equation*}
\mathbf{u}(x, 0)=u_{0}(x) . \tag{4.45}
\end{equation*}
$$

and viscosity $v>0$. We use boldface typography $\mathbf{u}$ to denote that the above equation is really a system of equations. This notation will not be used in the sequel. One solves this system of equations by finding a velocity field $\mathbf{u}$ and a pressure function $p$ that satisfy the above equation. In $\mathbb{R}^{3}$, this leads to one of the famous open Millenium problems posed by the Clay Mathematics Institute. Given any $C^{\infty}$, divergence free vector field $u_{0}(x)$, one has to show that there exist smooth functions $p$ and $\mathbf{u}$ such that the above equation is satisfied (see [15] for the official formulation). In $\mathbb{R}^{2}$, this equation has already been solved in the deterministic setting ( $\mathbb{R}^{1}$ is not interesting because of the divergence-free condition), but these methods do not seem to generalize to $\mathbb{R}^{3}$. We will treat the stochastic version in 2D as introduced in [5].

It turns out that the stochastic Navier-Stokes equations with multiplicative noise arise naturally from physical considerations as shown in [5]. This can be done by considering that the supposedly solution of the Navier-Stokes equations can be decomposed as the sum of an average field and a fluctuating field. Therefore, we are led to the following equation:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(v \Delta u_{t}-(u, \nabla) u\right) \mathrm{d} t+\sum_{k=1}^{\infty}\left[\left(b^{k}, \nabla\right) u\right] \mathrm{d} W^{k}(t)-(\nabla p) \mathrm{d} t \tag{4.46}
\end{equation*}
$$

where the components $b_{k}$ are vectors of divergence free vector fields.
Assumptions 4.4. Consider equation (4.46) on a domain $\mathscr{D} \subseteq \mathbb{R}^{2}$ with $C^{1}$ boundary, $v>0$ and vectors $b^{k}$ consisting of divergence free vector fields. We denote its components by $b^{i k}$,
where $i \in\{1,2\}$. Since $b^{i k}$ produces a vector in $\mathbb{R}^{2}$, we denote the components of that vector by $b_{\gamma}^{i k}$, where $\gamma \in\{1,2\}$. We take the following Gelfand triple, following [4]. Define

$$
\begin{equation*}
V=\left\{\nu \in W_{0}^{1,2}\left(\mathscr{D} ; \mathbb{R}^{2}\right): \nabla \cdot v=0 \quad \text { a.e. on } \mathscr{D}\right\}, \quad\|v\|_{V}:=\left(\int_{\mathscr{D}}|\nabla v|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \tag{4.47}
\end{equation*}
$$

and set $H$ to be the closure of $V$ with respect to the norm

$$
\begin{equation*}
\|\nu\|_{H}:=\left(\int_{\mathscr{D}}|v|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \tag{4.48}
\end{equation*}
$$

In order to formally treat equation (4.46), we introduce the Helmholtz-Hodge projection $\mathbb{P}_{H L}$ which is defined as the orthogonal projection

$$
\begin{equation*}
\mathbb{P}_{H L}: L^{2}\left(\mathscr{D} ; \mathbb{R}^{2}\right) \rightarrow H \tag{4.49}
\end{equation*}
$$

This is well-defined, since $H$ is a closed subspace of the Hilbert space $L^{2}\left(\mathscr{D} ; \mathbb{R}^{2}\right)$. Applying the Helmholtz-Leray projection to both sides of (4.46), removes the pressure term and leads us to consider the following equation:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(v \mathbb{P}_{H L}\left(\Delta u_{t}\right)-\mathbb{P}_{H L}[(u, \nabla) u]\right) \mathrm{d} t+\sum_{k=1}^{\infty} \mathbb{P}_{H L}\left[\left(b^{k}, \nabla\right) u\right] \mathrm{d} W^{k}(t) \tag{4.50}
\end{equation*}
$$

We reformulate this into an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(A u_{t}+F\left(u_{t}\right)\right) \mathrm{d} t+\sum_{k=1}^{\infty} B^{k}\left(u_{t}\right) \mathrm{d} W^{k}(t) \tag{4.51}
\end{equation*}
$$

where we define $A$ to be an operator $A: V \rightarrow V^{*}$ given by

$$
A u=v \mathbb{P}_{H L}(\Delta u), \quad u \in V
$$

We define $F$ to be a nonlinear operator $F: V \rightarrow V^{*}$ given by

$$
F(u)=-\mathbb{P}_{H L}[(u, \nabla) u], \quad u \in V .
$$

Finally, we define the components $B^{k}$ to be operators $B^{k}: V \rightarrow H$ given by

$$
B^{k}(u)=\mathbb{P}_{H L}\left[\left(b^{k}, \nabla\right) u\right], \quad u \in V
$$

We assume the following coercivity condition:

$$
\begin{equation*}
\left(2 v-\sum_{k=1}^{\infty} \sum_{i, j=1}^{2} b_{\gamma}^{i k} b_{\gamma}^{j k}\right) \xi_{i} \xi_{j}\left(\eta^{\gamma}\right)^{2} \geq \kappa|\xi|^{2}|\eta|^{2}, \quad \text { for all } \xi, \eta \in \mathbb{R}^{2} \tag{4.52}
\end{equation*}
$$

Proposition 4.4. Given assumptions 4.4, let $p_{0} \in[2, \infty)$. Then, for any $u_{0} \in L^{p_{0}}(\Omega ; H)$, there exists a unique solution $u$ to equation (4.50). Furthermore, there exists a constant $C$ only depending on $\kappa$ such that for all $p \in\left[2, p_{0}\right]$ :

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega ; C([0, T] ; H))}+\|u\|_{L^{p}\left(\Omega ; L^{2}([0, T] ; V)\right)} \leq C \sqrt{p}\left[\left\|u_{0}\right\|_{L^{p}(\Omega ; H)}\right] \tag{4.53}
\end{equation*}
$$

In particular, for any $u_{0} \in L^{\infty}(\Omega ; H)$, there exists a unique solution $u$ to equation (4.50) with energy estimate

$$
\begin{equation*}
\|u\|_{L^{\infty}(\Omega ; C([0, T] ; H))} \leq C\left[\left\|u_{0}\right\|_{L^{\infty}(\Omega ; H)}\right] \tag{4.54}
\end{equation*}
$$

Remark 4.2. A similar result can be found in [5] using the semigroup approach.
Remark 4.3. One can also consider extra body forces in the equation by using extension 3.3.

Remark 4.4. The above coercivity condition is slightly artificial and the author was not able to find a better condition in the literature. Intuitively, the condition makes sense, since the noise is not allowed to dominate the smoothing of the equation.

Proof. In order to apply our framework (theorem 3.2), we need to show that assumptions H 1 to H 5 hold. Specifically, we want to use Remark 3.3, which means that $K_{B}=K_{c}=0$ in H1 to H 5 . We will only show $\mathrm{H} 2, \mathrm{H} 3$ and H 5 , since the other assumptions have already been shown in [28] and [4]. Let $u, v \in V$. We will first consider the quantity $\langle A(u)-A(v), u-v\rangle$. Then,

$$
\begin{align*}
\langle A(u)-A(v), u-v\rangle & =v\left\langle\mathbb{P}_{H L}(\Delta(u-v)), u-v\right\rangle \\
& =v(\Delta(u-v), u-v) \\
& =-v \int_{\mathscr{D}} \nabla(u-v) \cdot \nabla(u-v) \mathrm{d} x  \tag{4.55}\\
& =-v\|u-v\|_{V}^{2},
\end{align*}
$$

where the second line follows by definition of $A$ and the fact that orthogonal projections are self-adjoint. The last line follows by definition of $V$. We also need to inspect $\langle F(u)-$ $F(v), u-v\rangle$. From [28] we see that

$$
\begin{equation*}
\langle F(u)-F(v), u-v\rangle \leq \frac{v}{2}\|u-v\|_{V}^{2}+\frac{C}{v^{3}}\|v\|_{L^{4}\left(\mathscr{O} ; \mathbb{R}^{2}\right)}^{4}\|u-v\|_{H}^{2} \tag{4.56}
\end{equation*}
$$

where $C \in(0, \infty)$. We continue by inspecting the second term for H 2 :

$$
\begin{align*}
\sum_{k=1}^{\infty}\left\|B^{k}(u)-B^{k}(\nu)\right\|_{H}^{2} & \leq \sum_{k=1}^{\infty}\left\|\left[\left(b^{k}, \nabla\right)(u-v)\right]\right\|_{H}^{2} \\
& =\sum_{k=1}^{\infty} \sum_{i, j=1}^{2} \int_{\mathscr{D}} b_{\gamma}^{i k} b_{\gamma}^{j k} \partial_{i}(u-v)^{\gamma} \partial_{j}(u-v)^{\gamma} \mathrm{d} x, \tag{4.57}
\end{align*}
$$

where the first line follows since projections are contractive. The second line follows by writing out the terms. Combining all terms in H 2 and applying the coercivity assumption (4.52), we obtain

$$
\begin{align*}
& 2\langle A(u)+F(u)-(A(v)+F(v)), u-v\rangle+\sum_{k=1}^{\infty}\left\|B^{k}(u)-B^{k}(v)\right\|_{H}^{2} \\
& \leq-v \int_{\mathscr{D}} \nabla(u-v) \cdot \nabla(u-v) \mathrm{d} x+\frac{v}{2}\|u-v\|_{V}^{2}+\frac{C}{v^{3}}\|v\|_{L^{4}\left(\mathscr{O} ; \mathbb{R}^{2}\right)}^{4}\|u-v\|_{H}^{2} \\
& =-\frac{v}{2}\|u-v\|_{V}^{2}+\frac{C}{v^{3}}\|v\|_{L^{4}\left(\mathscr{O} ; \mathbb{R}^{2}\right)}^{4}\|u-v\|_{H}^{2}  \tag{4.58}\\
& \leq-\frac{v}{2}\|u-v\|_{V}^{2}+\frac{C^{\prime}}{v^{3}}\|v\|_{V}^{2}\|v\|_{H}^{2}\|u-v\|_{H}^{2} \\
& \leq-\frac{v}{2}\|u-v\|_{V}^{2}+\frac{C^{\prime}}{v^{3}}\left(1+\|v\|_{V}^{2}\right)\left(1+\|v\|_{H}^{2}\right)\|u-v\|_{H}^{2},
\end{align*}
$$

where $C^{\prime} \in(0, \infty)$. The third line follows by Sobolev embedding (see [28], appendix H). The above implies that H 2 holds with $\alpha=2$. To show H3, we note that from (4.55) it follows that

$$
\begin{equation*}
\langle A(u), u\rangle=-v\|u\|_{V}^{2} . \tag{4.59}
\end{equation*}
$$

We also note that $\langle F(u), u\rangle=0$, which follows by writing out the definition and using integration by parts. Therefore, the only term that remains to be estimated is

$$
\frac{\left\|B^{*}(u) u\right\|_{\ell^{2}(\mathbb{N})}^{2}}{\|u\|_{H}^{2}}
$$

This will turn out to be 0 , by using that the components of $b^{k}$ are divergence free vector fields. Consider $\left(B^{*}(u) u\right)_{k}$. Then,

$$
\begin{align*}
& \left(B^{*}(u) u\right)_{k} \\
& =\int_{\mathscr{D}}\left[\left(b^{k}, \nabla\right) u\right] \cdot u \mathrm{~d} x \\
& =\underbrace{\int_{\mathscr{D}}\left(b_{1}^{1 k} \partial_{1} u^{1}\right) u^{1}+\left(b_{2}^{1 k} \partial_{2} u^{1}\right) u^{1} \mathrm{~d} x}_{\mathrm{A}}+\int_{\mathscr{D}}\left(b_{1}^{2 k} \partial_{1} u^{2}\right) u^{2}+\left(b_{2}^{2 k} \partial_{2} u^{2}\right) u^{2} \mathrm{~d} x . \tag{4.60}
\end{align*}
$$

We will only treat A, since the other term is treated in a similar way. Using integration by parts, we see:

$$
\begin{align*}
\mathrm{A} & =-\int_{\mathscr{D}} \partial_{1}\left(b_{1}^{1 k} u^{1}\right) u^{1}+\partial_{2}\left(b_{2}^{i k} u^{1}\right) u^{1} \mathrm{~d} x \\
& =-\int_{\mathscr{D}} \partial_{1}\left(b_{1}^{1 k}\right)\left(u^{1}\right)^{2}+b_{1}^{1 k}\left(\partial_{1} u^{1}\right) u^{1} \mathrm{~d} x-\int_{\mathscr{D}} \partial_{2}\left(b_{2}^{i k}\right)\left(u^{1}\right)^{2}+b_{2}^{i k}\left(\partial_{2} u^{1}\right) u^{1} \mathrm{~d} x  \tag{4.61}\\
& =-\int_{\mathscr{D}}\left(\partial_{1}\left(b_{1}^{1 k}\right)+\partial_{2}\left(b_{2}^{2 k}\right)\right)\left(u^{1}\right)^{2} \mathrm{~d} x-\int_{\mathscr{D}}\left(b_{1}^{1 k} \partial_{1} u^{1}\right) u^{1}+\left(b_{2}^{1 k} \partial_{2} u^{1}\right) u^{1} \mathrm{~d} x \\
& =-\int_{\mathscr{D}}\left(b_{1}^{1 k} \partial_{1} u^{1}\right) u^{1}+\left(b_{2}^{1 k} \partial_{2} u^{1}\right) u^{1} \mathrm{~d} x .
\end{align*}
$$

Since the last line and A are equal, this implies that $\left(B^{*}(u) u\right)_{k}=0$ for all $k \in \mathbb{N}$. We therefore conclude that the coercivity condition H 3 is as follows:

$$
\begin{equation*}
2\langle A(u)+F(u), u\rangle+\sum_{k=1}^{\infty}\left\|B^{k}(u)\right\|_{L^{2}\left(\mathscr{O} ; \mathbb{R}^{2}\right)}^{2} \leq-\kappa\|u\|_{V}^{2} . \tag{4.62}
\end{equation*}
$$

We are only left to show H5, for which we can re-use H3. From H3, it follows that

$$
\begin{align*}
\sum_{k=1}^{\infty}\left\|B^{k}(u)\right\|_{L^{2}\left(\mathscr{(} ; \mathbb{R}^{2}\right)}^{2} & \leq-\kappa\|u\|_{V}^{2}+2|\langle A(u), u\rangle|  \tag{4.63}\\
& \leq(2 v-\kappa)\|u\|_{V}^{2}
\end{align*}
$$

We see that H 3 and H 5 hold with $K_{B}=K_{c}=0$. Therefore, we can use remark 3.3 to conclude that the theorem holds.

### 4.5. Stochastic $p$-Laplacian

Instead of using the Laplacian as a driver for a parabolic equation, one can also admit more nonlinear operators. One such variant is the so-called $p$-Laplacian. This is an equation on $\mathbb{R}^{d}$ of the form

$$
\frac{\partial u_{t}}{\partial t}=\nabla \cdot\left(\left|\nabla u_{t}\right|^{\alpha-2} \nabla u_{t}\right)
$$

where $\alpha>2$. Since we want to reserve $p$ for the coercivity condition H3, we use $\alpha$ instead of $p$ in the $p$-Laplacian. We present the following stochastic version of the $p$-Laplacian:

$$
\begin{equation*}
\mathrm{d} u_{t}=\nabla \cdot\left(\left|\nabla u_{t}\right|^{\alpha-2} \nabla u_{t}\right) \mathrm{d} t+\sum_{k=1}^{\infty} B^{k}\left(u_{t}\right) \mathrm{d} W_{t}^{k} . \tag{4.64}
\end{equation*}
$$

We will specify restriction on the operators $B^{k}$ in the assumptions section. Subsequently, we will prove existence, uniqueness and another energy estimate. Some of the exposition is based on work David Šiška and Neelima Varshney [38].

Assumptions 4.5. Let $\alpha>2$ and consider equation (4.64) on a $C^{1}$-domain $\mathscr{D}$ with Dirichlet boundary conditions. The collection $\left\{W^{k}\right\}_{k \geq 1}$ consists of real-valued, independent Wiener processes. The Gelfand triple used for this equation is

$$
\left(W_{0}^{1, \alpha}(\mathscr{D}), L^{2}(\mathscr{D}), W^{-1, \alpha}(\mathscr{D})\right) .
$$

Here, $W^{-1, \alpha}(\mathscr{D})$ is the dual of $W_{0}^{1, \alpha}(\mathscr{D})$. We define the operator $A: W_{0}^{1, \alpha}(\mathscr{D}) \rightarrow W^{-1, \alpha}(\mathscr{D})$ as:

$$
\langle A(u), v\rangle=-\int_{\mathscr{D}}|\nabla u|^{\alpha-2} \nabla u \cdot \nabla v \mathrm{~d} x \quad \text { for all } u, v \in W_{0}^{1, \alpha}(\mathscr{D}) .
$$

Furthermore, we assume that the operators $B^{k}: W_{0}^{1, \alpha}(\mathscr{D}) \rightarrow L^{2}(\mathscr{D})$ satisfy two conditions: $B(0)=0$ and the following bound for $u, v \in W_{0}^{1, \alpha}(\mathscr{D})$ :

$$
\left\|B^{k}(u)-B^{k}(\nu)\right\|_{L^{2}(\mathscr{D})}^{2} \leq \gamma_{k}^{2}\left\||\nabla u|^{\frac{\alpha}{2}}-|\nabla \nu|^{\frac{\alpha}{2}}\right\|_{L^{2}(\mathscr{D})}^{2}+C_{k}^{2}\|u-v\|_{L^{2}(\mathscr{O})}^{2},
$$

where we assume $\sum \gamma_{k}^{2} \leq \gamma^{2}$ with $\gamma^{2}<\frac{8(\alpha-1)}{\alpha^{2}}$ and $\sum C_{k}^{2}<\infty$. Last but not least, we let $p_{0} \in$ $\left[2, \frac{2}{\gamma^{2}}+1\right)$ and $u_{0} \in L^{p_{0}}\left(\Omega ; L^{2}(\mathscr{D})\right)$.

Proposition 4.5. Given assumptions 4.5, there exists a unique solution u to equation (4.64). Furthermore, for any $p \in\left[2, p_{0}\right]$, there exists a constant $C$ depending on $\gamma, \alpha$ and $p$ such that the following estimate holds:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{W_{0}^{1, \alpha}(\mathscr{D})}^{p}+\mathbb{E} \int_{0}^{T}\left\|u_{t}\right\|_{L^{2}(\mathscr{D})}^{p-2}\left\|u_{t}\right\|_{W_{0}^{1, \alpha}(\mathscr{O})}^{\alpha} \mathrm{d} t+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{W_{0}^{1, \alpha(\mathscr{D})}}^{\alpha} \mathrm{d} t\right)^{\frac{p}{2}}  \tag{4.65}\\
& \leq C e^{C T} \mathbb{E}\left\|u_{0}\right\|_{L^{2}(\mathscr{D})}^{p}
\end{align*}
$$

Remark 4.5. One could pick $B^{k}(u)=\gamma^{k}|\nabla u|^{\frac{\alpha}{2}}$ as noise operator, for instance.
It is interesting to see how there is an interplay between the constants $\alpha, \gamma$ and the integrability $p_{0}$. For example, a very large $\alpha$ will also allow for large $\gamma$. The problem is that a $\gamma$ that is too large will not allow for integrability in $\Omega$. It is of course very well possible that the condition derived on $p_{0}$ based on the coercivity condition is not optimal. We also observe that we don't recover the results from section 4.1 if we let $\alpha \rightarrow 2$, though the noise is different.

Proof. We show that H1 to H5 hold for equation (4.64) and can therefore apply Theorem 3.2. Assumption H1 can be found in [28][p. 82]. For H2, take $u, v \in W_{0}^{1, \alpha}(\mathscr{D})$ and consider the following inequality which follows from [28] [p. 82]:

$$
\begin{equation*}
2\langle A(u)-A(v), u-v\rangle \leq-2 \int_{\mathscr{D}}\left(|\nabla u|^{\alpha-1}-|\nabla v|^{\alpha-1} \mid\right)(|\nabla u|-|\nabla v|) \mathrm{d} x \tag{4.66}
\end{equation*}
$$

We now consider the other term for H 2 :

$$
\begin{align*}
& \|B(u)-B(v)\|^{2} \leq \sum_{k=1}^{\infty}\left\|B^{k}(u)-B^{k}(\nu)\right\|_{L^{2}(\mathscr{O})}^{2} \\
& \leq \sum_{k=1}^{\infty} \gamma_{k}^{2}\left\||\nabla u|^{\frac{\alpha}{2}}-|\nabla \nu|^{\frac{\alpha}{2}}\right\|_{L^{2}(\mathscr{O})}^{2}+\sum_{i=1}^{k} C_{k}^{2}\|u-v\|_{L^{2}(\mathscr{O})}^{2}  \tag{4.67}\\
& \leq \gamma^{2}\left\||\nabla u|^{\frac{\alpha}{2}}-|\nabla v|^{\frac{\alpha}{2}}\right\|_{L^{2}(\mathscr{D})}^{2}+C\|u-v\|_{L_{2}(\mathscr{O})}^{2}
\end{align*}
$$

Combining bounds (4.66) and (4.67), we obtain:

$$
\begin{align*}
& 2\langle A(u)-A(\nu), u-v\rangle+\|B(u)-B(v)\|^{2} \\
& \leq-\int_{\mathscr{D}}\left(|\nabla u|^{\alpha-1}-|\nabla v|^{\alpha-1} \mid\right)(|\nabla u|-|\nabla v|)+\gamma^{2}\left(|\nabla u|^{\frac{\alpha}{2}}-|\nabla v|^{\frac{\alpha}{2}}\right)^{2} \mathrm{~d} x+C\|u-v\|_{L^{2}(\mathscr{D})}^{2} \tag{4.68}
\end{align*}
$$

To finish H2, it is sufficient to prove that the first term on the RHS of the inequality is negative. To do this, it suffices to show the following real-valued inequality for all $x, y>0$ :

$$
\begin{equation*}
2\left(x^{\alpha-1}-y^{\alpha-1}\right)(x-y)-\gamma^{2}\left(x^{\frac{\alpha}{2}}-y^{\frac{\alpha}{2}}\right)^{2} \geq 0 . \tag{4.69}
\end{equation*}
$$

Without loss of generality, we can take $x>y$. By homogeneity, it suffices to prove the following inequality for $x>1$ :

$$
\begin{equation*}
2\left(x^{\alpha-1}-1\right)(x-1)-\gamma^{2}\left(x^{\frac{\alpha}{2}}-1\right)^{2} \geq 0 \tag{4.70}
\end{equation*}
$$

For proof, we refer to the appendix (A.1). Since the inequality holds, H 2 has been shown.
We continue by showing H3. Let $v \in W_{0}^{1, \alpha}(\mathscr{D})$. For the first terms in H3, we have:

$$
\begin{equation*}
2\langle A(\nu), v\rangle=-2 \int_{\mathscr{D}}|\nabla \nu|^{\alpha} \mathrm{d} x=-2\|\nu\|_{W_{0}^{1, \alpha}(\mathscr{D})}^{\alpha} \tag{4.71}
\end{equation*}
$$

We only need to inspect the $p$-dependent term. Using Cauchy-Schwarz, we obtain:

$$
\begin{equation*}
\frac{\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\mathbb{R}^{d}}^{2}}{\|v\|_{L^{2}(\mathscr{D})}^{2}} \leq\left\|B_{t}(v)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}(\mathscr{D})\right)}^{2} \tag{4.72}
\end{equation*}
$$

Therefore, we get the following $p$-dependent condition for H 3 :

$$
\begin{align*}
& 2\langle A(\nu), v\rangle+\left\|B_{t}(\nu)\right\|_{L^{2}(\mathscr{O})}^{2}+\left(p_{0}-2\right) \frac{\left\|\left(B_{t}(v)\right)^{*} v\right\|_{\mathbb{R}^{d}}^{2}}{\|v\|_{L^{2}(\mathscr{D})}^{2}}  \tag{4.73}\\
& \leq\left(\left(p_{0}-1\right) \gamma^{2}-2\right)\|v\|_{W^{1, \alpha}(\mathscr{D})}^{\alpha}+C\|v\|_{L^{2}(\mathscr{D})}^{2}
\end{align*}
$$

The first term on the RHS is negative by assumption. Therefore, H3 holds with $\alpha^{\prime}=\alpha$ and $f=0$. We are only left to show H4 and H5. For $v \in W_{0}^{1, \alpha}(\mathscr{D})$, we use Hölder's inequality to obtain:

$$
\begin{align*}
|\langle A(u), v\rangle| & \leq\left.\left|\int_{\mathscr{D}}\right| \nabla u\right|^{\alpha-2} \nabla u \cdot \nabla v \mathrm{~d} x \mid \\
& \leq \int_{\mathscr{D}}|\nabla u|^{\alpha-1}|\nabla v| \mathrm{d} x  \tag{4.74}\\
& \leq\left(\int_{\mathscr{D}}|\nabla u|^{\alpha} \mathrm{d} x\right)^{\frac{\alpha-1}{\alpha}}\left(\int_{\mathscr{D}}|\nabla v|^{\alpha} \mathrm{d} x\right)^{\frac{1}{\alpha}} \\
& \leq\|u\|_{W_{0}^{1, \alpha}(\mathscr{D})}^{\alpha-1}\|v\|_{W_{0}^{1,( }(\mathscr{)})}
\end{align*}
$$

Therefore, it follows for all $v \in W^{1, \alpha}(\mathscr{D})$ that

$$
\begin{equation*}
\|A(v)\|_{W^{-1, \alpha}(\mathscr{D})}^{\frac{\alpha}{\alpha-1}} \leq\|v\|_{W_{0}^{1, \alpha}(\mathscr{D})}^{\alpha} \tag{4.75}
\end{equation*}
$$

We omit H5, since it is clear from assumption. Application of Theorem 3.2 finishes the proof.

### 4.6. An application to systems of SPDEs

Our theory can also be used to easily show certain results from other previous papers. In particular, the authors in [13] attempted to construct a $C^{2+\delta}$ theory for systems of SPDEs. In order to construct a $C^{2+\delta}$ theory, they need estimates for the system of SPDEs which can be found using our framework (Theorem 3.1 of [13]). One of the underlying assumptions is a so-called modified stochastic parabolicity condition, which will be similar to our coercivity condition.

Assumptions 4.6. Consider the random field

$$
\mathbf{u}=\left(u^{1}, \ldots, u^{N}\right)^{\prime}: \mathbb{R}^{d} \times[0, \infty) \times \Omega \rightarrow \mathbb{R}^{N}
$$

described by the following linear system of SPDEs:

$$
\begin{equation*}
\mathrm{d} u^{\alpha}=\left(a_{\alpha \beta}^{i j} \partial_{i j} u^{\beta}+f_{\alpha}\right) \mathrm{d} t+\left(\sigma_{\alpha \beta}^{i k} \partial_{i} u^{\beta}+g_{\alpha}^{k}\right) \mathrm{d} W_{t}^{k} \tag{4.76}
\end{equation*}
$$

where the collection $\left\{W^{k}\right\}_{k \geq 1}$ are countably independent Wiener processes on some complete filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. We also use Einstein's summation convention (sum whenever one sees a repeated index) with

$$
i, j=1,2, \ldots, d ; \quad \alpha, \beta=1,2, \ldots, N ; \quad k=1,2, \ldots
$$

We now define the deterministic part of the equation as an operator $A: H^{m+1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right) \rightarrow$ $H^{m-1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ such that for any $u, v \in H^{m+1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ :

$$
\begin{equation*}
\langle A(u), v\rangle=-\int_{\mathbb{R}^{d}} a_{\alpha \beta}^{i j} \partial_{i} u^{\beta} \partial_{j} u^{\alpha} \mathrm{d} x . \tag{4.7.7}
\end{equation*}
$$

The diffusion part of the equation is defined as an operator $B: H^{m+1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right) \rightarrow \ell^{2}\left(\mathbb{N} ; H^{m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)$ such that for any $u \in H^{m+1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ :

$$
\begin{equation*}
B_{\alpha}^{k}(u)=\sigma_{\alpha \beta}^{i k} \partial_{i} u^{\beta} . \tag{4.78}
\end{equation*}
$$

We assume that the coefficients $a_{\alpha \beta}^{i j}$ and $\sigma_{\alpha \beta}^{i k}$ depend only on $(t, \omega)$ and satisfy the following condition, called stochastic modified parabolicity:

Definition 4.1. Let $p \in[2, \infty)$. The coefficients $a=\left(a_{\alpha \beta}^{i j}\right)$ and $\sigma=\left(\sigma_{\alpha \beta}^{i k}\right)$ are said to satisfy the modified stochastic parabolicity (MSP) condition if there are measurable functions $\lambda_{\alpha \beta}^{i k}$ : $\mathbb{R}^{d} \times[0, \infty) \times \Omega \rightarrow \mathbb{R}$ with $\lambda_{\alpha \beta}^{i k}=\lambda_{\beta \alpha}^{i k}$ such that

$$
\begin{equation*}
\mathscr{A}_{\alpha \beta}^{i j}=2 a_{\alpha \beta}^{i j}-\sigma_{\gamma \alpha}^{i k} \sigma_{\gamma \beta}^{j k}-(p-2)\left(\sigma_{\gamma \alpha}^{i k}-\lambda_{\gamma \alpha}^{i k}\right)\left(\sigma_{\gamma \beta}^{j k}-\lambda_{\gamma \beta}^{j k}\right) \tag{4.79}
\end{equation*}
$$

satisfy the Legendre-Hadamard condition: there exists a constant $\kappa>0$ such that

$$
\begin{equation*}
\mathscr{A}_{\alpha \beta}^{i j} \xi_{i} \xi_{j} \eta^{\alpha} \eta^{\beta} \geq \kappa|\xi|^{2}|\eta|^{2} \quad \forall \xi \in \mathbb{R}^{d}, \eta \in \mathbb{R}^{N} \tag{4.80}
\end{equation*}
$$

everywhere on $\mathbb{R}^{d} \times[0, \infty) \times \Omega$
We are now in a position to restate Theorem 3.1 from [13]
Proposition 4.6. Let $p \in[2, \infty)$ and $m \geq 0$. Suppose $f \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{m-1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right)$ and $g \in L^{p}\left(\Omega ; \ell^{2}\left(\mathbb{N} ; L^{2}\left([0, T] ; H^{m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right)\right.$. Taking the initial condition $u_{0}=0$, equation (4.76) has a unique solution $u \in L^{p}\left(\Omega ; L^{\infty}\left([0, T] ; H^{m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right) \cap L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{m+1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right)$. Moreover, for any multi-index $\mathfrak{s}$ with $|\mathfrak{s}| \leq m$, there exists a constant $C$ depending on $d, p, \kappa$ and $K$ such that:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\partial^{\mathfrak{s}} u_{t}\right\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\partial^{\mathfrak{s}} \partial_{x} u_{t}\right\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq C e^{C T}\left(\mathbb{E}\left(\int_{0}^{T}\left\|\partial^{\mathfrak{s}} f_{t}\right\|_{H^{-1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\partial^{\mathfrak{s}} g_{t}\right\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right) \tag{4.81}
\end{align*}
$$

Remark 4.6. The formulation of this proposition is different in a few ways from Theorem 3.1 in [13]. First of all, we have raised all quantities to the power $p$, since it adapts better to our framework. Furthermore, we work on the whole space $\mathbb{R}^{d}$ instead of choosing some region $\mathscr{O}$ and extending to 0 outside.

Remark 4.7. The supremum estimate in the proposition actually also holds for $p=\infty$, but since we want to draw a comparison between the results in [13] and this master's thesis, we only mention it in this remark.

Proof. Without loss of generality, we can restrict to the case $m=0$. By differentiating the equation, we can obtain the other cases. We proceed to show that assumptions H 1 to H 5 hold for equation (4.76). We do this by first showing H 1 to H 5 for the equation

$$
\begin{equation*}
\mathrm{d} u^{\alpha}=a_{\alpha \beta}^{i j} \partial_{i j} u^{\beta} \mathrm{d} t+\sigma_{\alpha \beta}^{i k} \partial_{i} u^{\beta} \mathrm{d} W_{t}^{k} \tag{4.82}
\end{equation*}
$$

Recall from section 3.4 that the results with added $f$ and $g$ follow easily once H 1 to H 5 have been shown for the above equation. We only check H 3 , since $\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 4$ and H 5 are very similar to the stochastic heat equation treated in section 4.1 under $\alpha=2, \beta=0$. To this end, let $v \in H^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ and consider the following:

$$
\begin{align*}
2\langle A(v), v\rangle & =-2 \int_{\mathbb{R}^{d}} a_{\alpha \beta}^{i j} \partial_{i} v^{\beta} \partial_{j} v^{\alpha} \mathrm{d} x  \tag{4.83}\\
& =-2 a_{\alpha \beta}^{i j} \int_{\mathbb{R}^{d}} \partial_{i} v^{\beta} \partial_{j} v^{\alpha} \mathrm{d} x
\end{align*}
$$

We emphasize again the use of the Einstein summation convention. In this equation, we therefore sum over $\alpha, \beta, i$ and $j$. Next, we use definition (4.104) to consider the term $\left\|B_{t}(\nu)\right\|^{2}$ :

$$
\begin{align*}
\left\|B_{t}(\nu)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)}^{2} & \left.=\sum_{k=1}^{\infty} \|\left(B_{t}(\nu)\right)\right)_{k} \|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \\
& =\sum_{k=1}^{\infty} \sum_{\gamma=1}^{N}\left\|\sigma_{\gamma \beta}^{i k} \partial_{i} v^{\beta}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}  \tag{4.84}\\
& =\sum_{k=1}^{\infty} \sum_{\gamma=1}^{N} \int_{\mathbb{R}^{d}} \sigma_{\gamma \alpha}^{i k} \sigma_{\gamma \beta}^{j k} \partial_{i} v^{\alpha} \partial_{j} v^{\beta} \mathrm{d} x
\end{align*}
$$

Last but not least, we look at the term $\left\|\left(B_{t}(v)\right)^{*} v\right\|^{2} /\|v\|^{2}$. Let $v \in H^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right), v \neq 0$, then we obtain the following:

$$
\begin{align*}
\left\|\left(B_{t}(v)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2} & =\sum_{k=1}^{\infty}\left|\left(\left(B_{t}(v)\right)^{*} v\right)_{k}\right|^{2} \\
& =\sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}} \sigma_{\gamma \beta}^{i k} \partial_{i} v^{\beta} v^{\gamma} \mathrm{d} x\right)^{2} \tag{4.85}
\end{align*}
$$

Now, note that the following identity holds:

$$
\begin{equation*}
\sigma_{\gamma \beta}^{i k} \partial_{i} \nu^{\beta} \nu^{\gamma}=\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right) v^{\gamma} \partial_{i} \nu^{\beta}+\frac{1}{2} \lambda_{\gamma \beta}^{i k} \partial_{i}\left(\nu^{\gamma} \nu^{\beta}\right) \tag{4.86}
\end{equation*}
$$

Integrating both sides of the above expression over $\mathbb{R}^{d}$, we can use this expression in equation (4.85) to find:

$$
\begin{align*}
\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2} & =\sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}}\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right) \partial_{i} \nu^{\beta} \nu^{\gamma} \mathrm{d} x\right)^{2} \\
& \stackrel{\text { C.S. }}{\leq} \sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}}\left(\sum_{\gamma=1}^{N}\left(\nu^{\gamma}\right)^{2}\right)^{\frac{1}{2}}\left(\left(\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right) \partial_{i} \nu^{\beta}\right)^{2}\right)^{\frac{1}{2}} \mathrm{~d} x\right)^{2}  \tag{4.87}\\
& \stackrel{\text { C.S. }}{\leq} \sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}} \sum_{\gamma=1}^{N}\left(\nu^{\gamma}\right)^{2} \mathrm{~d} x\right)\left(\int_{\mathbb{R}^{d}}\left(\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right) \partial_{i} \nu^{\beta}\right)^{2} \mathrm{~d} x\right) \\
& =\sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}} \sum_{\gamma=1}^{N}\left(\nu^{\gamma}\right)^{2} \mathrm{~d} x\right)\left(\int_{\mathbb{R}^{d}}\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right)\left(\sigma_{\gamma \alpha}^{j k}-\lambda_{\gamma \alpha}^{j k}\right) \partial_{i} \nu^{\beta} \partial_{j} \nu^{\alpha} \mathrm{d} x\right)
\end{align*}
$$

We can therefore conclude the following:

$$
\begin{equation*}
\frac{\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}}{\|\nu\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2}} \leq \sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}}\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right)\left(\sigma_{\gamma \alpha}^{j k}-\lambda_{\gamma \alpha}^{j k}\right) \partial_{i} \nu^{\beta} \partial_{j} v^{\alpha} \mathrm{d} x\right) \tag{4.88}
\end{equation*}
$$

We are now finally in the position to derive the coercivity condition H3 from the MSP condition.

$$
\begin{align*}
& 2\langle A(\nu), \nu\rangle+\left\|\left(B_{t}(\nu)\right)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)}^{2}+(p-2) \frac{\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}}{\|v\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2}} \\
& \leq \int_{\mathbb{R}^{d}}\left(-2 a_{\alpha \beta}^{i j}+\sigma_{\gamma \alpha}^{i k} \sigma_{\gamma \beta}^{j k}+(p-2)\left(\sigma_{\gamma \beta}^{i k}-\lambda_{\gamma \beta}^{i k}\right)\left(\sigma_{\gamma \alpha}^{j k}-\lambda_{\gamma \alpha}^{j k}\right) \partial_{i} \nu^{\beta} \partial_{j} v^{\alpha} \mathrm{d} x\right.  \tag{4.89}\\
& \leq-\kappa \int_{\mathbb{R}^{d}}\left|\partial_{i} \nu^{\alpha}\right|^{2} \mathrm{~d} x \\
& \leq-\kappa\|\nu\|_{H^{1}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2}
\end{align*}
$$

Choosing $\theta=\kappa$, we have shown that H3 can be derived from the MSP condition.

### 4.7. An application to higher order SPDEs

Another result that appears in a paper by Wang and Du [39] can be obtained using our framework (Lemma 3.1 of [39]). This paper treats higher order SPDEs of the following form:

$$
\begin{equation*}
\mathrm{d} u_{t}=\left[(-1)^{m+1} \sum_{|\alpha|,|\beta|=m} A_{\alpha \beta}(t) D^{\alpha+\beta} u_{t}+f_{t}\right] \mathrm{d} t+\sum_{k=1}^{\infty}\left[\sum_{|\alpha|=m} B_{\alpha}^{k}(t) D^{\alpha} u_{t}+g_{t}^{k}\right] \mathrm{d} W_{t}^{k} . \tag{4.90}
\end{equation*}
$$

The authors introduce an assumption on the coefficients to obtain existence, uniqueness and an energy estimate. We will show, using our framework, that is assumption is a very natural one.
Assumptions 4.7. Consider equation (4.90) on $\mathbb{R}^{d}$. The collection $\left\{W^{k}\right\}$ are countably independent Wiener processes on some complete filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. Furthermore, we assume that the coefficients $A_{\alpha \beta}$ and $B_{\alpha}^{k}$ only depend on $t$ and $\omega$. We also place the following restriction on the coefficients $A_{\alpha \beta}$ and $B_{\alpha}^{k}$, which is assumed in [39] as well:

$$
\begin{equation*}
2 \sum_{|\alpha|, \mid \beta=m} A_{\alpha \beta} \xi_{\alpha} \xi_{\beta}-\lambda \sum_{|\alpha|=m}\left|\xi_{\alpha}\right|^{2} \geq \frac{p+(-1)^{m}(p-2)}{2} \sum_{k=1}^{\infty}\left|\sum_{|\alpha|=m} B_{\alpha}^{k} \xi_{\alpha}\right|^{2} \tag{4.91}
\end{equation*}
$$

where $\lambda \geq 0$. Formally, the deterministic part of the equation is defined as a time-dependent linear operator $A_{t}: H^{l+m}\left(\mathbb{R}^{d}\right) \rightarrow H^{l-m}\left(\mathbb{R}^{d}\right)$, where for all $u, v \in H^{l+m}\left(\mathbb{R}^{d}\right)$ :

$$
\begin{align*}
\left\langle A_{t}(u), v\right\rangle & =-\sum_{|\alpha|,|\beta|=m}\left\langle A_{\alpha \beta}(t) D^{\alpha} u, D^{\beta} v\right\rangle \\
& =-\sum_{|\alpha|,|\beta|=m} \int_{\mathbb{R}^{d}} A_{\alpha \beta}(t) D^{\alpha} u D^{\beta} v \mathrm{~d} x . \tag{4.92}
\end{align*}
$$

Similarly, the stochastic part is defined as a time-dependent linear operator $B^{k}: H^{l+m}\left(\mathbb{R}^{d}\right) \rightarrow$ $H^{l}\left(\mathbb{R}^{d}\right)$, where for all $u \in H^{l+m}\left(\mathbb{R}^{d}\right)$ :

$$
\begin{equation*}
B_{t}^{k}(u)=\sum_{|\alpha|=m} B_{\alpha}^{k}(t) D^{\alpha} u . \tag{4.93}
\end{equation*}
$$

Proposition 4.7. Let $p \in[2, \infty)$ and $l, m \geq 0$. Suppose $f \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{l-m}\left(\mathbb{R}^{d}\right)\right)\right)$ and $g \in$ $L^{p}\left(\Omega ; \ell^{2}\left(\mathbb{N} ; L^{2}\left([0, T] ; H^{l}\left(\mathbb{R}^{d}\right)\right)\right)\right.$. With $u_{0}=0$, there exists a unique solution $u \in L^{p}\left(\Omega ; L^{\infty}\left([0, T] ; H^{l}\left(\mathbb{R}^{d}\right)\right)\right)$ and $u \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{l+m}\left(\mathbb{R}^{d}\right)\right)\right)$ for any $|\beta| \leq l$ such that:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{H^{m}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{4.94}\\
& \leq C\left(\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{l-m}\left(\mathbb{R}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; H^{l}\left(\mathbb{R}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right)
\end{align*}
$$

Proof. Without loss of generality we can set $l=0$. By differentiating we can still obtain the above theorem. Furthermore, we can also set $f=g=0$ by using the extension we made in chapter 3.4. Now, consider the following Gelfand triple:

$$
\begin{equation*}
\left(H^{m}\left(\mathbb{R}^{d}\right), L^{2}\left(\mathbb{R}^{d}\right), H^{-m}\left(\mathbb{R}^{d}\right)\right) . \tag{4.95}
\end{equation*}
$$

We need to check assumptions H1 to H5 to apply our framework. We only check H3. From now on, consider an arbitrary $v \in H^{m}\left(\mathbb{R}^{d}\right)$. From (4.92), we see that

$$
\begin{equation*}
2\left\langle A_{t}(\nu), \nu\right\rangle=-2 \sum_{|\alpha|,|\beta|=m} \int_{\mathbb{R}^{d}} A_{\alpha \beta}(t)\left(D^{\alpha} v\right)\left(D^{\beta} \nu\right) \mathrm{d} x . \tag{4.96}
\end{equation*}
$$

For $\left\|B_{t}(\nu)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2}$, we obtain:

$$
\begin{align*}
\left\|B_{t}(\nu)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} & =\sum_{k=1}^{\infty}\left\|\sum_{|\alpha|=m} B_{\alpha}^{k}(t) D^{\alpha} v\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}  \tag{4.97}\\
& =\sum_{k=1}^{\infty} \int_{\mathbb{R}^{d}} \sum_{|\alpha|,|\beta|=m} B_{\alpha}^{k}(t) B_{\beta}^{k}(t)\left(D^{\alpha} v\right)\left(D^{\beta} v\right) \mathrm{d} x .
\end{align*}
$$

Now, the last term we need to inspect is $\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}$. For any $k \in \mathbb{N}$,

$$
\begin{align*}
\left(\left(B_{t}(\nu)\right)^{*} v\right)_{k} & =\int_{\mathbb{R}^{d}} \sum_{|\alpha|=m} B_{\alpha}^{k}(t)\left(D^{\alpha} v\right) v \mathrm{~d} x  \tag{4.98}\\
& =(-1)^{m} \int_{\mathbb{R}^{d}} \sum_{|\alpha|=m} B_{\alpha}^{k}(t)\left(D^{\alpha} v\right) v \mathrm{~d} x,
\end{align*}
$$

where we used integration by parts in the last step. Note that for $m$ odd, we can conclude that $\left(\left(B_{t}(v)\right)^{*} v\right)_{k}=0$ for all $k \in \mathbb{N}$. However, if $m$ is even, the above doesn't tell us anything. Therefore, we just use Cauchy-Schwarz to make an estimate in the case $m$ is even:

$$
\begin{equation*}
\frac{\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}}{\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}} \leq\left\|B_{t}(\nu)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2} \tag{4.99}
\end{equation*}
$$

We also note that we have the following:

$$
\frac{p+(-1)^{m}(p-2)}{2}= \begin{cases}p-1, & \text { if } m \text { even }  \tag{4.100}\\ 1, & \text { if } m \text { odd }\end{cases}
$$

Using the assumption made on the coefficients in 4.7, we can combine all terms to get the following sequence of inequalities for the coercivity condition H3:

$$
\begin{align*}
& 2\left\langle A_{t}(\nu), v\right\rangle+\left\|B_{t}(\nu)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d}\right)\right)}^{2}+(p-2) \frac{\left\|\left(B_{t}(v)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}}{\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}} \\
& \leq \sum_{|\alpha|,||\beta|=m} \int_{\mathbb{R}^{d}}\left(-2 A_{\alpha \beta}(t)+\frac{p+(-1)^{m}(p-2)}{2} \sum_{k=1}^{\infty} B_{\alpha}^{k}(t) B_{\beta}^{k}(t)\right) D^{\alpha} v D^{\beta} v \mathrm{~d} x  \tag{4.101}\\
& \leq-\lambda \sum_{|\alpha|=m} \int_{\mathbb{R}^{d}}\left|D^{\alpha} \nu\right|^{2} \mathrm{~d} x \\
& =-\lambda\|v\|_{H^{m}\left(\mathbb{R}^{d}\right)}^{2}
\end{align*}
$$

Therefore, the coercivity condition H 3 holds with $\theta=\lambda$. Invoking theorem 3.2 we obtain existence, uniqueness and the energy estimate stated in the theorem.

### 4.8. An application to higher order systems of SPDEs

It is natural to ask for an extension of the two previous sections. In this case, one would consider the following higher order system of SPDEs:

$$
\begin{equation*}
\mathrm{d} u^{\eta}=\left[(-1)^{m+1} \sum_{|\alpha|,|\beta|=m} A_{\alpha \beta}^{\eta \gamma}(t) D^{\alpha+\beta} u^{\gamma}+f^{\gamma}\right] \mathrm{d} t+\sum_{k=1}^{\infty}\left[\sum_{|\alpha|=m} B_{\alpha}^{k, \eta \gamma}(t) D^{\alpha} u^{\gamma}+g^{k, \gamma}\right] \mathrm{d} w_{t}^{k}, \tag{4.102}
\end{equation*}
$$

where $\eta$ and $\gamma$ denote the equation number in the system, ranging from 1 to $N$ for some $N \in \mathbb{N}$. Since this equation covers both examples from sections 4.6 and 4.7 , we must at minimum take the least restrictive condition such that we can apply our framework. Since the modified stochastic parabolicity condition in second order systems ( $m=1$ in our setting, see 4.6) is always $p$-dependent, we can't expect a condition that is $p$-dependent only for odd $m$ like in the higher order equation (see 4.7). Using a different version of the MSP condition in 4.6, we can also obtain existence, uniqueness and an energy estimate using our framework. However, it is well-possible that the condition stated is not optimal.

Assumptions 4.8. Consider the random field

$$
\mathbf{u}=\left(u^{1}, \ldots, u^{N}\right)^{\prime}: \mathbb{R}^{d} \times[0, \infty) \times \Omega \rightarrow \mathbb{R}^{N}
$$

described by the linear system of SPDEs (4.102). The collection $\left\{W^{k}\right\}$ are again countably independent Wiener processes on some complete filtered probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. We repeat the use of Einstein's summation convention (sum whenever one sees a repeated index) with

$$
\gamma, \eta=1,2, \ldots, N ; \quad k=1,2, \ldots
$$

We also note that $\alpha, \beta \in \mathbb{N}^{d}$ with $|\alpha|=|\beta|=m$ and $D^{\alpha} u:=D^{\alpha_{1}} D^{\alpha_{2}} \ldots D^{\alpha_{d}} u$. We define the deterministic part of the equation as time-dependent linear operator $A_{t}: H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right) \rightarrow$ $H^{l-m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ such that for any $u, v \in H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ :

$$
\begin{equation*}
\left\langle A_{t}(u), v\right\rangle=-\sum_{|\alpha|,|\beta|=m} \int_{\mathbb{R}^{d}} A_{\alpha \beta}^{\eta \gamma}(t) D^{\alpha} u^{\gamma} D^{\beta} u^{\eta} \mathrm{d} x . \tag{4.103}
\end{equation*}
$$

The diffusion part of the equation is defined as an operator $B^{k}: H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right) \rightarrow H^{l}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ such that for any $u \in H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)$ :

$$
\begin{equation*}
B_{\alpha}^{k}(u)=\sum_{|\alpha|=m} B_{\alpha}^{k, \gamma \eta}(t) D^{\alpha} u^{\gamma} . \tag{4.104}
\end{equation*}
$$

We assume that the coefficients $A_{\alpha \beta}^{\eta \gamma}$ and $B_{\alpha}^{k, \gamma \eta}$ only depend on $t$ and $\omega$, and satisfy the following condition for all $\xi \in \mathbb{R}^{d}, \zeta \in \mathbb{R}^{N}$.

$$
\begin{equation*}
\left(2 A_{\alpha \beta}^{\eta \gamma}-(p-1) B_{\alpha}^{k, \mu \gamma} B_{\beta}^{k, \mu \eta}\right) \xi^{\alpha} \xi^{\beta} \zeta^{\gamma} \zeta^{\eta} \geq \kappa|\xi|^{2}|\zeta|^{2} \tag{4.105}
\end{equation*}
$$

Proposition 4.8. Let $p \in[2, \infty)$ and $l, m \geq 0$. Suppose $f \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{l-m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right)$ and $g \in L^{p}\left(\Omega ; \ell^{2}\left(\mathbb{N} ; L^{2}\left([0, T] ; H^{l}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right)\right.$. With $u_{0}=0$, there exists a unique solution $u \in$ $L^{p}\left(\Omega ; L^{\infty}\left([0, T] ; H^{l}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right.$ and $u \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)\right.$ for any $|\beta| \leq l$ such that:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{H^{l}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{H^{l+m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq C\left(\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{l-m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; H^{l}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right.}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right) \tag{4.106}
\end{align*}
$$

Proof. using the extension for additive noise, we can consider $f$ and $g$ to be zero. As always, the coercivity condition H3 is the main trouble. Now,

$$
\begin{equation*}
2\langle A(\nu), v\rangle=-2 \int_{\mathbb{R}^{d}} \sum_{|\alpha|,|\beta|=m} A_{\alpha \beta}^{\eta \gamma}(t) D^{\alpha} \nu^{\gamma} D^{\beta} \nu^{\eta} \mathrm{d} x \tag{4.107}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|B_{t}(v)\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)\right)}^{2} & =\sum_{k=1}^{\infty}\left\|\sum_{|\alpha|=m} B_{\alpha}^{k, \eta \gamma}(t) D^{\alpha} u^{\gamma}\right\|_{L^{2}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \\
& =\sum_{k=1}^{\infty} \sum_{\eta=1}^{N}\left\|\sum_{|\alpha|=m} B_{\alpha}^{k, \eta \gamma}(t) D^{\alpha} u^{\gamma}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}  \tag{4.108}\\
& =\sum_{k=1}^{\infty} \sum_{\eta=1}^{N} \int_{\mathbb{R}^{d}}\left(\sum_{|\alpha|}^{m} B_{\alpha}^{k, \eta \gamma}(t) D^{\alpha} u^{\gamma}\right)^{2} \mathrm{~d} x \\
& =\sum_{k=1}^{\infty} \sum_{\mu=1}^{N} \int_{\mathbb{R}^{d}} \sum_{|\alpha|,|\beta|=m} B_{\alpha}^{k, \mu \gamma}(t) B_{\beta}^{k, \mu \eta} D^{\alpha} u^{\gamma} D^{\beta} u^{\eta} \mathrm{d} x
\end{align*}
$$

Both previous terms are just as before, now problematic term is:

$$
\begin{align*}
&\left\|\left(B_{t}(v)\right)^{*} v\right\|_{\ell^{2}(\mathbb{N})}^{2}\left.=\sum_{k=1}^{\infty} \mid\left(B_{t}(v)\right)^{*} v\right)\left._{k}\right|^{2} \\
&=\sum_{k=1}^{\infty}\left(\int_{\mathbb{R}^{d}}|\alpha|=m\right.  \tag{4.109}\\
&\left.B_{\alpha}^{k, \eta \gamma}(t) D^{\alpha} u^{\gamma} u^{\eta} \mathrm{d} x\right)^{2}
\end{align*}
$$

We estimate this term by using Cauchy-Schwarz and then invoke the coercivity assumption. This leads to:

$$
\begin{equation*}
2\langle A(\nu), \nu\rangle+\left\|B_{t}(v)\right\|_{\ell^{2}}^{2}+(p-2) \frac{\left\|\left(B_{t}(\nu)\right)^{*} v\right\|_{\ell^{2}}^{2}}{\|v\|_{H^{m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2}} \leq-\kappa\|\nu\|_{H^{m}\left(\mathbb{R}^{d} ; \mathbb{R}^{N}\right)}^{2} \tag{4.110}
\end{equation*}
$$

I do not suspect that there is a way to obtain a nice condition that reduces to the conditions that worked in the previous two sections. For example, if we take $m=1$ in the higher order section, we obtain a condition that does not even coincide in the case $N=1$ of the second order systems of SPDEs. With this information, we can choose to just do a Cauchy-Schwarz estimate in (4.109), which also yields a certain condition. I am not sure how to proceed otherwise.

## Higher order regularity for stochastic heat equations

One of the examples that was discussed in the previous chapter was the stochastic heat equation with Dirichlet boundary conditions on a $C^{1}$ domain $\mathscr{D}$. For completeness, this is an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(a_{i j} u_{x_{i} x_{j}}+b^{i} u_{x_{i}}+c u+f_{t}\right) \mathrm{d} t+\left(\sigma^{i k} u_{x_{i}}+v_{k} u+g_{t}^{k}\right) \mathrm{d} W_{t}^{k}, \tag{5.1}
\end{equation*}
$$

where the coefficients depend on $x, \operatorname{tand} \omega$ and satisfy a coercivity condition. For this equation, we obtained existence and uniqueness in $L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}(\mathscr{D})\right.\right.$ and $L^{p}\left(\Omega ; C\left([0, T] ; L^{2}(\mathscr{D})\right)\right)$ for all $p \geq 2$. In the deterministic setting, we know that the space regularity can be improved. In the stochastic setting, Krylov has shown for $p=2$ that we can also obtain higher order regularity in space [20], though weighted Sobolev spaces are needed for this. To illustrate why is this is the case, we will repeat a simple example given by Krylov in [20] that shows why unweighted Sobolev spaces do not suffice. Consider the following equation:

$$
\begin{equation*}
\mathrm{d} u_{t}=u_{x x} \mathrm{~d} t+\mathrm{d} W_{t}, \tag{5.2}
\end{equation*}
$$

on $(0,1)$ with Dirichlet boundary conditions and $u(0, x)=0$ for all $x \in(0,1)$, and where $W_{t}$ is a real-valued Wiener process. This equation clearly has a solution, but the function $u_{x x}$ can never be continuous for $x \in[0,1]$. For if it were continuous, then the following equation shows that we can express $W_{t}$ as an integral against a continuous function:

$$
\begin{equation*}
\int_{0}^{t} u_{x x}(s, 0) \mathrm{d} s+W_{t}=u(t, 0)-u(0,0)=0 . \tag{5.3}
\end{equation*}
$$

This implies that $W_{t}$ is of bounded variation, which is a contradiction. THerefore, $u_{x x}$ can not be continuous. As Krylov shows in [20], weighted Sobolev spaces are sufficient to treat higher order regularity for (5.1). This chapter will show that we can also obtain higher order regularity for all $p \geq 2$. In order to prove this, we will take approximately the same steps as Krylov, though we can improve his argument at some points. For example, we are able to reuse the framework that we have built in this thesis. We will first prove higher regularity for a simplified version of the above equation on $\mathbb{R}_{+}^{d}$ where the coefficients do not depend on $x$. Subsequently, we improve the argument to space-dependent coefficients for the same equation on $\mathbb{R}_{+}^{d}$. Finally, we go to domains by straightening the boundary. In this thesis, we only present the first step, since the other steps have not been made as of yet.

### 5.1. The heat equation on $\mathbb{R}_{+}^{d}$

In the case $\mathbb{R}_{+}^{d}$, we set $b^{i}=0, c=0, v_{k}=0$, so we consider an equation of the form

$$
\begin{equation*}
\mathrm{d} u_{t}=\left(a_{i j} u_{x_{i} x_{j}}+f_{t}\right) \mathrm{d} t+\left(\sigma^{i k} u_{x_{i}}+g_{t}^{k}\right) \mathrm{d} W_{t}^{k} \tag{5.4}
\end{equation*}
$$

Let $\alpha$ be a multi-index such that $|\alpha|=m$, where $m \in \mathbb{N}$. We then apply $D^{\alpha}$ and multiply by the weight $\psi^{m}$, where $\psi(x)=x_{1}$. This results in the following equation:

$$
\begin{equation*}
\mathrm{d}\left(\psi^{m} D^{\alpha} u_{t}\right)=\left(\psi^{m} D^{\alpha}\left(a_{i j} u_{x_{i} x_{j}}+f_{t}\right)\right) \mathrm{d} t+\left(\psi^{m} D^{\alpha}\left(\sigma^{i k} u_{x_{i}}+g_{t}^{k}\right)\right) \mathrm{d} W_{t}^{k} . \tag{5.5}
\end{equation*}
$$

We still need to justify that we can actually do this. We reformulate the above equation so that we can use our old framework. We need the following identities. When $i, j \neq 1$ :

$$
\begin{equation*}
\left(\psi^{m} D^{\alpha} u\right)_{x_{i} x_{j}}=\psi^{m} D^{\alpha} u_{x_{i} x_{j}} . \tag{5.6}
\end{equation*}
$$

If $i=1, j \neq 1$,

$$
\begin{align*}
\left(\psi^{m} D^{\alpha} u\right)_{x_{1} x_{j}} & =\left(m \psi^{m-1} D^{\alpha} u+\psi^{m} D^{\alpha} u_{x_{1}}\right)_{x_{j}} \\
& =m \psi^{m-1} D^{\alpha} u_{x_{j}}+\psi^{m} D^{\alpha} u_{x_{1} x_{j}} \tag{5.7}
\end{align*}
$$

If $i=1, j=1$,

$$
\begin{align*}
\left(\psi^{m} D^{\alpha} u\right)_{x_{1} x_{1}} & =\left(m \psi^{m-1} D^{\alpha} u+\psi^{m} D^{\alpha} u_{x_{1}}\right)_{x_{1}} \\
& =m(m-1) \psi^{m-2} D^{\alpha} u+2 m \psi^{m-1} D^{\alpha} u_{x_{1}}+\psi^{m} D^{\alpha} u_{x_{1} x_{1}} . \tag{5.8}
\end{align*}
$$

We also decompose the first term of the SPDE as follows:

$$
\begin{align*}
& \sum_{i=1}^{d} \sum_{j=1}^{d} a_{i j} \psi^{m} D^{\alpha} u_{x_{i} x_{j}} \\
& =\sum_{i=1}^{d}\left(\sum_{j=2}^{d} \psi^{m} a_{i j} D^{\alpha} u_{x_{i} x_{j}}+\psi^{m} a_{i 1} D^{\alpha} u_{x_{i} x_{1}}\right) \\
& =\sum_{i=2}^{d}\left(\sum_{j=2}^{d} \psi^{m} a_{i j} D^{\alpha} u_{x_{i} x_{j}}+\psi^{m} a_{i 1} D^{\alpha} u_{x_{i} x_{1}}\right)+\left(\sum_{j=2}^{d} \psi^{m} a_{1 j} D^{\alpha} u_{x_{1} x_{j}}+\psi^{m} a_{11} D^{\alpha} u_{x_{1} x_{1}}\right)  \tag{5.9}\\
& =\sum_{i, j=2}^{d} a_{i j} \psi^{m} D^{\alpha} u_{x_{i} x_{j}}+\sum_{i=2}^{d} \psi^{m} a_{i 1} D^{\alpha} u_{x_{i} x_{1}}+\sum_{j=2}^{d} \psi^{m} a_{1 j} D^{\alpha} u_{x_{1} x_{j}}+\psi^{m} a_{11} D^{\alpha} u_{x_{1} x_{1}} .
\end{align*}
$$

We can combine this decomposition and the above identities to rewrite the first term of the SPDE (5.5). This results in:

$$
\begin{align*}
& \sum_{i, j=1}^{d} a_{i j} \psi^{m} D^{\alpha} u_{x_{i} x_{j}} \\
& =\sum_{i, j=2}^{d} a_{i j}\left(\psi^{m} D^{\alpha} u\right)_{x_{i} x_{j}}+\sum_{i=2}^{d} a_{i 1}\left(\left(\psi^{m} D^{\alpha} u\right)_{x_{i} x_{1}}-m \psi^{m-1} D^{\alpha} u_{x_{i}}\right) \\
& \quad+\sum_{j=2}^{d} a_{1 j}\left(\left(\psi^{m} D^{\alpha} u\right)_{x_{1} x_{j}}-m \psi^{m-1} D^{\alpha} u_{x_{j}}\right)  \tag{5.10}\\
& \quad+\left(\psi^{m} D^{\alpha} u\right)_{x_{1} x_{1}}-m(m-1) \psi^{m-2} D^{\alpha}-2 m \psi^{m-1} D^{\alpha} u_{x_{1}} \\
& =\sum_{i, j=1}^{d} a_{i j}\left(\psi^{m} D^{\alpha}\right)_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1} m \psi^{m-1} D^{\alpha} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j} m \psi^{m-1} D^{\alpha} u_{x_{j}} \\
& \quad-m(m-1) \psi^{m-2} D^{\alpha} u-2 m \psi^{m-1} D^{\alpha} u_{x_{1}} .
\end{align*}
$$

This quantity can be reinserted into the SPDE (5.5). We need to take similar steps for the first term in the stochastic part of the equation. First consider the following identities. For $i \neq 1$ :

$$
\begin{equation*}
\left(\psi^{m} D^{\alpha} u\right)_{x_{i}}=\psi^{m} D^{\alpha} u_{x_{i}} . \tag{5.11}
\end{equation*}
$$

For $i=1$ :

$$
\begin{equation*}
\left(\psi^{m} D^{\alpha} u\right)_{x_{i}}=m \psi^{m-1} D^{\alpha} u+\psi^{m} D^{\alpha} u_{x_{i}} \tag{5.12}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\sum_{i=1}^{d} \psi^{m} D^{\alpha}\left(\sigma^{i k} u_{x_{i}}\right)=\sum_{i=1}^{d} \sigma^{i k}\left(\psi^{m} D^{\alpha} u\right)_{x_{i}}-m \psi^{m-1} D^{\alpha} u \tag{5.13}
\end{equation*}
$$

Using identities (5.10) and (5.13), we can rewrite SPDE (5.5) as:

$$
\begin{align*}
& \mathrm{d}\left(\psi^{m} D^{\alpha} u\right) \\
&=\left(\sum_{i, j=1}^{d} a_{i j}\left(\psi^{m} D^{\alpha} u\right)_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1} m \psi^{m-1} D^{\alpha} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j} m \psi^{m-1} D^{\alpha} u_{x_{j}}\right. \\
&\left.-m(m-1) \psi^{m-2} D^{\alpha} u-2 m \psi^{m-1} D^{\alpha} u_{x_{1}}+\psi^{m} D^{\alpha} f_{t}\right) \mathrm{d} t  \tag{5.14}\\
&+\left(\sum_{i=1}^{d} \sigma^{i k}\left(\psi^{m} D^{\alpha} u\right)_{x_{i}}-m \sigma^{1 k} \psi^{m-1} D^{\alpha} u+\psi^{m} g_{t}^{k}\right) \mathrm{d} W_{t}^{k}
\end{align*}
$$

Setting $v=\psi^{m} D^{\alpha} u$, we obtain the following equation:

$$
\begin{align*}
\mathrm{d} v_{t}= & \left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1} m \psi^{m-1} D^{\alpha} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j} m \psi^{m-1} D^{\alpha} u_{x_{j}}\right. \\
& \left.-m(m-1) \psi^{m-2} D^{\alpha} u-2 m \psi^{m-1} D^{\alpha} u_{x_{1}}+\psi^{m} D^{\alpha} f_{t}\right) \mathrm{d} t  \tag{5.15}\\
& +\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}-m \sigma^{1 k} \psi^{m-1} D^{\alpha} u+\psi^{m} g_{t}^{k}\right) \mathrm{d} W_{t}^{k} .
\end{align*}
$$

We apply the a priori estimates from our framework inductively. We first do this for $\alpha=0$ and $m \geq 2$. Therefore, we first have to show the base cases $m=0$ and $m=1$. For $m=0, \alpha=0$ SPDE (5.15) is as follows, where $v=u$ :

$$
\begin{equation*}
\mathrm{d} v_{t}=\left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}+f_{t}\right) \mathrm{d} t+\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}+g_{t}^{k}\right) \mathrm{d} W_{t}^{k} \tag{5.16}
\end{equation*}
$$

This equation was also treated before, from which we obtained the existence of a unique solution $v \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ and $v \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{d}^{+}\right)\right)\right)$for all $p \geq 2$ and we can obtain the following a priori estimate:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|u_{t}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|u_{t}\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\|\phi\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N}^{2} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} . \tag{5.17}
\end{align*}
$$

We now move to $m=1, \alpha=0$, which results in the following version of SPDE (5.15), where $\nu=\psi u$ :

$$
\begin{align*}
\mathrm{d} v_{t}= & \left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j} u_{x_{j}}-2 u_{x_{1}}+\psi f_{t}\right) \mathrm{d} t  \tag{5.18}\\
& +\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}-\sigma^{1 k} u+\psi g_{t}^{k}\right) \mathrm{d} W_{t}^{k}
\end{align*}
$$

From the case $m=1$, we know that $u \in H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)$, so $u_{x_{i}} \in L^{2}\left(\mathbb{R}_{+}^{d}\right)$ for all $i \in\{1, \ldots, m\}$. Therefore, the above equation can be put into our framework and we obtain $v \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ and $v \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{d}^{+}\right)\right)\right)$with a priori estimate

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\|\psi u\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\|\psi u\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\|\psi \phi\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|u_{x}\right\|_{L^{2}\left(\mathbb{R}_{)}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\|u\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.19}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi f_{t}\right\|_{H^{-1}(\mathscr{O})}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi g_{t}\right\|_{\ell\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right.}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}
\end{align*}
$$

Using the case $m=0, \alpha=0$, we can further estimate the above inequality to obtain:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\|\psi u\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\|\psi u\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\|\psi \phi\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\|\phi\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p} \\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi f_{t}\right\|_{H^{-1}(\mathscr{O})}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi g_{t}\right\|_{\ell\left(\mathbb{N}^{2} L^{2}\left(\mathbb{R}_{+}^{d}\right)\right.}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.20}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N}_{;} L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} .
\end{align*}
$$

We now continue to the case $m \geq 2, \alpha=0$. Suppose (5.15) with $m=k$ has a unique solution $v \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ and $L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ with energy estimate

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi^{k} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k} u\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \sum_{i=0}^{k}\left(\mathbb{E}\left\|\psi^{i} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{i} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{i} g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right) . \tag{5.21}
\end{align*}
$$

We now consider the SPDE (5.15) for $m=k+1$. This results in the following SPDE:

$$
\begin{align*}
\mathrm{d} v_{t}= & \left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1}(k+1) \psi^{k} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j}(k+1) \psi^{k} u_{x_{j}}\right. \\
& \left.-(k+1) k \psi^{k-1} u-2(k+1) \psi^{k} u_{x_{1}}+\psi^{k+1} f_{t}\right) \mathrm{d} t  \tag{5.22}\\
& +\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}-(k+1) \sigma^{1 k} \psi^{k} u+\psi^{k+1} g_{t}^{k}\right) \mathrm{d} W_{t}^{k} .
\end{align*}
$$

By assumption, we know that $\psi^{k} u, \psi^{k} u_{x_{i}} \in L^{2}\left(\mathbb{R}_{+}^{d}\right)$. Therefore, we can apply the framework to obtain existence of a unique solution $v \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ and $L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ with energy estimate

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi^{k+1} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k+1} u\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left\|\psi^{k+1} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k} u_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k-1} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.23}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k+1} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k+1} g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}
\end{align*}
$$

We can use the energy estimate from the assumption to arrive at the following estimate:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi^{k} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k} u\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \sum_{i=0}^{k+1}\left(\mathbb{E}\left\|\psi^{i} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{i} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{i} g_{t}\right\|_{\ell^{2}\left(\mathbb{N}_{;} L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}\right) \tag{5.24}
\end{align*}
$$

For $m=1,|\alpha|=1$, we have the following SPDE:

$$
\begin{align*}
\mathrm{d} v_{t}= & \left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1} D^{\alpha} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j} D^{\alpha} u_{x_{j}}-2 D^{\alpha} u_{x_{1}}+\psi D^{\alpha} f_{t}\right) \mathrm{d} t \\
& +\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}-\sigma^{1 k} D^{\alpha} u+\psi D^{\alpha} g_{t}^{k}\right) \mathrm{d} W_{t}^{k} . \tag{5.25}
\end{align*}
$$

Since the case $m=0,|\alpha|=0$ shows us that $u \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)\right)\right.$ ), we see that $D^{\alpha} u_{x_{i}} \in$ $L^{p}\left(\Omega ; L^{2}\left([0, T] ; H^{-1}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$. Therefore, we can use our framework to solve the above equation. This means that $\psi D^{\alpha} u \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ and $\psi D^{\alpha} u \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$
for all $p \geq 2$. Also,

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} u\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left\|\psi D^{\alpha} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\sum_{i=1}^{d} \mathbb{E}\left(\int_{0}^{T}\left\|D^{\alpha} u_{x_{i}}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.26}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} g_{t}^{k}\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}
\end{align*}
$$

Now, we find for any multi-index $\alpha$ such that $|\alpha|=1$, we have

$$
\begin{align*}
\left|\left(D^{\alpha} u_{x_{i}}, v\right)\right| & =\left|\int_{\mathbb{R}_{+}^{d}} u_{x_{i}} D^{\alpha} \nu \mathrm{d} x\right| \\
& \leq\left\|u_{x_{i}}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}\left\|D^{\alpha}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}  \tag{5.27}\\
& \leq\left\|u_{x_{i}}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}\left\|D^{\alpha}\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}
\end{align*}
$$

Therefore, the above energy inequality can be simplified to:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} u\right\|_{H_{)}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left\|\psi D^{\alpha} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\sum_{i=1}^{d} \mathbb{E}\left(\int_{0}^{T}\left\|u_{x_{i}}\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.28}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}
\end{align*}
$$

We can then re-use the energy inequality from the case $m=0, \alpha=0$ to obtain:

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} u\right\|_{H_{)}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \mathbb{E}\left\|\psi D^{\alpha} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\|\phi\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p} \\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|g_{t}\right\|_{\ell^{2}\left(\mathbb{N}_{;} L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.29}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi D^{\alpha} g_{t}\right\|_{\ell^{2}\left(\mathbb{N}_{八} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} .
\end{align*}
$$

Having proven the cases $m=|\alpha|=0$ and $m=|\alpha|=1$, we proceed to $m=|\alpha| \geq 2$. Let $m=$ $|\alpha|=k$ with $k \geq 2$ and consider SPDE (5.15). We assume that there exists a unique solution
$\nu \in L^{p}\left(\Omega ; C\left([0, T] ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)\right.$ ) and $v \in L^{p}\left(\Omega ; L^{2}\left([0, T] ; H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)\right)\right)$ with energy estimate

$$
\begin{align*}
& \mathbb{E} \sup _{t \in[0, T]}\left\|\psi^{k} D^{\alpha} u\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{k} D^{\alpha} u\right\|_{H_{0}^{1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}} \\
& \leq \sum_{|\beta| \leq k} \mathbb{E}\left\|\psi^{|\beta|} D^{\beta} \phi\right\|_{L^{2}\left(\mathbb{R}_{+}^{d}\right)}^{p}+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{|\beta|} D^{\beta} f_{t}\right\|_{H^{-1}\left(\mathbb{R}_{+}^{d}\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}  \tag{5.30}\\
& \quad+\mathbb{E}\left(\int_{0}^{T}\left\|\psi^{|\beta|} D^{\beta} g_{t}\right\|_{\ell^{2}\left(\mathbb{N} ; L^{2}\left(\mathbb{R}_{+}^{d}\right)\right)}^{2} \mathrm{~d} t\right)^{\frac{p}{2}}
\end{align*}
$$

We want to prove existence and uniqueness with the same type of energy estimate for $m=$ $|\alpha|=k+1$. Now consider equation (5.15) with $m=|\alpha|=k+1$. This results in the following SPDE:

$$
\begin{align*}
\mathrm{d} v_{t}= & \left(\sum_{i, j=1}^{d} a_{i j} v_{x_{i} x_{j}}-\sum_{i=2}^{d} a_{i 1}(k+1) \psi^{k} D^{\alpha} u_{x_{i}}-\sum_{j=2}^{d} a_{1 j}(k+1) \psi^{k} D^{\alpha} u_{x_{j}}\right. \\
& \left.-(k+1) k \psi^{k-1} D^{\alpha} u-2(k+1) \psi^{k} D^{\alpha} u_{x_{1}}+\psi^{k+1} D^{\alpha} f_{t}\right) \mathrm{d} t  \tag{5.31}\\
& +\left(\sum_{i=1}^{d} \sigma^{i k} v_{x_{i}}-(k+1) \sigma^{1 k} \psi^{k} D^{\alpha} u+\psi^{k+1} g_{t}^{k}\right) \mathrm{d} W_{t}^{k} .
\end{align*}
$$

By assumption, we find that $\psi^{k} D^{\gamma} u_{x_{i}} \in L^{2}\left(\mathbb{R}_{+}^{d}\right)$ and $\psi^{k-1} D^{\gamma} u$ where $|\gamma|=k$

## 6

## Conclusion

This master's thesis introduces a new $p$-dependent coercivity condition that allows to prove $L^{p}\left(\Omega ; L^{2}([0, T] ; X)\right)$ estimates for SPDEs fitting the variational framework. First, a priori estimates are obtained on the solution of the SPDE. Subsequently, these a priori estimates are used to prove existence and uniqueness through a Galerkin approximation argument. The framework that has been built with the new coercivity condition is applied to many equations, such as the stochastic heat equation with Dirichlet boundary conditions as well as the same equation with Neumann boundary conditions. Other equations include Burger's equation and the Navier-Stokes equations in 2D. Last but not least, we re-obtain results from the literature concerning systems of SPDEs and higher order SPDEs.

## A

## Basic inequality

This appendix shows proofs of some of the inequalities used throughout this thesis.
Proposition A.1. Given $\alpha>2$, the following inequality holds for all $x \geq 1$ if and only if $\gamma^{2}<$ $\frac{8(\alpha-1)}{\alpha^{2}}$ :

$$
\begin{equation*}
2\left(x^{\alpha-1}-1\right)(x-1)-\gamma^{2}\left(x^{\frac{\alpha}{2}}-1\right)^{2} \geq 0 . \tag{A.1}
\end{equation*}
$$

Proof. We first prove the sufficiency. Define the function $f(x)=2\left(x^{\alpha-1}-1\right)(x-1)-\gamma^{2}\left(x^{\frac{\alpha}{2}}-\right.$ $1)^{2}$. Since $f(1)=0$, it suffices to show that $f^{\prime}(x)>0$ for all $x>1$. Now, calculating $f^{\prime}(x)$ results in:

$$
f^{\prime}(x)=2\left(\alpha x^{\alpha-1}-(\alpha-1) x^{\alpha-2}-1\right)-\gamma^{2}\left(\alpha x^{\alpha-1}-\alpha x^{\frac{\alpha}{2}-1}\right) .
$$

We notice that $f^{\prime}(1)=0$. Therefore, it suffices to prove that $f^{\prime \prime}(x)>0$ for all $x>1$. We calculate $f^{\prime \prime}(x)$ :

$$
\begin{aligned}
f^{\prime \prime}(x) & =2\left(\alpha(\alpha-1) x^{\alpha-2}-(\alpha-1)(\alpha-2) x^{\alpha-3}\right)-\gamma^{2}\left(\alpha(\alpha-1) x^{\alpha-2}-\alpha\left(\frac{\alpha-2}{2}\right) x^{\frac{\alpha}{2}-2}\right) \\
& =x^{\frac{\alpha}{2}-2}\left[2\left(\alpha(\alpha-1) x^{\frac{\alpha}{2}}-(\alpha-1)(\alpha-2) x^{\frac{\alpha}{2}-1}\right)-\gamma^{2}\left(\alpha(\alpha-1) x^{\frac{\alpha}{2}}-\alpha\left(\frac{\alpha-2}{2}\right)\right)\right] \\
& =x^{\frac{\alpha}{2}-2} g(x),
\end{aligned}
$$

where we define $g(x)=2\left(\alpha(\alpha-1) x^{\frac{\alpha}{2}}-(\alpha-1)(\alpha-2) x^{\frac{\alpha}{2}-1}\right)-\gamma^{2}\left(\alpha(\alpha-1) x^{\frac{\alpha}{2}}-\alpha\left(\frac{\alpha-2}{2}\right)\right)$. It can be shown that $g\left(x_{0}\right)=0$ for some $x_{0} \in(0,1)$. Therefore, it suffices to show that $g^{\prime}(x)>0$ for $x>1$. Now, we calculate $g^{\prime}(x)$ :

$$
\begin{aligned}
g^{\prime}(x) & =2\left(\alpha(\alpha-1) \frac{\alpha}{2} x^{\frac{\alpha}{2}-1}-(\alpha-1)(\alpha-2)\left(\frac{\alpha}{2}-1\right) x^{\frac{\alpha}{2}-2}\right)-\gamma^{2}\left(\alpha(\alpha-1) \frac{\alpha}{2} x^{\frac{\alpha}{2}-1}\right) \\
& =x^{\frac{\alpha}{2}-2}\left[2\left(\alpha(\alpha-1) \frac{\alpha}{2} x-(\alpha-1)(\alpha-2)\left(\frac{\alpha}{2}-1\right)\right)-\gamma^{2} \alpha(\alpha-1) \frac{\alpha}{2} x\right] \\
& =x^{\frac{\alpha}{2}-2} h(x)
\end{aligned}
$$

where $h(x)=2\left(\alpha(\alpha-1) \frac{\alpha}{2} x-(\alpha-1)(\alpha-2)\left(\frac{\alpha}{2}-1\right)\right)-\gamma^{2} \alpha(\alpha-1) \frac{\alpha}{2} x$. Similarly for $g, h\left(x_{0}\right)=0$ for some $x_{0} \in(0,1)$ as long as $\gamma^{2}<2$. Then, it suffices to show that $h^{\prime}(x)>0$ for all $x>1$. Therefore, we are only left to calculate $h^{\prime}(x)$. It follows that

$$
\begin{equation*}
h^{\prime}(x)=2\left(\alpha(\alpha-1) \frac{\alpha}{2}\right)-\gamma^{2} \alpha(\alpha-1) \frac{\alpha}{2} \tag{A.2}
\end{equation*}
$$

Using the assumption $\gamma^{2}<\frac{8(\alpha-1)}{\alpha^{2}}$, it follows that $h^{\prime}(x)>0$ for all $x \in \mathbb{R}$. This means we are done.

In order to show the necessity of the condition, suppose $\gamma^{2} \geq \frac{8(\alpha-1)}{\alpha^{2}}$. We do a Taylor expansion of $f(x)$ around $x=1$. This results in:

$$
\begin{equation*}
f(x)=f^{\prime \prime}(1)(x-1)^{2}+\mathscr{O}\left((x-1)^{3}\right) \tag{A.3}
\end{equation*}
$$

If we can show that $f^{\prime \prime}(1) \leq 0$, then $f(x) \leq 0$ for some $x \geq 1$. Using the above, we find that

$$
\begin{align*}
f^{\prime \prime}(1) & =2(\alpha(\alpha-1)-(\alpha-1)(\alpha-2))-\gamma^{2}\left(\alpha(\alpha-1)-\alpha\left(\frac{\alpha-2}{2}\right)\right) \\
& \leq 2(\alpha(\alpha-1)-(\alpha-1)(\alpha-2))-4(\alpha-1)  \tag{A.4}\\
& =0
\end{align*}
$$
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