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Abstract

The Internet consists of many subnetworks, which are connected to each other. These subnetworks are the
autonomous systems (ASes) that make up the Internet: each hosts a part of it. In order to successfully deter-
mine routes from one of these ASes to the other, the Border Gateway Protocol (BGP) is used. This protocol has
several security flaws however, and exploitation of them has lead to parts of the Internet being temporarily
unreachable.

In order to combat these flaws, several security solutions have been developed already. However, none of
these have been deployed on a wide scale yet. As such, this thesis focuses on the question: why not, and
what can be done to protect BGP in the future? This thesis includes an analysis of the BGP threat landscape,
to find which threats are most relevant, and to find out whether or not solutions have adapted to the threat
landscape. It also includes a comparison of solutions on different practical security aspects. From this com-
parison, I found that no solution is able to prevent attacks if only one autonomous system deploys it. Due to
this, I suggest to shift attention to detective security. This thesis also includes an analysis of some detective
security schemes, to see which properties of these schemes can be used for a new scheme. This new scheme
is designed to comply with a list of requirements, and it uses properties from three other schemes. Develop-
ment of this scheme is left as future work. Altogether, this thesis should provide a new direction for the future
of BGP security.
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1
Introduction

The Internet, in essence, is a collection of autonomous systems, which are subnetworks consisting of servers,
routers, cables, et cetera. Each autonomous system hosts a piece of the Internet for users of the Internet to
access. Of course, every part of the Internet has an address, the Internet Protocol address, or IP address for
short. But without a route to that address, routers would not know how to connect to that address. Finding
the part of the Internet that users are trying to connect to would be similar to finding a mail address in a
city when one only has the house number and street, and no navigational aid whatsoever. Of course, routers
could simply send data to every other router that they are connected to in the hope of delivering the data to
the right address. But a more efficient solution would be to define a route that the data should be sent along.
This route creation is performed by a protocol called (e)BGP.

1.1. BGP
The (external) Border Gateway Protocol, or (e)BGP for short, is an interdomain routing protocol that runs
over TCP. The primary use is to exchange network reachability information between autonomous systems (or
ASes for short) over links that connect one AS to another [125]. These links between ASes are called external
links. Aside from eBGP, there is also iBGP, which stands for internal Border Gateway Protocol, which is an
intra-AS protocol designed to allow for the exchange of reachability information within an AS, logically over
links within the AS, also called internal links. Generally, however, in the context of the Internet, and as such,
in this thesis, when BGP is mentioned, the subject is eBGP rather than iBGP.

1.1.1. BGP route exchange and selection
The way the exchange works on a high level is as follows: each AS that hosts part of the Internet has a number
(for identification purposes) and claims ownership of one or multiple subnetworks, which are ranges of IP
addresses. These ranges are called IP prefixes and are denoted as an IP address with a forward slash and then
an integer after it, such as 192.168.0.0/16 or 156.0.0.0/8. The number after the IP address denotes the number
of first bits that are constant for that prefix and is called the length of the prefix. In the case of 156.0.0.0/8,
the /8 means that the first eight bits of the IP address are constant, and the other 24 bits are variable. So the
prefix 156.0.0.0/8 represents the set of IP addresses which goes from 156.0.0.0 to 156.255.255.255. While, in
theory, the length of a prefix can be any number from 0 to 32, in practice, only the numbers between 8 and 24
are used. The ASes exchange which IP addresses they own with other ASes, as well as routes that they have to
certain IP prefixes. If an AS broadcasts prefix ownership, then it does so by announcing that it owns the prefix
and creating a route towards the prefix consisting of just their AS number. If the AS propagates a route, then
it prepends its AS number to the route that they have to the prefix. Messages that carry this information are
BGP messages and are transferred over TCP/IP from AS to AS. An example of this exchange is shown in figure
1.1. In this image, AS 6 owns prefix 12.34.0.0/16. Ownership of this prefix is broadcasted by sending the prefix
along with AS number 6 to all the ASes that are connected to AS 6. In this case, prefix ownership is sent only
to AS 5, which now knows that AS 6 owns the mentioned prefix. AS 5 then prepends its number to the route
and sends to neighbouring ASes that the route to 12.34.0.0/16 is along AS 5 to AS 6.

Every router has its policies for selecting the routes that they use for forwarding data, which are called lo-
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Figure 1.1: An example of the propagation of prefix ownership as well as routes towards a certain prefix. AS 6 owns prefix 12.34.0.0/16,
broadcasts this ownership, and ASes that receive the message prepend their number and propagate the route.

cal policies. The rules in these policies that are most important for this thesis are as follows [4]:

• When routers have the choice between two routes to a certain prefix, they will store the shorter one and
discard the longer one. In general, the shorter path is the path with the least hops. It is also possible to
measure the length of a path by how long the links between ASes are in the real world, but that is used
far less frequently in interdomain routing.

• If routers receive a route that leads to a prefix that is a more specific version of a prefix that they already
have, it will store and forward both routes. When the destination IP address for data matches both
prefixes, it will be sent along the path to the more specific prefix. Example: the router has a route to
prefix 12.34.0.0/16 and receives a route to 12.34.168.0/24.

1.1.2. BGP export policies
Aside from these selection policies, there are also export policies. These export policies generally reflect the
relationship between ASes in the real world. In the real world, AS-pairs represent a customer-provider rela-
tionship (such as an ISP providing paid Internet service to an AS) or peer-peer relationship (where neither AS
serves the other) [72]. Logically, providers will only forward data coming from ASes that are their customers
due to financial motives. Gao and Rexford have formulated three rules for BGP export policies which can be
used in modeling BGP, which deal with the fact that there are providers, peers or customers in BGP in the real
world [71]:

1. When a customer AS exchanges routing information with a provider AS, the customer AS can export
both its routes as well as routes of its customers. The AS does not export routes learned from other
providers or peers. Because of this, an AS doesn’t provide transit services to its provider. This practice
makes financial sense as provider ASes do not pay customer ASes for transit services.

2. When an AS exchanges routing info with a customer AS, an AS can export all of its routes. This set of
routes includes those learned from providers and peers. This means that an AS does provide transit
service for its customers, which makes sense because that is what the customers pay an AS to do.

3. When an AS exchanges routing information with a peer, the same export rules apply as in the case of
exchanging routing information with a provider. It can thus be inferred that an AS does not provide
transit services to its peers, but only to its customers.

From these export rules, one can logically deduce the following rules regarding importing and exporting
routes:
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1. When an AS receives routes, it will receive all the routes if the sending AS is a provider. If the sending
AS is not a provider, then the receiving AS only receives routes of the sending AS or of the customers of
the sending AS.

2. An AS only exports all of its routes to a customer AS, and exports only its own routes as well as those of
its customers to provider or peer ASes.

1.2. BGP weaknesses
Back when BGP was developed in the 1990s, the main concern was to develop an interdomain routing proto-
col that would do what such a protocol is supposed to do: link subnetworks to one another to create a global
network. BGP was also designed during a time where the Internet was more homogenous, a lot smaller than it
is nowadays, and when Internet usage was not commonplace, nor was it expected to become commonplace.
The risk of redirecting traffic by sending false BGP messages was never considered as a serious threat to the
availability of a critical infrastructure because the Internet was not a critical infrastructure back then.

Because BGP was developed in a time when the Internet was less of a necessity, the threat of data being redi-
rected to (for example) prevent it from reaching its intended destination was not considered to be important
enough to prevent it from happening. As such, the protocol itself does not require nor perform any validation
of data that has been propagated using the protocol. Consequently, malicious ASes could alter route data and
propagate fake routes through the network, claim that they own a prefix that they do not own, and individual
BGP speakers can claim to represent an AS that they are not part of. BGP is vulnerable to attacks that alter the
sent data in any way.

1.3. Attacks against BGP
As mentioned before, because BGP requires no validity checks for propagated routes or ownership claims
of certain prefixes, the protocol has several vulnerabilities. These vulnerabilities can be exploited, either
maliciously or by negligence (such as accidentally misconfiguring a router). The following attacks all make
use of the vulnerabilities in BGP.

1.3.1. Prefix hijacks
A prefix hijack happens when one AS advertises owning a prefix that it does not own, intending to redirect
traffic from other ASes that was intended to go to the hijacked prefix to the AS that hijacked the prefix. This
attack is possible due to BGP requiring no proof of ownership of a prefix for an AS to advertise that it owns a
certain prefix. Recall from the previous section that an AS will generally select the route to a prefix with the
shortest number of hops, given that there are no financial motivations at play (no customer-provider rela-
tionships, all AS pairs are peers to one another). In this case, ASes will select the invalid route if the AS that
performs the hijack is closer to them in terms of hops. An example of a prefix hijack is shown in figure 1.2.
AS 2 and AS 3 in this figure will select a false route toward the prefix 12.34.0.0/16, while the other ASes in
this example will select the correct route. Even if AS 4 or AS 7 propagates the legitimate route to AS 3, the
number of hops in the correct route will be greater than the number of hops in the already selected incorrect
route. This, combined with no way of authenticating which route is correct or which AS actually owns the
mentioned prefix, means that some ASes will select a wrong route towards a prefix while others will select the
correct route.

When financial motivations are considered, and some AS pairs are customer-provider pairs, route selection
in the case of a prefix hijack is a little more complicated as another factor is at play [56]. Table 1.1 shows what
happens when an AS already has a route to a prefix and receives a different one. All valid/invalid route type
combinations are considered. Logically, the attack is most likely to succeed in general if the original, valid
route is a route towards a provider (as using that route would cost money). In contrast, the least likely attack
to succeed is a route towards a customer (because using that route would earn money).

A variant of the prefix hijack is the subprefix hijack, which can be even more effective than a regular prefix
hijack if a series of subprefixes is announced that combined makes up the original prefix. Recall that traffic
for a certain prefix is forwarded along the route with the most specific prefix that matches the destination IP
address of the traffic. A subprefix hijack involves an AS advertising ownership of a prefix that is more specific
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Figure 1.2: An example of a prefix hijack. Here, AS 6 is the legitimate owner of 12.34.0.0/16 while AS 1 only claims to own 12.34.0.0/16.

Valid route Invalid route Result
Customer Decision based on the length of the routes, potential hijack

Customer Peer Receiving AS prefers valid route, no hijack
Provider Receiving AS prefers valid route, no hijack
Customer Receiving AS prefers invalid route, hijack successful

Peer Peer Decision based on the length of the routes, potential hijack
Provider Receiving AS prefers valid route, no hijack
Customer Receiving AS prefers invalid route, hijack successful

Provider Peer Receiving AS prefers invalid route, hijack successful
Provider Decision based on the length of the routes, potential hijack

Table 1.1: how different AS relationships influence the success rate of a prefix hijack. Logically, customer routes have a higher preference
because these routes generate revenue.

than another prefix. For example, if one AS owns the prefix 12.34.0.0/16, and has advertised ownership of this
prefix, then another AS executing a subprefix hijack can advertise ownership of the prefix 12.34.0.0/17. This
announcement causes the other AS to hijack traffic that was intended to go to 12.34.0.0/16 if the destination
IP address also matches 12.34.0.0/17. This announcement would not hijack all the traffic that would go to-
wards 12.34.0.0/16. To combat this, instead of only advertising one more specific prefix, the AS can advertise
multiple more-specific prefixes until the set of IP addresses represented by the prefix 12.34.0.0/16 is covered
by all the false prefix ownerships that have been advertised. For example, a malicious AS would only have to
advertise 12.34.0.0/17 and 12.34.128.0/17 to effectively advertise ownership of 12.34.0.0/16, and due to how
BGP routing works, data could be routed along either of the routes to the malicious AS. A receiving router
could in theory aggregate the prefixes if it detects that both subprefixes have the same origin, which renders
the attack useless if the false route of the aggregated prefix is longer than the legitimate route, but this could
be circumvented by two ASes working together by executing subprefix hijacks, one advertising one more spe-
cific prefix and the other advertising the second one.

One of the most well-known examples of a (sub)prefix hijack in the real world is the Pakistan Telecom in-
cident of 2008 [50]. In February 2008, in response to an order of the government of Pakistan to block access
to YouTube in the country, Pakistan Telecom started advertising that it owns the prefix 208.65.153.0/24 to its
provider, PCCW. For the record, the prefix that YouTube was using is 208.65.152.0/22. It should be noted that
YouTube no longer uses this prefix. It now uses the prefix 196.49.26.0/24 [45]. The apparent reason for this
hijack was to prevent the citizens of Pakistan from seeing a trailer to an anti-Islamic film that was made by
the Dutch politician Geert Wilders [36]. The intent was to hijack (a portion of, as it is a subprefix hijack) the
traffic from Pakistan to YouTube. However, PCCW propagated the announcement not only to Pakistan but to
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the rest of the world. Traffic around the world that was meant to go to YouTube was now being sent to Pak-
istan. This caused the hijack to have a global impact. The hijack did not take very long, as YouTube reacted
after about 80 minutes, and the false routes were withdrawn after slightly over two hours [51]. Still, it is one of
the most frequently mentioned incidents of prefix hijacking today. The fact that sometimes governments of
countries execute these kinds of attacks indicates that nation-state actors are to be considered when looking
at potential attackers in the realm of attacking BGP.

As an example of another BGP hijack most likely executed by a nation-state actor, the state-owned Telecom-
munications Company of Iran hijacked Telegram traffic in July 2018 [26]. The Iranian government had banned
using Telegram in the country, but people kept using the messenger app as it allowed them to send encrypted
messages. One reason to believe that the Iranian government had ordered this hijack is that the hijack hap-
pened a day before proposed protests were to happen over the economic crisis of the country [27]. This is
not the first time that the Iranian telecommunications company tried to block a part of the Internet being
available for Iranian citizens. In January 2017, to comply with the strict Internet censorship laws of the coun-
try, the company redirected traffic intended to go to adult websites to its AS in order to block access to those
websites in the country [25]. The telecom company did this by announcing that it owned the prefix of the AS
that hosted these websites. The intent was to block access within the country, but just like with the Pakistan
Telecom incident, the hijack leaked, and Internet users from Russia to Hong Kong were affected. Iran, similar
to China with their Great Firewall [23], has very strict Internet censorship laws, and the government has even
built its own state-controlled Internet [28], which is faster for Iranian citizens.

Another well-known incident, which in contrast with the Pakistan Telecom incident was completely acci-
dental and not caused by nation-state actors, is the AS 7007 incident [49]. This incident was caused by AS
7007 accidentally leaking a large part of its routing table to the Internet, creating a black hole for traffic. This
particular AS most likely had a bug in the affected router, and the leaked routes were deaggregated to prefixes
of length /24 (which are, generally, the most specific prefixes that are used for most routing operations). They
had also replaced the path to just 7007. This incident caused a lot of traffic to be redirected to AS 7007, as
routers got routing information that indicated that AS 7007 was the source of a lot of very specific prefixes.

1.3.2. Path altering
Path altering is the act of, either deliberately or by negligence, altering a broadcasted path. BGP itself provides
no integrity checks for altered paths, and as such, ASes can alter paths without much interference. In a way,
prefix hijacking can be seen as a form of path altering, as it broadcasts an altered path towards a certain prefix.
Altering a path can result in blackholed traffic because the traffic is routed along a path that misses a link and
so the data cannot go further. But it can also allow malicious ASes to snoop traffic by routing it through their
routers (which can lead to a confidentiality problem if there is no traffic encryption). It can also prevent a cer-
tain legitimate path being taken by adding ASes to the path, making the pathway too long for most routers to
consider taking, allowing for a different, illegitimate path to be selected. This last one can be done very easily
by having an AS prepend its own AS number many times over to make the path infeasibly long. An example of
a path altering attack is shown in figure 1.3. In this example, AS 3 receives updates for the prefix 12.34.0.0/16,
with the path (7,5,6) and (4,5,6). According to BGP propagation rules, it should propagate the message to its
neighbours with its own AS number prepended, so it should propagate either (3,7,5,6) or (3,4,5,6), depending
on which route AS 3 selected. However, in this case, it decides to alter the path and propagates the path (3,6)
to its neighbours. In this case, all of its neighbours receive and store the false path as that path is shorter than
the one they have, or it is the only one they have. AS 3 can do one of two things: it can decide to set up a
virtual connection between itself and AS 6 and route traffic to AS 6 along itself (gathering information about
the traffic to AS 6 in the process), or it can decide to drop all the traffic that was intended to go to AS 6.

There is significantly less media coverage about path altering and traffic rerouting attacks. This lack of me-
dia coverage could be because these attacks are less frequent or that we simply don’t know whether or not
these attacks are happening as traffic can still arrive at the intended location if traffic was only rerouted. As
an example of such an incident happening, in June 2019, a large part of European telecommunications was
rerouted along China Telecom. This happened because Swiss co-location company Safe Host (that hosted
data centres) leaked routes to China Telecom. Then China Telecom proceeded to announce these routes
onto the Internet, redirecting a lot of traffic through the AS of China Telecom [47]. Among the most impacted
networks were the Swiss Swisscom, the Dutch KPN, and the French Bouygues Telecom and Numericable-
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Figure 1.3: an example of a path altering attack. In this example, AS4 is the culprit, as it propagates a different path than intended.

SFR. What is interesting is that the leaked routes had the AS number of Safe Host prepended many times over,
probably with the intent of preventing leaks from causing reroutes. It is unclear why these reroutes still hap-
pened even with this security measure in place.

The routes stayed in circulation for around two hours, causing massive disruption and allowing a lot of traffic
to be rerouted through routers that were never intended to receive that traffic. This incident is not so much
an attack, as it happened by accident, but China Telecom has rerouted traffic of Western countries through
its servers before, as it has caused redirections through its servers several times already. Most attempts of
redirecting have focussed on redirecting traffic that was intended to go from one part of the United States to
another [46]. These previous hijack attempts have caused harm to the reputation of China Telecom and the
fact that the rerouting in 2019 happened along their AS, and it went on for a lot longer than necessary has
caused extra media backlash.

1.3.3. Speaker impersonation

Speaker impersonation is the act of a router claiming to speak BGP while it is not authorized or configured to
speak BGP, or the router being configured to speak BGP, but claiming to belong to a different AS than it does.
The latter case can be seen as a form of path altering as well, as a different AS number is injected into a path
than was intended, resulting in a false path. The former case could result in BGP traffic going along poten-
tially wiretapped routers, while the latter can cause traffic to be redirected to a different AS than originally
intended. In both cases, the consequence is that traffic can be snooped, which can lead to serious problems
as this compromises the confidentiality of the network traffic.

Despite this being considered as a problem of BGP security, especially in early works on the topic of potential
security problems in BGP as shown by the work of Smith et al. [133] in 1998, there have been no media re-
ports on this security flaw significantly impacting routing across the entire Internet. Because it was a concern
in early works regarding the security of BGP, several early proposals for securing the protocol have included
measures against the possibility of an attack abusing this vulnerability. For example, S-BGP [92], the first se-
curity solution for BGP, does require BGP speaking routers to be authorized to speak BGP by way of binding
BGP speaking routers to AS numbers through the usage of a public key infrastructure (PKI). However, there is
next to no concern about the possibility of speaker impersonation occurring in later BGP security solutions.
This is most likely due to a combination of these attacks rarely ever actually happening in the real world and
the fact that most of the goals of these attacks can also be reached by altering a path, which is far easier. As
such later solutions simply have no defence against this attack.
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1.3.4. Protocol manipulation attacks
The category protocol manipulation attacks is a broad category of attacks, and are about attacks that in-
volve altering parts of the BGP messages, mainly attributes. This is a relatively new type of attack, with many
sources mentioning this kind of attack being published during and after the 2000s, such as Butler et al. men-
tioning it in a paper published in 2005 [62]. Zeb et al. also mention it in a publication from 2011 [151]. The
first time it has been called a protocol manipulation attack was in 2018 [113]. Specifically mentioned at-
tributes that can be manipulated to carry out an attack are the MED and the RFD/MRAI. The MED is the
multi-exit discriminator and is used as a tie-breaker in deciding to which BGP speakers the message should
be forwarded if all other factors such as local preference are the same. Altering this attribute could lead to
paths being propagated to ASes that were not supposed to receive them, which leads to a route leak. RFD
stands for Route Flap Damping, and is a mechanism built into BGP to prevent routes from being withdrawn
and reannounced constantly, a practice that is known as "route flapping." How it does this is discussed in
the Background chapter. MRAI stands for Minimum Route Advertisement Interval and is a timer specified to
limit the number of updates on a per-destination basis. Changing any of these will impact the convergence
time of BGP updates, and in turn, will disrupt routing.

Similar to speaker impersonation, this is a considered problem in the field of BGP security, and there are
conceivable problems related to this attack. Still, there have not been any reports of attacks with significant
impact that made use of this weakness. That does not mean that there have been no attacks making use of this
weakness, however. Compared to speaker impersonation, there are even fewer security solutions that have
any measures to prevent this from happening. That might have to do with this attack only being considered
as a threat to BGP after a lot of research on secure BGP solutions was already completed. Incidentally, the only
security solution that provides some defence against these attacks was developed before many of the articles
considered protocol manipulation a serious threat to BGP security. It might also have to do with the fact that
extending BGP convergence time to disrupt connectivity is more convoluted than simply hiring a botnet to
execute a DDoS attack. Especially because commercial botnet lending was already a working service around
the time that this attack was seriously considered as a threat to BGP security [8].

1.3.5. Weaknesses inherited from TCP/IP
As mentioned before, BGP messages are transported using TCP/IP. This protocol itself is not without its flaws,
though, as Bellovin pointed out in 1989 [58]. It is vulnerable to other attacks, such as SYN flooding [41] and
IP spoofing [79]. These vulnerabilities can be used to disrupt the correct functioning of BGP. However, these
vulnerabilities have more to do with TCP/IP than with BGP, and as such, there are no BGP security solutions
that counter these weaknesses.

1.3.6. DDoS attacks
Another weakness to consider that is mentioned many times by papers discussing threats to the correct func-
tioning of BGP is the possibility of DDoS attacks being executed against BGP speakers. This can be done
by flooding the BGP speaker with lots of data, and one method more specific to BGP is to flood the BGP
speaker with BGP messages. However, this is also not a weakness that is exclusive to the correct functioning
of BGP, and there are DDoS countermeasures already available on the market, such as CloudFlare [11]. These
countermeasures tend to not specifically deal with DDoS attacks that are caused by sending too many BGP
messages, however. There are no BGP security solutions that solve DDoS attacks specifically against BGP
speakers.

1.4. Research question
Briefly mentioned in the previous section is that there have been security solutions proposed to tackle these
vulnerabilities in BGP. BGP security solutions have been in active development since 2000, with each new one
attempting to improve on previous work. However, none of these security solutions have been deployed over
the entire Internet, or on large parts of the Internet, even though attacks on the protocol persist to the current
day, as can be seen with the China Telecom incident of July 2019. This begs the following question: why not?
Why hasn’t interdomain routing been secured yet against the possible attacks if so many security solutions
have been developed and proposed, with one proposal being as recent as 2018? As such, the research ques-
tion of the thesis is as follows:
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Why has no BGP security solution been deployed to protect the entire Internet yet, and what can be done
to protect ASes against BGP attacks in the future?

There are several aspects to this research question. As with many other fields in cybersecurity, the threat
landscape changes over time. Also, there must be something wrong with the proposals to secure BGP if none
of them have been deployed on a wide scale. To address these aspects, the question can be subdivided into
several subquestions, each of which can be answered individually. These subquestions each deal with an
aspect of BGP security, and are as follows:

1. How have threats to BGP changed over time, and have proposed security solutions adopted to possible
changes?

2. What are the security solutions that have been proposed to BGP, what kind of benefits do they provide,
and what can we learn from comparing them?

3. What can be done in the future of BGP security?

The subsequent chapters of this thesis answer these subquestions. Chapter 2 discusses earlier academic work
regarding the deployment of BGP security. Chapter 3 is intended to give the reader some more background
knowledge about both BGP and data structures that are often used in BGP security solutions, such as Public
Key Infrastructures or PKIs, for short. Chapter 4 discusses and explains the different security solutions that
exist in great detail. Chapter 5 analyzes the evolution of the threat landscape, and how threats to BGP have
changed over time. Chapter 6 analyzes the different security solutions that exist by building taxonomies
to compare them on their features, cost, centralization, and the benefits gained from deploying each one
in different deployment settings, to see why none of them have been deployed on a large scale. Chapter 7
discusses and explains several different BGP detection algorithms. Chapter 8 then analyzes these algorithms
by also building taxonomies to compare them on what kinds of data they use, what techniques they use, etc.,
to see what would be ideal for a detection scheme. Chapter 9 concludes the research and discusses potential
future work.



2
Related work

There is a body of research literature on the vulnerabilities in interdomain networking and BGP. That research
also includes security proposals to address some or all of the security problems in BGP. However, this thesis
is to going shift away from proposing a new security solution and more towards the analysis of the BGP se-
curity ecosystem, such as the current and former threats and the existing proposals, to see what we can learn
from comparing them. There has been prior academic work analysing the BGP security ecosystem. These
publications can be subdivided into several categories.

2.1. Literature surveys in favour of BGP security
One of the first studies published on the topic of routing protocol security is a study performed by Perlman
[121]. This study concluded that, while networking protocols were generally robust against small failures,
they could not do anything against failures involving a router that intentionally modifies routing messages,
also known as Byzantine failures. Given the fact that most attacks on BGP happen by using modified mes-
sages, often intentionally modified messages, it goes without saying that network routing is not protected
and as such needs measures to protect it against these Byzantine failures.

Butler et al. published a literature survey discussing the weaknesses in the routing protocol as well as sev-
eral security solutions that were intended to solve them [63]. This research even includes a simple taxonomy
of several early security solutions. However, back when it was written, there were more security solutions,
and the taxonomy only serves to explain the security features that each solution can provide. It also con-
cludes with the fact that cryptography and the introduction of centralizing measures would help BGP security
greatly. Still, the costs associated with cryptography would be too high, and the introduction of centralizing
measures would centralize at least part of the Internet, which is not exactly feasible given the fact that the In-
ternet is decentralized by construction. In contrast to many other surveys however, this survey does remain
positive on the question of whether BGP security can be achieved.

Another survey, published by Farley et al. [68], concludes that the inclusion of TCP MD5 signatures have
improved BGP security, but it is still lacking in a lot of areas, as explained in the survey. Mitseva et al. have
published a more up to date literature survey, including more solutions that have been proposed since [113].
This literature survey also included a taxonomy, which is more in-depth than the one published in the litera-
ture survey of Butler et al., but it still lacks on aspects such as whether or not a solution provides incremental
benefit if the solution is incrementally deployable. The literature survey concludes that most of the BGP se-
curity solutions proposed either solve most of the security issues that exist with BGP at the cost of a lot of
computational overhead or drop some security to achieve better performance.

Finally, Lychev et al. proposed a different way to secure Internet routing [109]. The authors simulated naive
attacks on ASes given full deployment of any security solution, both with and without cooperation of prefix
filtering. They found that prefix filtering, so whitelisting announcements made by ASes that have no cus-
tomers, helps significantly in protecting ASes from hijacks. Especially when combined with a cryptographic
security solution. Prefix filtering can also be set up without requiring multiple ASes to do so at the same time.

9
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The authors also found out that, when fully deployed, robust security solutions would provide more protec-
tion against attacks than prefix filtering, but in a partial deployment scenario prefix filtering was about as
useful as a security solution. The authors conclude the article by stating that prefix filtering should be used
in addition to a secure BGP solution due to the benefits that filtering can provide and the ease of setting it up.
Making comparisons in different deployment scenarios is useful for measuring the security benefit that they
provide, and I have taken a similar approach in this thesis.

2.2. Challenges in deploying secure BGP
There is also academic work that takes a closer look at some specific security solutions and the challenges in
deploying them. Khan et al. take a closer look at S-BGP, soBGP, and psBGP for example [95]. Similar to Butler
et al., it also has a simple taxonomy to compare the three proposals, but the conclusion is nothing more than
that the problems with deploying the solutions, especially those with S-BGP, are still unsolved. These prob-
lems mainly have to do with the increased computational overhead that a solution to BGP security would
introduce. The authors also mentioned that the most obvious negligence today is that there should be a PKI
for address attestation.

Zhao et al. also mention the additional computational complexity of using S-BGP in their analysis of sev-
eral preventative and one detective BGP security solution [156]. In their analysis, they compare the solutions
on the strength of the security that they provide in both origin authentication and path authentication, as
well as the additional estimated temporal and spatial overhead that these security features introduce. The
authors then use a simulation model to simulate the temporal and spatial overhead of standard S-BGP, and
S-BGP using different signature schemes. Their overhead comparison and the comparison of the strength of
the security that these solutions provide is decent, but it lacks justification. For example, the authors mention
that, generally, centralized verification by using a PKI provides stronger security than decentralized verifica-
tion by using peer verification, but not the reason why. One reason why would be because in case of a central
authority being used, only the central authority has to be trusted, whereas in a decentralized setting more
parties have to be trusted.

There are also several works discussing the difficulties and the potential extra security vulnerabilities in de-
ploying the RPKI, due to the solution being so popular as it was and still is considered the basis of BGP se-
curity, albeit with several flaws that will be exposed later on in this thesis. Liu et al. discuss several risks
in deploying the RPKI [107], such as issues with the data synchronization, risks of incomplete deployment,
and economic/political risks in deploying such a hierarchical solution. Wählisch et al. take a closer look at
the deployment statistics regarding RPKI and conclude that some big ASes, especially those containing big
content distribution networks, are lagging on deployment of the RPKI [141]. Considering ASes that host big
CDNs tend to host more important parts of the Internet and therefore tend to be higher on the target list for
hijackers, the fact that RPKI deployment is lagging for these ASes specifically is troubling.

2.3. Modelling BGP adoption
Another category of academic literature argues that there should be more incentive for ASes to adopt security
solutions, and even discuss strategies for deploying BGP security, based on simulations or on how the market
works. Networking protocols in general need incentives for individual operators to adopt them, because of
generally high costs for an individual to adopt them and relatively little benefit for said individual, especially
short-term [115].

Wählisch et al. also argue that there should be more incentive, especially for ASes that contain often-visited
parts of the Internet, to deploy the RPKI [141]. Gill et al. propose a strategy that governments and other insti-
tutions could use to drive the deployment of secure BGP solutions [74], while Lee et al. propose an availability
device to bridge adopters from their current routing solution to a new one [101]. They create a model where
secure BGP solutions are deployed by given ASes, not because they are concerned with regards to the safety of
their traffic, but the economic benefit of deploying them outweighs the cost. Their main insight is that, if the
costs of deployment are low enough, the majority of ISPs will have an incentive to deploy BGP, because it will
differentiate them from the rest of the ISPs on the market. However, one should also take into account that in
this model, ISPs have incentives to disable secure BGP solutions, as it is possible that when an ISP becomes
secure, some of its original incoming traffic might change the path that they take and doesn’t enter through
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customer links anymore. The importance of market forces as a driver for the adoption of secure networking
protocols has also been recognized by Alderson et al., who argue that different stakeholders have different
roles and responsibilities in securing information architecture [54].

Finally, Chan et al. published a paper that proposed a new metric for protocol design, called adoptability
[64]. The model abstracts a lot about the costs of adopting a certain solution. It also abstracts the overhead
that such a solution introduces, to be able to get this metric. In addition, it also introduces the concept of se-
curity benefit, which is a value in the interval [0,1], which represents the estimated increase in the probability
that traffic passing through an AS cannot be diverted anymore after the given AS adopts a security protocol.
The main result is that there is a critical threshold of cost, where if the cost of transitioning from BGP to a more
secure version of BGP is lower than the utility benefit gained from doing so, almost all ASes would adopt the
more secure version of BGP, whereas if the opposite was true, almost no ASes would adopt the more secure
version. This has been simulated under different assumptions for network traffic and different assumptions
for the skillset of the attacker. In general, though, this research attempts to abstract too many cost aspects of
deploying a security solution to be useful.

2.4. Literature surveys with a less than favourable view of BGP security
One final category of academic work has a more pessimistic view on the topic of BGP security and suggests
moving away from the topic entirely, seeing it as a lost cause. One such example is a paper written by Wend-
landt et al. [145], which suggests dropping the idea of securing routing protocols altogether in favour of
focusing more on secure data delivery. This paper suggests that confidentiality and integrity of traffic, two of
the three factors of security, can be achieved using end-to-end measures, such as end-to-end encryption. The
remaining factor is availability, which can be improved by simply allowing a router to store multiple routes
towards a given destination, thereby reducing the odds that one cannot reach a certain part of the Internet in
case of an attack occurring.

Suchara et al. performed research using an idealized version of a secure BGP protocol. They have found
that, even if the best security protocol were deployed by only the ASes that make up the core of the Internet,
there would be a significant impact on performance [138]. The actual impact on performance is estimated
to be even worse than what is shown in the paper, as the paper uses an idealized version of a secure BGP
solution.

In a similar vein, there have been calls for the creation of a Cyber Security Council. This council would be
a subdivision of the UN [14]. This consideration is in part because nation-state attackers are executing these
attacks (as seen with the Pakistan Telecom hijack). As such, attackers with the skillset and resources on the
level of nation-state actors should be considered [30]. Also, because attacks such as prefix hijacking can affect
the world on an international level, punishments such as sanctions against attacks from which a lot of attacks
on BGP occur are not out of scope.





3
Background

This chapter goes into more detail on the message contents of BGP messages or data structures that are often
used in BGP security solutions. It is meant to give a much deeper explanation of relevant BGP messages
and data structures, and what kind of manipulation of messages is required for certain types of attacks to be
executed.

3.1. The structure of a BGP message
Similar to IP, BGP messages have a fixed-size header, which serves to provide information about the data that
may or may not follow the header. A schematic overview of the header is shown in figure 3.1. As can be seen,
there is a 128-bit marker, which is a value that can be used for the detection of the loss of synchronization
between BGP speakers as well as authentication of incoming messages. The 16-bit long length field specifies
the total length of the message, including the header, in octets. Finally, the 8-bit long type indicates the type
of the message: 1 for OPEN, 2 for UPDATE, 3 for NOTIFICATION, and 4 for KEEPALIVE. The purpose of these
different messages is as follows:

• OPEN: this is the first message sent by each of the sides of a connection once the connection is opened.
These are used to set up a BGP connection between two BGP speaking routers.

• UPDATE: this message type is used to transfer routing information between BGP speaking routers, and
the information included in the message can be used to create a graph of relationships between differ-
ent ASes.

• NOTIFICATION: these messages are sent when an error is detected. A BGP connection is closed once
such a message is sent.

• KEEPALIVE: messages of this type are exchanged between peers to verify that certain peers are still
reachable. These should not be sent too infrequently, but also not too often. The RFC suggests that a
reasonable maximum time between messages of this type is about one-third of the Hold Time interval,
which is specified in the OPEN message.

As can be seen from the list, the message that is used for the exchange of router information is the UPDATE
message, and as such, will be the focal point for this thesis. A more detailed explanation of the other mes-
sage types is out of scope for this thesis, and interested readers should refer to RFC 1771 for a more detailed
explanation [125].

3.2. The structure of an UPDATE message
As mentioned before, the exchange of network reachability information is done by exchanging BGP mes-
sages that are of the UPDATE type. This type of message is used for advertising a single feasible route or for
withdrawing multiple unfeasible routes to a certain prefix. The UPDATE message header comes after the
main BGP message header, and in contrast to the BGP message header, contains mostly optional fields. A
schematic overview of the message can be seen in figure 3.2.

13
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Figure 3.1: A schematic overview of the header of a BGP message. Source: Rekhter, 1995.

Figure 3.2: A schematic overview of the different fields in the header of an UPDATE message. As mentioned before, all these fields are
optional. Source: Rekhter, 1995.

3.2.1. The routes part of the UPDATE message
The Unfeasible routes length field indicates the total size of the Withdrawn routes field in octets. The With-
drawn routes field contains a list of all the prefixes that are being withdrawn. This list consists of tuples of
the form (Length, Prefix), where Length is a one-octet long field which indicates the length in bits of the IP
address prefix, and the Prefix field is a field of variable length containing the IP address. These combined
form a prefix: if the encoded length is decoded as 24 and the encoded IP address is decoded as 187.96.13.0,
the route that needs to be withdrawn is the route that leads to prefix 187.96.13.0/24. Altering the Prefix field
to broadcast a prefix that the AS does not own, leads to (sub)prefix hijacking.

3.2.2. The path attribute part of the UPDATE message
The Total Path Attribute Length indicates the length of the Path Attributes variable in octets. The Path At-
tributes value contains a list of all the path attributes. Each of these attributes is encoded as a triple, which is
structured as follows: (attribute type, attribute length, attribute value) and have a variable length, which is in-
dicated by the attribute length field. The attribute type field is two octets long, of which the first octet serves
as the Attribute Flags octet, and the second one serves as the Attribute Type Code octet [77]. A schematic
overview can be seen in figure 3.3. As can be seen, the first four flag bits in the Attribute Flags octet each
mean something different, and each of them serves a different purpose. These purposes, however, are be-
yond the scope of this thesis, and interested readers should refer to RFC 1771 for a more detailed explanation
[125].

Aside from the flag bits in Attribute Flags, there is also the Attribute Type Code. This code, along with the
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Figure 3.3: a schematic overview of the BGP Attribute Type. Only the first four bits of the Attribute Type Flag field serve a purpose. The
other four bits are not used, and their value should be zero. Source: Goralski, 2017

flag bits of Attribute Flags, indicates how the data in attribute value should be interpreted. The codes that are
relevant for BGP security are:

• AS-PATH (Type Code 2): indicates that the data is a sequence of AS path segments. Every segment is a
triple, consisting of the values (path segment type, path segment length, path segment value). These
variables are used as follows:

– Path segment type: 1-byte long field that can have either the value 1 (indicating that the list of
ASes in the route is an unordered set) or 2 (indicating that the list is an ordered sequence)

– Path segment length: 1-byte long field defining the amount of ASes n in the path segment value
field

– Path segment value: list of n 2-byte long AS numbers

When a BGP speaking router propagates a route that it has learned from incoming UPDATE messages,
it modifies the AS_PATH attribute if the message is sent to a neighbouring AS. The different kinds of
modification are as follows:

– If the first path segment of the AS_PATH is a sequence, then the AS number of the AS that the
speaker belongs to shall be prepended. This is essentially how prepending one’s own AS number
to the route is done.

– If it is a set instead, then the BGP speaker will prepend a new segment to the path that is meant to
be a sequence.

This attribute is also used to originate paths. In that case, the BGP speaker will send the AS number of
the AS it belongs to BGP speaking routers in a different AS. It will send nothing to routers within the
same AS. Altering this variable can lead to either prefix hijacking (if the origin of the path is changed) or
path altering (if part of the path is altered to redirect traffic from its original route to a new route).
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• NEXT_HOP (Type Code 3): defines the IP address of the router that should be used as the next desti-
nation of the message. This can be both an internal (within the AS) or an external border router. Any
router can be specified as long as it shares a subnet with the originating router. This variable can be
altered to send BGP messages to a different router than intended, causing route leaks and traffic redi-
rections.

• MULTI_EXIT_DISC (Type Code 4): an attribute that can be used by a BGP speaker to choose which of
the multiple exit points to use to a neighbour AS. Given that all other factors, such as local preference,
are equal, the exit or entry point with the lowest value for MULTI_EXIT_DISC is preferred. This variable
can also be altered to send BGP messages to the wrong router, causing route leaks and traffic redirec-
tions. Tampering with this variable is a form of a protocol manipulation attack, as has been discussed
in section 1.3.4.

• LOCAL_PREF (Type Code 5): a four-byte long attribute that encodes a non-negative integer to inform
other BGP speakers within the AS about this BGP speakers’ preference for an advertised route. BGP
speakers are required to calculate the preference of each external route and include this degree of pref-
erence when advertising a route to peers. Tampering with this attribute in the message does not cause
any changes to the route forwarding behaviour as this attribute is merely intended to inform other ASes
about the local preference of a BGP speaker for a certain route. But tampering with this attribute in the
routing database can cause a BGP speaker to adopt and forward routes it would not normally forward.

The remaining type codes are ORIGIN (type code 1), ATOMIC_AGGREGATE (Type Code 6), and AGGREGA-
TOR (type code 7). These are not relevant to the thesis as manipulation of these attribute types can not be
used in a protocol manipulation attack. Interested readers should refer to RFC 1771 for further explanation
[125].

3.2.3. The NLRI part of the UPDATE message
Finally, the Network Layer Reachability Information (NLRI) field is a field of variable length that contains a
list of IP address prefixes. There is no specified length of this field, but it can be inferred from the total length
of the message, the length of the header, and the two lengths encoded in the message. The field contains a list
of one or more tuples of the form (length, prefix), similar to the list of withdrawn routes. The path attributes
that are specified in the UPDATE message can be applied to each of the routes in the list specified in the NLRI.
Specifying a list of tuples this way cuts down on the number of messages that have to be sent [77]. It does,
however, lead to a security problem, as the NLRI can be expanded with more IP address prefixes, which for a
receiving AS means that the path attributes that are specified apply to more prefixes than they were supposed
to apply to. This could cause route leaks because routes could be forwarded to the wrong ASes.

3.3. Setting up a BGP connection
The way BGP functions is that a BGP speaker can be seen as a finite state machine, with these message types
being used for transitions from one state to another [5]. The state machine is rather similar to the TCP finite
state machine [42], which is logical because BGP runs over TCP/IP.

Initially, the BGP speaker is in an idle state, until it connects to another BGP speaker, in which case it ini-
tializes all the resources for the peer connection. It can connect to other BGP speakers, and by doing so, it
transitions to the "connect" state. The BGP speaker will remain in this state until the three-way handshake of
TCP is complete. After completion of the handshake, the BGP speaking router is either in the "active" state
or the "opensent" state. Which of these states the BGP speaker is in depends on whether or not the OPEN
message has been successfully transmitted from one speaker to another. If successful, then the speaker will
be in the "opensent" state. If not, then it will be in the "active" state. In this state, the BGP speaker will send
another OPEN message, to negotiate a BGP session and to transition to the "opensent" state. If this second
attempt also fails, then the state goes back to "connect". If the speaker is in the "opensent" state, then the
OPEN message was successfully sent, and once the message is confirmed to be received, the speaker goes
into the "openconfirm" state. In this state, a KEEPALIVE message is transmitted and both speakers transition
to the established state, which is the final state and allows two BGP speakers to exchange routing data with
one another.

A state machine diagram is shown in figure 3.4. This state machine diagram also contains transitions for
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when the TCP connection ends between two speakers. In that case, as can be seen, they go back to the "idle"
state.

The way BGP connections are set up allows for a malicious actor to disrupt normal BGP connections. A
malicious actor can keep sending OPEN messages to prevent transition to the "established" state, similar to
TCP SYN flooding [41]. An attacker could also choose to open and close TCP connections continuously. This
problem, however, is more specific to TCP.

Figure 3.4: A finite state machine diagram of how a BGP connection is set up. The Established state is the final state for allowing the
exchange of BGP routing information.

3.4. The routing table
By exchanging one or several UPDATE messages between each other once a BGP peering connection has
been set up, two BGP-speakers (they need not necessarily be routers) belonging to different ASes that are
connected by an external link effectively exchange their entire routing tables with one another. These routing
tables are called Route Information Bases (RIB’s) and consist of three separate parts:

• The Adj-RIBs-In

• The Loc-RIB

• The Adj-RIBs-Out

The Adj-RIBs-In store routing information that has been gathered from incoming UPDATE messages, and
represent routes that can be selected in the decision process. These routes can be filtered using an incoming
routes filter, to preselect which routes are going to be forwarded to the Loc-RIB for usage in the selection
procedure. The filter is often manually configured and is useful for filtering out messages that come from ASes
that are faulty. The Loc-RIB contains the routing information that the BGP has selected to use by applying its
local policies to the routing information that was in the Adj-RIBs-In. Routes in the Loc-RIB are also written
to the local routing table. These have been selected as routes that can be used to forward traffic along. The
Adj-RIBs-Out contains routing information that the BGP speaker has selected as fit for advertisement to its
peers. This selection also happens using a set of policies that belong to the BGP speaker. The selected routing
information is the information that will be carried by the UPDATE messages coming from this BGP speaker.
Figure 3.5 gives a schematic overview. It should be noted that Adj-RIBs-Out, similar to Adj-RIBs-In, also has
a filter that most of the time is manually configured. Often for filtering which of the routes are forwarded
to which of the peers. This is useful if the router belongs to an ISP and only forwards routes (and as such
provides service) to customers.

3.4.1. Routing table decision process
The decision process in the figure has three phases [140]. In the first phase, each route that has been received
from a speaker is analysed and assigned a certain preference. The routes are sorted according to preference.
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Figure 3.5: A schematic overview of the process of how incoming routes are selected as fit for routing and broadcasting. Source: Vieira,
2010

In the second phase, the best route to each destination is selected. "The best route" is defined as the route
with the highest preference. The routes are then used to update the Loc-RIB. In the third phase, routes in the
Loc-RIB are selected and sent to other BGP speakers. The process is illustrated in figure 3.6.

Figure 3.6: The process of selecting routes in BGP. The decision process pictured below the BGP routing table is very general and will be
explained in more detail. The figure also shows that there are route filters on both incoming and outgoing routes. Source: Vieira, 2010.

The decision process shown in the picture is a simplified version of the decision process most routers use
and contains the more frequently used decision rules. In reality, the routers of different manufacturers often
use different decision processes. For example, this is the decision process for Junos OS routers [29]:

1. Route preference in the table is compared, with the one with a lower preference value being selected.
This means the following: the routes are compared by type, and their default preferences are used.
The specification explicitly mentions choosing OSPF routes over BGP routes as the route preference for
OSPF routes is lower.

2. Local preference is considered, with the route with the highest local preference winning.
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3. The route with a shorter AS path is preferred. In general, this means the path with the shortest amount
of hops, but there can be other distance metrics as well, such as estimated geographic distance between
the start AS and the end AS.

4. The route with the lowest origin code wins. This means that routes from within the AS win this as they
have an origin code of 0 (representing IGP). After that, routes from outside of the AS are selected, and
after that, incomplete routes are selected.

5. The route with the lowest MULTI_EXIT_DISC (MED) value is preferred. If this value is absent for a
broadcasted route, then the MED value for that route is assumed to be 0.

6. Routes learned from eBGP have a preference over routes learned from iBGP.

7. For routes that are learned over iBGP, those with lower IGP costs are preferred. Because this deals with
routes within the AS as it concerns iBGP, the physical next hop to within the AS is determined as follows:

(a) BGP examines both the inet.0 and inet.3 routing tables, and the physical hop with the lowest pref-
erence is used. If there is a tie, then the physical next hop of the latter table is used. These routing
tables seem to be inherent to Junos OS routers.

(b) If there is a preference tie in the same routing table, then the physical next hop of the route with
more paths available to them is used. This selection rule makes sense as this route goes to a router
with paths to more destinations.

8. The route reflection cluster list attribute is considered, and the route with the shortest cluster list is
preferred over other routes. Routes without this list are considered to have a cluster list of length 0.

9. The router ID is considered, and the route from the peer with the lowest router ID is preferred.

10. The peer address value is considered, and the peer with the lowest IP address is preferred. This is the
final tie-breaking rule, and there are no ties possible at this level, as every peer has a different IP address.

Do note that these rules specifically apply to Junos OS routing tables and do not apply to all routers. These
rules contain several tie-breaking rules that are based on properties that only Junos OS peers have, such as
inet.0 and inet.3, which is specifically only for Junos OS routing. Cisco has a slightly different ruleset, with
the first rule being, for example, to prefer the path with the highest WEIGHT parameter, which is a parameter
specific to Cisco routers [10]. Generally speaking, the rules that are most often used as tie-breakers in routing
are as follows:

1. Prefer the path with the highest LOCAL_PREF

2. Prefer the path with the shortest AS_PATH

3. Prefer the path with the lowest origin type

4. Prefer the path with the lowest MED

5. Prefer eBGP over iBGP

6. Prefer the path originating from the peer with the lowest ID

7. Prefer the path from the lowest neighbour IP address

Because most of these rules depend on variables in BGP UPDATE messages that can be altered by a malicious
AS, one can deduce these rules lead to security issues in the form of (for example) route leaks.
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3.5. The PKI
One data structure that comes up often in BGP security solutions is the Public Key Infrastructure, or PKI for
short. One of the security solutions proposed, the Resource Public Key Infrastructure (RPKI), is nothing more
than a modified PKI, as the name already implies. The PKI is a security structure that consists of software
and hardware elements that a trusted third party, be it an organization or an individual, can use to establish
verifiable ownership between a public key and its user by way of issuing certificates that couple a user to its
public key [33].

Establishing verifiable ownership between a user and a public key is useful in many cases. Take, for example,
a simple case of Bob sending an encrypted email to Alice using public-key encryption. In this case, Bob and
Alice have their public-private key pairs, of which only their public key is known. Bob then wants to use Al-
ice’s public key to encrypt the message before he sends it to her. Alice sends the key, Bob uses it and sends the
encrypted message to Alice, after which Alice can use the private key to decrypt the message. The problem
for Bob is that he has no way of verifying that the public key that Alice sent him is Alice’s public key. Because
of this, someone else can try to impersonate Alice to get Bob to send the email to them. Using a PKI allows
anyone to verify that a public key belongs to somebody that claims to have that public key as their public key.

As mentioned before, PKI’s consist of software and hardware elements. These elements are typically as fol-
lows:

• Certification Authority (CA): this is a trusted third party that acts as a root of trust in the PKI hierarchy.
The CA provides services that authenticate the identity of individuals and other entities in the network.

• Registration authority (RA): this is an entity that is certified by a root CA to issue certificates on behalf
of the root CA to certain users. As such, an RA can be seen as a subordinate entity of the CA.

• Certification Database: a database that saves requests for certificates, as well as issued and revoked
certificates.

• Certificate Store: a database that saves the contents of issued certificates, as well as that of pending or
rejected certificate requests, on a local computer.

• Key Archival Server: the server that saves encrypted private keys in the certificate database for recovery
in the case of a potential loss.

Figure 3.7 shows how certificates are issued and used to verify user identities [34]. The user has a public key
and a certificate binding that public key to them. Another person, called the verifier, can then verify that the
public key belongs to the user by asking the CA for verification of the certificate.

A real-life example of public keys whose ownership is verifiable by a PKI is a government of a country handing
out ID cards to its citizens. In this case, the government is the root CA, local city halls that hand out ID cards
on behalf of the government can be seen as RA’s, your identity can be seen as the public key, and the issued ID
cards can be seen as certificates that bind your public key to you. If you are asked to then prove your identity
to, for example, an authority figure, who will act as a verifier, in this case, you can simply show them your ID.
Then the verifier can verify whether it is true or false who you claim to be, as the certificate (the ID card) acts
as valid proof that you are who you claim to be, given that you are speaking the truth.

3.5.1. PKI certificates
From the description of how a PKI fulfills its intended job, it has been made clear that it issues certificates.
These certificates have the X.509 format, and since May 2008, use version 3 of this format, according to RFC
5280 [66]. Each of these certificates is a sequence of three required fields, these being the TBS (an acronym
for "To Be Signed") Certificate, the signature algorithm, and the signature value. The first two of these fields
consist of several other elements as well, while the last one is a simple bit string.

The TBS certificate is the main certificate and contains several fields. The most important fields are as follows:

• The version number of the certificate.

• An identifier for the algorithm used by the certificate authority to sign the certificate.
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Figure 3.7: a simplified graphical overview of how issuing and verifying certificates works. The user and the verifier are both people
making use of the PKI. Source: Network Encyclopedia.

• The identity of the entity that has signed and issued the certificate.

• The time interval during which the CA states that it will maintain information about the certificate.

• The identity of the entity associated with the public key.

The identity of the issuing entity and the entity associated with the public key are defined as distinguished
names of the X.501 type Name, as defined in RFC 2459 [122].

The signature algorithm field is similarly defined as the signature field in the TBS certificate field. It contains
an algorithm identifier as well as any additional parameters that the algorithm requires.

3.5.2. Certificate Revocation List (CRL)
Every CA maintains a list of issued certificates that have been revoked by that particular CA. This list is called
the Certificate Revocation List, or CRL for short [9]. It should be noted that this list only contains certificates
that have been revoked, not those that have expired. It is far easier to verify that a certificate has expired than
to verify that a certificate has been revoked without using any kind of outside help, as one needs only to check
the expiration date of a certificate. The CRL is instrumental in making a reusable PKI, as having no record of
what certificates have been revoked would quickly lead to the PKI becoming bloated with a lot of expired
certificates.

CRL issuers issue CRL’s. These issuers can be the same institution as the CA, but if not, then, similar to RA’s, it
has to be authorized by the central CA to issue these lists. CRL issuers can generate complete CRL’s, which list
all unexpired certificates that have been issued and have been revoked for any reason, or a delta CRL, which
only lists the certificates that have been revoked since a referenced complete CRL has been generated.

CRL’s, like certificates, consist of several fields. The three main fields of a CRL are somewhat similar to the
main fields of a certificate, those being the TBS certificate list, the signature algorithm, and the signature
value. The signature algorithm is an algorithm identifier, and the signature value is once again a simple bit
string. The main fields in the TBS certificate list are as follows:

• The version of the encoded CRL.

• The algorithm identifier for the algorithm used to sign the CRL.
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• The entity that signed and issued this CRL. Must also be a distinguished name, similar to the issuer field
in the certificate.

• The issue date of this CRL.

• The date by which the next CRL will be issued. The next CRL has to be issued before or on the date
specified in this field, but no later. CRL issuers have to use this field in either none or all of their CRL’s.

• A list of revoked certificates, along with the date of their revocation for each of these certificates.

3.5.3. Problems with PKI’s
As can be seen, PKI’s and their certificates can and do provide a reliable way to bind public keys belonging
to entities to those same entities. Because of this, they are very often used in securing websites using SSL
certificates, which makes use of several PKI protocols. As such, one might be inclined to believe that they are
flawless. But PKI’s are not flawless at all. One of their biggest flaws is that they require the central CA to be
perfectly secure, and most importantly, always available. As such, the usage of PKI introduces a single point
of failure in a system. If the CA is compromised in some way, then all of the certificates issued by that CA are
compromised as well.

To give another real-world example, let’s take the example of the government of a country issuing ID cards to
its citizens once again. As has been said before, the government is the CA in this case, and the ID cards are
certificates that bind the identity of an entity, its public key, to said entity. If, for example, the government
of that particular country is overthrown or the country ceases to exist because of annexation into another
country, the ID cards that the government issued tend to become invalid because the government no longer
exists, which means that everyone that only has that ID card no longer has a valid certificate that proves them
to be who they claim to be.

As an example of such an attack against an actual CA happening, there is the case of DigiNotar [16]. Dig-
iNotar is a Dutch CA that issued two types of certificates, one of which under their name, and the other under
the name of the Dutch government’s PKIoverheid program, which is a PKI owned by the Dutch government
[35]. At sometime before August 2011, an unknown attacker was able to get in the CA infrastructure at Dig-
iNotar, and promptly issued valid SSL certificates for themselves for several often-used domains, one of them
being for *.google.com, which includes the domain for Gmail, which of course is mail.google.com. The first
indication that there was any kind of attack was around August 2011, when Iranian users started to notice
some odd re-routing of their Gmail traffic. People speculated that the government of Iran was trying to spy
on its citizens by monitoring their emails by executing a man-in-the-middle attack. As it turns out, the attack
was using a wildcard certificate, issued by DigiNotar, for the domain of Google, which was used by the at-
tacker to impersonate Google and its services to any browser that trusted the DigiNotar certificate. Browsers
quickly patched this vulnerability by removing DigiNotar from their trusted CA list. Further details about
the attacker are that they were most likely an Iranian citizen and acted on behalf of the government of Iran,
which indicates that nation-state actors are not out of scope for these kinds of attacks. An earlier example
of an attack on a CA is the attack on Comodo. This is another CA which had its security breached in March
2011. Not only did an anonymous hacker come forward and claim responsibility for executing both attacks,
but according to Fox-IT, the company that investigated the DigiNotar hack, there are also signs that the same
person has performed both hacks.

3.6. Hash tree
A (Merkle) hash tree is a hierarchical data structure that reduces the problem of authenticating a sequence
of values to authenticating only a single value [112]. Figure 3.8 shows how such a hash tree is built. The
leaves of the tree contain the individual values v0 to v7. These values are then hashed once, which results
in their parent values H(v0) = v ′

0 to H(v7) = v ′
7. After this, the value of each parent node vp in the hash

tree is derived from the values of the left child node vl and the one from the right child node vr as follows:
vp = H [vl ||vr ], where || stands for concatenation. Figure 3.8 displays such a hash tree. In this tree, the value
of m03 is H [m01||m23], for example.

The root value of such a hash tree enables one to authenticate all of the leaf nodes. If the value vi must be
verified, then a sender can send i , vi , and a collection of values from sibling nodes on the intermediate nodes
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on the path from vi to the root of the tree. For example: say that the value v2 needs to be authenticated. The
path from v2 to the root is v2 → v ′

2 → m23 → m03 → m07, and the siblings of each of the intermediate nodes
are (in order) v ′

3, m01, and m47. Using these values, one needs to calculate the following:

x = H [H [m01||H [H [v2]||v ′
3]]||m47]

Then, if x is equal to m07, the value v2 is correct. Also, hashing all the individual values vi to v ′
i first prevents

a sender from having to disclose any other original value (in the case of v2 requiring verification, that would
be v3) for authentication of a single value. As such, it is important that the function H is a one-way function,
such as a hash function, because this makes it hard to find the original input.

Figure 3.8: a schematic overview of a Merkle hash tree. This schematic assumes a balanced tree. Source: Hu et al., 2004.
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BGP security solutions

Because of its security flaws allowing for many possible attacks, there have been several proposed solutions
to improve the security of BGP. These security solutions range from rather basic solutions that only focus on
defending against one attack (for example, prefix hijacking) to solutions that are designed to solve most of the
security flaws in BGP at the same time. This chapter describes some of these proposed solutions in detail.

4.1. S-BGP
The Secure Border Gateway Protocol (S-BGP) solution is the earliest proposed solution to tackling the security
flaws specific to BGP [92]. There have been earlier proposals to secure BGP in part, such as adding sequence
numbers to BGP messages [134], the authentication of BGP messages [96], and adding information to UP-
DATE messages as they propagate through the internet [135], but this is the first proposed security scheme
that provides a comprehensive solution to the security flaws in BGP.

First published in 2000, it has since served as a useful basis for future research and subsequent proposals
for enhancing the security of BGP. The proposal identifies several weaknesses of BGP, notably the fact that
BGP runs over TCP/IP, which is a protocol that can be attacked, fictitious BGP messages can be inserted,
violation of local routing policies, and accidental misconfiguration of routers leading to problems. It also
outlines several requirements that S-BGP should meet, such as being able to handle the projected growth
and usage of the Internet, it should be dynamic, and the architecture must be deployable, which means that
the countermeasures against the weaknesses in BGP can be incrementally deployed and should work off of
existing infrastructure.

As such, the proposed solution to securing BGP requires two public key infrastructures (PKI), a new path
attribute containing "attestations," and the use of IPsec. The PKIs enable BGP speaking routers to validate
identities and authorization of BGP speakers and autonomous system/prefix owners. These PKIs are based
on the existing IP address delegation system, with the ICANN at the top and autonomous systems with only
a prefix and no upstream providers at the bottom of the hierarchy. One PKI is used for address allocation,
useful for verifying that a certain autonomous system owns the prefix that they claim to own, whereas the
other is used for assignment of autonomous systems to BGP speaking routers, useful for verifying that a BGP
speaker belongs to the autonomous system that it claims to belong to.

For the PKI that is used for address allocation, the certificates are issued through the same organizations
that are responsible for address allocation. As mentioned before, the chain is rooted at ICANN, then contin-
ues down to the Regional Internet Registries (RIRs), then Local Internet Registries (LIRs) or Internet Service
Providers (ISPs), then Data Storage Providers (DSPs), and so on. An example of how this PKI works can be seen
in figure 4.1. The certificates issued are, in contrast to a regular PKI, used for verifying that an autonomous
system owns the prefix that they claim to hold, instead of verifying the identity of an autonomous system.
Certificates for organizations, which can represent RIRs, LIRs, ISPs, et cetera, are issued by the organization
one level up the hierarchy. The notable exception to this is, of course, the ICANN itself, which issues its own
certificate as it is the root of the PKI. For the PKI that is used for the assignment of certain BGP speakers to
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autonomous systems, three different certificates will be used. These three certificate types bind the following
things together:

• AS numbers and the public key of an organization

• AS numbers and their public keys

• A router name, a router ID, an AS number, and the router’s public key

When combined, one can see that the AS number is bound to the public key of an organization, the public
key of the autonomous system, the name of the router, the ID of the router, and the public key of the router.

Figure 4.1: The PKI as address allocation structure, schematically explained. Organizations denoted with Org1 are usually RIRs, while
those denoted with Org2 are usually LIRs, ISPs, or DSPs. Source: Kent et al., 2000

An autonomous system claiming ownership of a certain prefix or propagating a route is also called an attesta-
tion, with the former being an address attestation and the latter being a route attestation. These attestations
are signed using asymmetric key cryptography. To verify that, when an autonomous system broadcasts an
attestation, the AS in question is authorized to broadcast said message to other ASes, the PKIs are used. If AS j

gets a route attestation from ASi , then AS j needs not only an address attestation and a certificate from the
address allocation PKI, but it also needs a route attestation from each AS from the source to ASi , as well as a
certificate from the router assignment PKI for each AS, proving that the routers that sent this route do belong
to the AS that they claim to belong to. If an address attestation is received, only the address attestation and
the certificate from the corresponding PKI is necessary to verify that the autonomous system attesting to own
the prefix does own the prefix.

IPsec is the final part of the S-BGP protocol. Because BGP is transported over TCP, it is protected against
out-of-sequence packets. However, that is not enough. The Encapsulating Security Payload (ESP) protocol
with NULL encryption from IPsec is used for encrypting BGP messages. The Internet Key Exchange handles
key management for ESP. It is not clear why the authors decided to use ESP instead of the Authentication
Header (AH) that is also available in the IPsec suite, but one reason for this could be that ESP has more fea-
tures than AH. AH provides data integrity, origin authentication, and protection against replay attacks for IP
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datagrams [89], whereas ESP provides those features as well as confidentiality and limited traffic-flow confi-
dentiality [90]. AH tends to be the better option when the main concern is authentication [1], but the main
concern for S-BGP is the encryption of messages.

If the protocol would be implemented correctly, then S-BGP speakers would be able to verify that:

• Autonomous systems that claim to own a certain prefix do own that prefix

• Routes broadcasted by ASes are actual routes towards the IP prefix and have not been altered in any
way

• Every AS along a route has propagated said route

• A router claiming to belong to a certain AS does belong to the mentioned AS

However, the amount of processing power necessary to do so makes this protocol unwieldy. Kent et al. an-
alyzed the computational overhead that S-BGP would introduce and concluded that it would require the
computational power of a desktop PC for the protocol to function [94]. However, this was back in 2000, and
computational capacities of modern routers surpass those of a desktop PC from when the analysis was made.
A high-end PC from 2000 would have a processor with a processing power of 1 GHz [15], whereas modern
routers have CPUs with higher clock speeds than 1 GHz [3]. Also, while the protocol is incrementally deploy-
able as it would be easy for an S-BGP speaking router to switch back to speaking BGP to routers that have
not adopted it, doing so would logically mean that the route can no longer be secured from that point on.
Aside from this, Goldberg et al. have modelled full adoption of certain security solutions, one of which being
S-BGP, and have shown that attack strategies that involve manipulating the AS’s export policies would be ef-
fective enough to be still able to reroute traffic [75]. This shows that S-BGP does not protect against protocol
manipulation attacks. The fact that there are effective attack strategies already being thought of before the
solution has seen any kind of wide-spread adoption is detrimental to the benefit of adopting the solution.
Finally, due to the hierarchical structure of PKIs, using them would introduce a single point of failure for the
Internet, and the correct functioning of the Internet would be reliant on the PKIs being available. This single
point of failure would mean that any attacker that can successfully attack it would cause severe disruptions
to the accessibility of the Internet. These factors combined make the protocol impractical, and as such, it has
never seen widespread adoption.

4.2. soBGP
Secure Origin BGP (soBGP) was developed to combat BGP vulnerabilities without requiring full centraliza-
tion. The main goal of soBGP is to validate that an AS is authorized to originate a prefix that it claims to own
[126]. It also verifies whether or not a peer that advertises a prefix has at least one valid path towards the
destination. The design requirements of soBGP show that its design is a response to the centralized nature of
S-BGP, and some design requirements that show this are as follows:

• Minimize impact on current implementations of BGP

• Must use decentralized processing and trust; any kind of reliance on a central authority is prohibited
as this would introduce a single point of failure

• It should not require any data downloads

• The solution must provide some level of security without every other AS participating

soBGP uses three types of certificates to fulfill these requirements. These certificates are used for advertising
and correlating the identity of an AS, prefix ownership, and route policy. Each of these is validated by using a
web-of-trust model. These three types of certificates and what they do are:

• Entity certificates used to establish and validate the identity of an AS, and also to establish that a BGP
speaker belongs to an AS

• Authorization certificates used to assign prefixes to ASes and verify that ownership claims are correct

• Policy certificates used to define policies on a per-AS basis
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These certificates are transported in a new BGP message type, the SECURITY message. BGP can support
more types than just the four types that already exist due to the Type field in a BGP header having more than
two bits, as seen in figure 3.1. Also, doing so would similarly allow for propagation to how current UPDATE
messages are already propagated.

Figure 4.2 shows how the different certificates would be used to secure BGP. The certificates are used to build
databases for the BGP speaker to refer to, to verify data. The policy certificates are also used for the creation
of a topology graph, which can be used to verify the feasibility of an advertised path to a prefix. The ability
to verify this path would be dependent on how complete the topology graph is. One thing to note is that, for
both entity and authorization certificates, the signer AS and the subject AS do not need to be the same AS.
Any AS can sign an entity certificate for another AS containing the number and the public key of the other AS.
This creates a web-of-trust model where ASes need to trust on other ASes that the information that they get
is correct. A local administrator seeds known public keys.

Figure 4.2: How the different certificates are used in securing BGP through soBGP. The information in them is used to create databases
that are then used to verify incoming information. Source: Retana, 2003.

The amount of memory required for storing all the certificates is, logically, dependent on the amount of ASes
and the number of authorized blocks. However, the certificates can be stored in a data centre (if necessary)
in the AS that is connected in one way or another to the BGP speakers at the edge of the AS. In doing so, the
certificate processing can also be offloaded to the servers, thus preventing the need to upgrade routers or
router firmware to make it possible. These servers can also exchange their certificates to build an even more
complete database.

In terms of security through incremental deployment, soBGP provides some security through incremental
deployment (which is also in contrast with S-BGP). Still, the amount of security provided is proportional to
how many ASes deploy soBGP. Using the topology that was created using the policy certificates, soBGP capa-
ble ASes can always verify the next hop in the AS path. Next-hop verification would not help a lot in checking
the feasibility of a path however, as paths tend to be longer than one hop. ASes that run soBGP can also ex-
change their certificates with one another (and they do not need to be directly connected to do this), allowing
for more complete overviews of the topology as well as more complete overviews of what AS owns what pre-
fix. Because of this, the more ASes that deploy soBGP, the more secure their routing will be.
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As can be seen, soBGP allows for benefits through incremental deployment, as well as security without re-
lying on a central authority. However, due to the correlation between the benefits of deployment and the
amount of ASes deploying the solution, the security benefits of a single AS deploying soBGP are still minimal.
It also requires either upgrades to existing routers (hardware or software) or extra servers and infrastructure
to process and transfer the certificates. It also only verifies that a certain AS owns the prefix that it claims
to own; path authentication is only based on the feasibility of a path, not the integrity. The minimal gain in
security from only a single AS deploying it is probably why it has not seen widespread deployment as well.

4.3. psBGP
In 2004, a new security solution was proposed, called Pretty Secure BGP (psBGP), and it was based on analysis
of both security and practicality of S-BGP as well as soBGP [142]. The design goal of psBGP is to consider the
best features of both solutions and combine them while leaving the worst out. This is most clear in the fact
that it uses both centralized trust (a property inherent to S-BGP) as well as decentralized trust (a property
that soBGP capitalizes on because it intended to completely rid BGP security from centralization and all the
issues that come with it).

To develop a secure solution for BGP, security goals for the solution should be developed first. The security
goals for psBGP are as follows:

1. AS number authentication: it must be verifiable that an entity using a certain AS number ASi does
represent the AS that it claims to be part of.

2. BGP speaker authentication: it must be verifiable that a BGP speaker that claims to speak on behalf of
a certain AS has been authorized by the AS to speak on their behalf.

3. Data integrity: it must be verifiable that a third party has not modified a message.

4. Prefix Origin Verification: if a certain AS originates a given prefix, then it must be verifiable that that AS
does have the claimed prefix or a set of prefixes that, when aggregated, make up the prefix the AS claims
to own.

5. AS path verification: given a path of autonomous systems, it must be verifiable that the message has
been propagated from the first AS in the path to the final AS in the path.

In psBGP, a centralized trust model is used for AS number authentication, whereas a decentralized trust
model is used for verifying IP prefix ownership. For authenticating AS numbers and public keys, PKIs are
used, which in contrast to those used in S-BGP, are not centralized at the highest possible level, the IANA.
Instead, the root certificate authorities, in this case, are the RIRs. So instead of there being a single point of
failure for the whole Internet, there is now a single point of failure per continent. Each AS is issued a public key
certificate called the ASNumCert, and an AS with this certificate creates and then signs two data structures.
These are a SpeakerCert for a public key and an AS number, binding the two together, and a prefix assertion
list (PAL), to list what prefixes this AS and its neighbours assert to own. Figure 4.3 gives a small overview. This
certificate binds an AS number to both a public key and a list of prefixes that both the AS and its neighbours
own.

The SpeakerCert is also used to verify that a certain BGP speaker can speak on behalf of a certain AS. The
proposal considers three design choices for BGP speaker authentication:

1. Each BGP speaker is issued a unique public key certificate to verify that it belongs to the AS it claims to
belong to.

2. Each BGP speaker has a unique private key but shares a public key certificate with other speakers in
the same AS. This scheme would work similarly to group signatures. The authors refer to the work of
Boneh et al. for a more detailed explanation [60].

3. All BGP speakers in an AS share a public-private key pair. This scheme would also work similar to a
group signature scheme, but the private key would be AS-specific instead of BGP speaker-specific as it
would be shared between all BGP speakers in an AS.
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Figure 4.3: how the certificate structure of psBGP works. ASNumCerts are signed by the trust anchor T, which in this case, is a RIR. The
RIR binds one public key ks to AS s, and then s uses ks to sign both the SpeakerCert, binding another public key k ′

s to s, as well as the
PAL. The PAL is an ordered list, with s and its prefix fs at the top, and then other AS numbers and their prefixes following it, in order of
AS number. Source: Wan et al, 2005

For the proposal, the third choice is made because it is the best trade-off between security and complexity.
The first choice also discloses the identity of the BGP speakers, which could cause more security problems.
Recall from figure 4.3 that a SpeakerCert binds a second public key to an AS. The second public key has not
been used yet in the figure. This public key is the public key shared between all the BGP speakers in a single
AS. The private key mentioned in the third choice is the second part of the public-private key pair. It is also
shared among all the BGP speakers in an AS. It is used for signing BGP messages and also for establishing
secure connections between BGP peers.

Data integrity in psBGP is facilitated using the same methods as S-BGP and soBGP. The proposal uses IPsec
ESP with null encryption for the protection of BGP sessions. There is no reason stated by the authors why
they use ESP over a different protocol from the IPsec suite such as AH. But the reason is probably similar to
the reason for using ESP over AH in S-BGP. The main concern is encryption, not authentication, so ESP is a
better choice.

Verification of prefix ownership in psBGP happens in a decentralized fashion and is done by checking the
consistency of assertions between the PALs of two different ASes. To understand this, one must first under-
stand the comparability of two assertions: two assertions made by two different ASes are comparable if they
are both about the same AS number (ASN), and the asserted prefixes for each of them is not an empty set.
Then, consistency is as follows: two comparable assertions are consistent if the set of asserted prefixes is the
same for both assertions. Then, given that a certain AS s has n peers, an assertion is k-proper if, among s and
its peers, there are k consistent assertions of a (set of) prefix(es) being owned by a certain AS. If k = n+1, that
means that both s and all of its peers agree that s owns a set of prefixes, providing maximum confidence in
the assertion. This maximum confidence can be tarnished by a single AS that makes an inconsistent claim.
Verification of AS-PATH correctness is a little more tricky because there is no consensus on what constitutes
the security of a path. Guaranteeing AS-PATH integrity prevents an attacker from modifying an AS-PATH,
providing the closest thing to "AS-PATH security".
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As can be seen, psBGP uses both centralized and decentralized methods to verify BGP messages. It improves
on both S-BGP and soBGP by, as the design goal stated, combining the best features of both of these solutions
into a single solution. It provides better security than soBGP as it performs integrity-based path verification,
while it is less centralized than S-BGP and uses fewer certificates, especially for BGP speaker authentication.
However, it seems that this solution needs to be adopted by a large portion of the Internet for the solution
to provide any security benefits. Especially due to peers needing to have PAL’s to verify prefix ownership of
a participating AS. ASes that do not deploy this solution do not have these PALs. As such, the assertion that
an AS owns a prefix can be less trustworthy simply because other ASes have not deployed the solution. This
lack of PALs makes deploying the protocol a problem as a substantial amount of ASes already need to have
deployed the solution for it to have any real security benefits. This is the same Catch-22 situation with S-BGP,
but with less centralization.

4.4. IRV
As a different approach to securing BGP, the Interdomain Route Validation (IRV) service is a new protocol
that does not intend to replace BGP completely; rather, it intends to act as a companion to BGP and acts as
a separate protocol [76]. It is used to validate BGP data and acquire additional routing information that is
relevant to a given AS. As such, the protocol can be deployed as a service within an AS that it represents.

The way IRV works is as follows: IRV performs origin validation by querying ASes where the data came from.
This could be done by querying the origin AS at the time an UPDATE is received. Still, a smarter way of doing
so is to queue sets of UPDATE messages, group those that have the same origin AS together, and then validate
these groups using a single query. This reduces the number of queries necessary and, in turn, reduces the
time needed for verification of UPDATE messages. IRV can also perform path validation by querying each
AS in a given path. A way to further cut down on unnecessary querying would be to cache previously gained
policy and route information that has been verified already. The paper does not state a way to do so, but one
way to cache route information, for example, would be to create a topological map of ASes that are close-by.
Figure 4.4 shows how IRV works: IRV servers/systems of a certain AS are queried by those of other ASes upon
receiving UPDATE messages and route announcements, and these queries are then verified using the original
ASes.

Figure 4.4: How IRV works. When AS3 receives a route from AS1, the server hosting IRV as a service in AS3 queries the one in AS1. One
thing that can be derived from this image is that IRV does not have to be deployed in every single AS to secure an origin announcement,
because AS2 does not have to use IRV for AS3 to verify that certain UPDATE messages come from AS1.

Because of how IRV can be implemented as a service on a server within a given AS, other ASes should know
how to find the server hosting the scheme. The authors of the paper present several options for tackling
this problem. The first of these is to include a hint address of each AS’s IRV-hosting server within UPDATE
messages. However, this would require modifying the existing BGP protocol, which is something that a stan-
dalone system is designed to prevent as much as possible. A different approach that would not involve chang-
ing BGP would be to use a well-known registry to store authoritative IRV contact information per AS. However
this would probably include a centralizing factor (such as a PKI), causing problems with that as well.

Another problem with IRV is the authentication of queries to prevent unauthorized access to any sensitive
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data. The paper proposes to verify the authenticity of queries and their responses by using digital signatures.
This approach does mean that there has to be some way to distribute public keys, but the computational
overhead and the time cost of signing messages can be reduced by caching and reusing frequent requests
and responses.

The IRV query system can also be extended to include not only queries but also reports. These are lists con-
taining interdomain routing data and are sent voluntarily. Exchanging these reports can improve connectivity
and general availability. Because of its voluntary nature, there should ideally be an incentive for different ASes
to share this information, especially because this BGP information from outside sources can be used to in-
fer business relationships between autonomous systems. The way this works is as follows: recall that ASes
will not broadcast all of their routes to all of their neighbouring ASes. ASes only export a portion of their
routes, that portion being their routes and those of their customers, to the provider or peer ASes. Because
of this selective propagation of routes, different ASes will receive different routes to the same location, given
that they have different provider ASes. These routes indicate business relationships but are not received by
other provider ASes unless a route leak happens. When this routing information is shared however, different
provider ASes can learn which ASes are customers of rival provider ASes. This can then be abused for selec-
tive advertising to get more customers. The paper suggests introducing a system of preferential treatment
between ASes that share their reports.

IRV is, by design, expandable and does not suffer from the same setbacks as some earlier discussed solutions,
mainly due to not relying on a central authority and also because it acts as an additional service to prevent
attacks on BGP. One can see it as an improved version of soBGP because it performs actual path verification
instead of just providing path feasibility checking while also being decentralized. Also, by verifying that the
UPDATE messages did originate from a given AS, IRV provides some form of defence against protocol manip-
ulation attacks, being the only solution to do so as far as I have found. However, the base version introduces
a lot of overhead, requiring near-constant querying of previous ASes. As mentioned, the paper introduces
several ways to reduce the amount of overhead this solution introduces, mainly by caching answers. It also
still requires other ASes to adopt it for it to work well. Path verification can only verify AS pair segments of the
path where both ASes have a working implementation of IRV running.

4.5. SPV
SPV is another approach to securing BGP with the intent to extend the existing protocol by adding a path at-
tribute. The abbreviation stands for Secure Path Vector and is, just like IRV, a service that exists alongside BGP
[84]. The goal of SPV is to verify the integrity of a given path using only symmetrical cryptographic primitives.
This is to prevent routers from having to perform public-key cryptographic operations (which introduce a
lot of computational overhead). Note that path authentication includes origin authentication because every
path has an origin, and as such, the origin also needs to be authenticated. This, however, is not done using
symmetrical cryptographic functions.

In SPV, there are four different types of keys, two of which are public/private key pairs. This would imply
that these key pairs are used for public-key cryptography to verify the integrity of a path, but they are not.
These key types are as follows:

• A single-ASN public/private key pair, of which the public one authenticates the signature of one AS in
the ASPATH, and the private one is used as a seed in a pseudo-random function to derive the one-time
signature and the public key.

• An epoch public key, which authenticates one ASPATH protector, and consists of a sequence of the
aforementioned one-time signatures.

• A multi-epoch public key, which authenticates multiple epoch public keys.

• A prefix public/private key, of which both are used to authenticate messages from a given prefix. The
public key of this key pair is to authenticate multi-epoch public keys, which produces the multi-epoch
public key certificate.

SPV uses certificates for attesting prefix ownership. These certificates are equivalent to the address space PKI
structure of S-BGP. At each step in the delegation of address space, the recipient of a part of the address space
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generates an asymmetric prefix private key. This is used to sign the prefix public key of the delegated block.
This key is combined with a list of prefixes that have been delegated to the new key. This then forms the prefix
public key certificate, also called the prefix certificate.

SPV does not sign UPDATE messages of BGP, and instead uses an ASPATH protector which is built using
only symmetric cryptographic primitives and can be authenticated using the epoch public key. This is a data
structure that has to have the following two properties: one, an attacker cannot claim a shorter route to a
prefix. Two, an attacker cannot modify the AS numbers that have been inserted already in the path. In doing
so, an adversarial AS is unable to alter paths in any way. Generating an ASPATH protector is done by selecting
a random key X , and then a pseudo-random function F is used with the seed X to generate seeds for epoch
e: ci ,e = FX (e). These seeds span the individual ASPATH protectors for the given epoch. The benefit of cre-
ating seeds this way is that an AS only needs the pseudo-random function (PRF) and the seed to derive all
of the generated values. Securing an ASPATH of l ASes requires only l of these seeds. Each of these seeds
ci ,e is a one-time signature and they are all used to derive n values bi ,1,e to bi ,n,e . It is also the single-ASN
private key for epoch i . This is done by using the private key ci ,e as the seed for the PRF F and j as the input:
bi , j ,e = Fci ,e ( j )

These final values bi , j ,e for all i and j are then used as the base values for the construction of a hash tree
by the AS. Hash trees are explained in more detail in the background. To oversimplify their purpose, they are
useful for authenticating a single value in a series of values while keeping the rest of those values a secret.
To do so, the values bi , j ,e are first blinded by using a one-way function such as a hash function to generate
b′

i , j ,e = H [bi , j ,e ]. The root value of this hash tree (called ri ,e ) is the single-ASN public key corresponding to

the single-ASN private key ci ,e . Another hash tree is then built over all of the ri ,e values, and the resulting root
value re is then called the epoch public key, as it can be used to verify all of the other one-time signatures
in the ASPATH protector in a single epoch. Figure 4.5 shows a diagram of such an ASPATH protector. The
box marked "C" contains the four single-ASN private keys, and each of them is a hash of the previous one:
ci+1,e = H [ci ,e ]. This creates a hash chain where each value is a hash of the previous one. These ci ,e values
are then used to generate the different values bi , j ,e for (in this case) i ∈ [1,4], j ∈ [1,4]. These initial values are
then used in the creation of the first hash trees, of which the root is highlighted in the box marked "B." This
box highlights the single-ASN public keys. These are then used as input (without blinding them first) in the
construction of a new hash tree, of which the root is r0, which is the epoch public key of epoch 0.

Figure 4.5: a diagram of an ASPATH protector. The epoch is 0. This ASPATH protector can secure paths with a length of four. Source: Hu
et al., 2004.

The ASPATH protector is used as follows: in each epoch, the owner of a prefix uses an ASPATH to announce its
prefix. As the ASPATH grows, the ASes sign their ASN into the protector by removing the current single-ASN
private key ci ,e , and then each AS uses the next single ASN private key by passing ci+1,e = H [ci ,e ] to the next AS.
The authors mention the following example: suppose that there are three ASes with numbers A, B, and C. AS
A signs H [A] with the HORS (Hash to Obtain Random Subset) signature spanned by the value c1,0. The HORS
signature scheme is a signature scheme that takes inputs k and t , requires one hash function evaluation for
signing and creates (as a signature) a set of values spanned by t requiring 17 hash functions for verification
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[127]. This signature is sent to B along with the value c2,0. B can then verify all the one-time signatures by
recomputing all of them and verifying that the final root value of this computation matches the root value of
the ASPATH protector. Based on the signature of AS A, it can compute r1,0, because it can infer c1,0 from the
HORS signature that was sent. This can then be used to derive the values bi , j ,e using the PRF. Computation
of ri ,0, i > 1 can be done by first computing ci ,0, i > 1 (which can be done because B has c2,0 = H [c1,0]) and
calculating the respective values of ri ,0 using those initial values. B can then compute the root of the hash tree
using the values ri ,0, and check if it matches r0. B then signs H [〈A,B〉], where 〈A,B〉 denotes an ordered set.
The same HORS one-time signature mechanism is used, and the spanning value used is c2,0. B then sends
A’s and B’s signature, combined with c3,0 to C. C then repeats the process that B performed. This process
eventually results in a lot of ASPATH protectors, which all have a root value of ri , where i is an integer value.
These values can be authenticated using another hash tree, which takes the different values of ri as input
(these don’t have to be hashed first as they are publicly known, and as such, they are not confidential). This
hash tree’s root value is the multi-epoch public key, which is then signed by the prefix public key to form the
multi-epoch certificate. Figure 4.6 shows such a hash tree constructed over 16 ASPATH protectors.

Figure 4.6: A hash tree constructed over the epoch public keys of 16 ASPATH protectors. Similar to the figure of the ASPATH protector, it
assumes that the amount of epoch public keys is equal to 2n for an integer value n, but this does not have to be the case for hash trees.
Source: Hu et al., 2004

The paper also mentions some of the shortcomings of the basic ASPATH protector that has been explained
here, as well as how to solve them. These weaknesses are repeatable and predictable fraud, single malicious
AS fraud, and multi-path truncation attacks being possible. Repeatable and predictable fraud occurs through
hash collisions (this is, two different values M and M ′ have the same hash: H [M ] = H [M ′]). If an AS C receives
a path from B with the path being A → B, It can modify the path to become A → C if H [〈A,B〉] = H [〈A,C〉].
One way to counteract this is to prepend the epoch number to each hash operation: instead of computing
H [〈A,B〉], H [e||〈A,B〉] is to be computed. This makes it vastly less likely that the attacker can change paths.
Single malicious AS fraud is possible because an AS is under no obligation to sign its ASN into the path. Query-
ing the previous AS to check if the correct ASN was appended is possible, but a better solution is to require the
AS to sign the next ASN into the ASPATH protector: if a path A → B is sent to C, then B signs H [e||〈A,B ,C〉].
C would then check if the one-time signature already encodes itself. The multi-path truncation attack can
happen when an AS receives two paths to the same destination with different lengths, in which case the at-
tacker can use the single-ASN private key of the first (shorter) path to modify the other path. The ideal way to
counteract this is a way described in the paper as postmodification: the quality of a single-ASN signature "de-
grades" as it travels farther. This is done by using the existing values b′

i , j ,e as "semi-private" values and adding

another layer of values b′′
i , j ,e = H [b′

i , j ,e ] to be used as input for the ASPATH protector. Then, as the amount of

hops increases, the number of private values revealed to a BGP speaker decreases, and the amount of semi-
private values revealed increases. Limiting the number of old private values that are revealed at each step
along the way would mean that an attacker does not get these values if the path is long enough, preventing
path modification from being possible on longer paths.

SPV is by design an incrementally deployable solution. The one-way hashing of all important variables allows
for ASes that deploy it to construct path protectors not only for themselves but for all the ASes between them
and the previous AS that deployed SPV, acting as if all the ASes deployed SPV. For this, however, the SPV rele-
vant data should continue to be forwarded between ASes. It also cuts out BGP speaker verification in favour
of more effective origin and path verification, most likely because BGP speaker impersonation happens far
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less frequently than BGP origin hijacks or path altering attacks. However, there is also a lot of computational
and network overhead: the paper mentioned that, in simulations for evaluating the overhead incurred by
deploying SPV relative to that incurred by deploying S-BGP, the network overhead of SPV was almost three
times as high as that of S-BGP. This result takes into account the advanced version of SPV being used with
all the countermeasures against attacks being implemented. On the flip side, though, from the simulations
performed by the authors of the paper, it is computationally far faster, with the possibility of it being up to 22
times as fast compared to S-BGP. The highest speeds relative to S-BGP are achieved in more interconnected
network areas. Hu et al. do still suggest hardware acceleration for more densely connected networks, which
makes it slightly less practical as this would involve replacing the hardware of BGP speakers. Still, a software
implementation of SPV should be sufficient for more sparely connected networks.

4.6. HC-BGP
Hash-chain BGP (HC-BGP) is a solution developed after solutions such as SPV that aim to provide an efficient
way of verifying paths. In contrast, this solution aims to provide an efficient way of doing the same for origin
attestations [154]. The goal is to provide prefix ownership security by fulfilling the following requirements:

1. Ensuring origin attestation: it should prevent (sub)prefix hijacks from having an impact on the routing
of the Internet.

2. Flexible: it should allow for multiple ASes to own the same prefix if these ASes do both own the prefix.
While a prefix being owned by more than one AS is indicative of a possible prefix hijack, this needs not
to be the case [157].

3. Incrementally deployable: it should not require all of the ASes of the Internet to adopt the protocol at
the same time for it to have any impact.

4. Light-weight: it should not incur too much overhead, whether that be computational overhead, net-
work overhead, or storage overhead.

It makes significant use of the one-way hash chain mechanism to achieve this goal, which is where it gets its
name from (HC stands for Hash Chain). Furthermore, the solution exploits two key characteristics of prefix
announcement over the Internet: for each announced prefix, the set of origin ASes is stable and does not
change very often, and the (de-)aggregation for each prefix is infrequent.

As mentioned before, the solution makes a lot of use of one-way hash chains. This is a method that was
first proposed back in 1981 by Lamport to secure passwords [100]. Of course, nowadays, there are far better
ways to secure passwords, but the technique remains a lightweight cryptographic method for providing se-
curity. The method works as follows: using a hash function h, a client first notifies a server of an initial value
hn(s), which is the value obtained by repeatedly hashing the outcome of h(s) n times. This value needs to
be sent to the server via secure communication channels. When a client wants to interact with the server,
and it needs to verify that the client is who they claim to be, the client needs only to provide k = hn−1(s) to
the server, after which the server can check whether or not hn(s) is equal to h(k). One requirement for the
hash functions that are used for this protocol is that they must be second pre-image collision-resistant: given
the hash of a message hi+1(s) for any number of hashes i , it must be computationally hard to find another s′
such that h(s′) = hi+1(s). Furthermore, instead of relying on centralized trust by using a global PKI, HC-BGP
relies on neighbouring ASes to trust one another, which should be easy to implement in practice because of
currently existing commercial agreements, the authors argue.

The protocol itself only deals with origin verification, and as such, consists of only three elements: initial-
ization, prefix announcement, and prefix withdrawal. An overview of each of these parts is as follows:

1. Initialization: each prefix p has an initial value sp , and the prefix owner Ri sends to each of its neigh-
bours Ri+1 this value. These values are then propagated throughout the network. For each prefix p
that Ri owns, the initial hash chain value hn(sp ) is calculated, and then that value encrypted using the
private key of Ri k−

i is used: (hn(sp )k−
i

) is sent to all Ri+1. Each Ri+1 then decrypts the message using
Ri ’s public key, verifies and stores the value as belonging to that prefix, and then propagates the value
encrypted with its own private key: (hn(sp ))k−

i+1
is sent to other neighbours.
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2. Prefix announcement: because of the many cases of this part, it has been split up into what the sender
does and what the receiver does to make it more clear:

• Sender: if the prefix that is going to be announced p is not a subprefix of another announced
prefix p̂, and the origin AS has not changed, then Ri announces (p,hn−1(sp )). Otherwise, if it is a
subprefix of p̂, send (p,hn−1(sp ),hcp̂−1(sp̂ )), where hc (s) stands for the current value of the hash
chain for message s. Finally, if the origin AS has changed, Ri announces p with (p,hc−1(sp )) and
the new origin AS.

• Receiver: the receiver Ri+1 receives an announcement for p with hash value hc (sp ). The following
can happen:

– p exists in the table, and the origin AS has not changed: accept.

– p exists but the origin AS has changed and h(hc (sp )) is equal to the stored value for that prefix:
accept and store hc (sp ).

– p is a new subprefix of an existing overarching prefix p̂ and the origin AS has not changed:
accept and store hn−1(sp ).

– p is a new subprefix of an existing overarching prefix p̂ and the origin AS has changed and
h(hc (sp )) is equal to the stored value for that prefix: accept and store both hc (sp̂ ) as well as
hn−1(sp ).

– In all other cases: reject.

3. Withdrawal: Ri sends a withdrawal with (p,hc−1(sp )) to its neighbours to withdraw prefix p and its
latest hash chain value hc (sp ). Once a withdrawal for p has been received by Ri+1 with value hc (sp ),
then if h(hc (sp )) is equal to the stored value for p and the withdrawal is announced with the updated
hc (sp ), it is accepted and hc (sp ) is stored. Otherwise, it is rejected. If hc (sp ) has not been updated, then
the withdrawal is with an old hash value and accepted automatically. Once withdrawn, the receiver
does not accept an announcement for p with an old hash chain value.

How the protocol prevents hijacking is shown in figure 4.7. In the first case, with the full prefix hijack, AS2 will
notice that the origin has changed. However, the values h1000(s1) and h(h999(s2)) are not the same, because
the hash function chosen is second pre-image collision-resistant, as explained earlier. Because of this, it does
not match the second case in the list of cases for the reception of a prefix announcement, nor any other case
for that matter. Because of that, it is rejected. The same happens in the case of the sub-prefix hijack.
As can be seen, HC-BGP is built with reliance solely on light-weight cryptographic primitives in mind. Not
only does it only require light-weight cryptography, but it also only requires it sparingly, because as seen
before, the prefixes that each AS announces remain constant. The authors compare the computational over-
head to S-BGP. They claim that, even if HC-BGP were at the same level of computational complexity as S-BGP,
it would introduce orders of magnitude less computational overhead because of the rate of origin changes.
However, HC-BGP provides less security than S-BGP, as S-BGP is developed to secure more than just origin
attestations.

4.7. BGPcoin
BGPcoin is a security solution, focusing on securing against prefix hijacking, which makes use of the blockchain
and, as the name suggests, has its roots in how cryptocurrencies operate [148]. It is the most recent solution
that will be considered in this thesis. The authors argue that a security solution for origin attestation verifica-
tion should meet several requirements:

1. Allocations and updates should be consistent globally, and all parties on the Internet should be able to
see it

2. The solution needs to have acceptable performance and scalability to keep up with updates happen-
ing across the Internet (scalability is the main problem here; from HC-BGP, we can see that the set of
prefixes owned by ASes does not update very frequently)

3. Audit requests must be resilient to tampering

4. When a resource is revoked, the resource owner must consent to the revocation
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Figure 4.7: how HC-BGP prevents both full prefix hijacks as well as sub-prefix hijacks. In both cases, the victim AS owns prefix 10.1.0.0/16.
Source: Zhang et al., 2009

5. The solution must be cost-effective and easy to deploy, as well as provide substantial benefit even when
only a limited number of entities deploy the solution, i.e., it should be incrementally deployable

BGPcoin itself is controlled by smart contracts that allow entities to manage their Internet number resources,
those being their prefix(es) and the ASN assigned to them. As the Ethereum blockchain allows users to pro-
gram these smart contracts [19], the system is hosted in the Ethereum blockchain. In BGPcoin, there are five
types of participants, following the hierarchy of parties delegating prefixes across the Internet: the IANA, the
RIRs, the NIRs/LIRs, the ISPs, and finally all of the other entities. The smart contracts of BGPcoin also con-
tain three basic functions that are used in securing prefix ownership: resource trading, aggregated Internet
address repositing/updating, and resource sharing. To achieve these functions, BGPcoin has four different
types of trading operations for prefixes, three types of operations for ASNs, and two types of operations for
route origin advertisements (ROAs). These are shown in table 4.1 and their usage is shown in figure 4.8. One
thing to note is that an earlier version of the protocol did not have the operations for ROAs, but had one more
operation for prefixes, that being the "update prefix" operation [147].

Operation Semantics
IP register IANA → RIR: <IPB,;>
IP allocate xIR → xIR:<IPB,;>
IP assign xIR → xIR/ISP:<IPB,;>
IP revoke xIR/ISP → xIR:<IPB,;>
ROA add xIR/ISP:<IPB, ASN>

ROA delete xIR:<IPB, ASN> → <IPB,;>
ASN register xIR:<ASN,-,->
ASN allocate xIR → ISP: <ASN, stime, period>
ASN update ISP:<ASN, stime′, period>

Table 4.1: The smart contract operations for prefixes, ROA’s, and ASN’s in BGPcoin. From this table, one can infer that the IP and ASN
operations deal with the allocation of prefixes, respectively AS numbers, while the ROA operations bind the two together. xIR can be any
one of the following: RIR, NIR, LIR. Source: Xing et al., 2018

In the BGPcoin system, prefixes and ASNs become resources that are delegated to ASes via a hierarchy and
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Figure 4.8: How the different operations are used. In this image, we can see the hierarchy of IANA - xIR - ISP - other ASes more clearly,
especially when looking at the left part of the image containing the process for IP/ROA registering. One thing that is also more clearly
shown than in the table is the IP operations delegating the prefixes and the ROA operations binding prefixes to ASes. Source: Xing et al.,
2018

can be traded among participating ASes. ASes as resources are modelled as <ASN, RIR, owner, stime, vpe-
riod>, where ASN is the AS number in question, RIR is the RIR that registered it, the owner is the owner of
the ASN, the stime is the time at which an AS further down the hierarchy (NIR or lower) obtained the ASN
and the vperiod states the amount of time that this ownership stays valid for. Prefixes, on the other hand,
are modelled as a record in the form of <prefix, state, RIR, NIR, owner, leasee>. The prefix contains the IP
prefix, and the state is the state of the prefix, which is one of the following states, which can be inferred from
the different operations IP and subsequent ROA operations: unregistered, registered, allocated, assigned and
binded.

In the case of prefix ownership, figure 4.9 shows how the different operations cause transitions from the start-
ing state of unregistered to the final state of bound. As the prefix transitions from unregistered to bound,
the final owner will be an LIR/ISP, and the leasee will be an end-user who has an AS and wants to use the
prefix. Once that has been achieved, a ROA specifying the binding between a prefix and an ASN is added to
the storage of BGPcoin. In the case of AS ownership, one thing that figure 4.8 implies is that only ISP’s are the
eventual owners of an ASN, while the authors state that a RIR can delegate the AS to other entities higher up
in the hierarchy, like NIRs. Also, once the resource has expired, the owner could pay and request the RIR to
send an ASN update transaction to the contract to keep up the period of validity granted to them by the RIR.

Figure 4.9: the state diagram of IP address allocation. Source: Xing et al., 2018
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The big difference between prefix revocation and ASN revocation is that ASN revocation happens over time
if no requests to extend ownership of an ASN are made, while owners of IP prefixes should consent to their
resource being taken away from them. This issue is also an important factor in the RPKI and why basic imple-
mentations of it are not very viable, which will be discussed soon. As such, the authors propose an addition
to how the prefix is modelled by adding a consent vector variable at the end of it, where the owner and dele-
gating entities of a prefix can specify that they consent to their resource being taken away. A prefix can only
be revoked by an entity if all entities lower in the hierarchy consent to the prefix being revoked.

As BGPcoin records resource assignments in the form of transactions in the Ethereum blockchain, the op-
erations that are performed in the system cost a certain amount of ether or gas, where one gas is 1.8∗10−8

ether. This can be a serious problem because ether might see price hikes in the future. The authors do include
costs of BGPcoin trading operations in their paper in both gas and the equivalent amount of USD and show
that the most expensive operation, that being the IP register operation costing 155,448 gas, costs less than 0.5
USD (0.449 USD to be exact). Still, these are based on September 2018 prices of ether, when one ether was
almost 300 USD. As of December 29, 2019, ether has become a lot cheaper, as it is currently around 135 USD
[18]. While this can be considered beneficial to the practicality of BGPcoin as operations cost less to execute,
the reality is that cryptocurrencies such as Ethereum are volatile in price. For example, Bitcoin had many
price peaks and price falls, with price peaks happening because more and more online retailers accepting
Bitcoin and price falls happening because of online Bitcoin exchange websites going under [7]. There is no
telling right now if Ethereum will keep decreasing in price, which would benefit the viability of BGPcoin. Still,
considering that the peak price of the cryptocurrency was over 1300 USD for one ether, it isn’t unlikely that
the price could rise again, making the solution less viable.

4.8. The RPKI
The Resource Public Key Infrastructure (RPKI) is a solution that was first proposed by Bush and Randy in
2009 [61], and then standardized in 2012 by the IETF in RFC 6480 [102]. The proposed solution is essentially a
modified global PKI, and the main purpose of it is to provide a trusted mapping from prefix sets to ASes [65].
As such, the solution itself is capable of protecting against only prefix hijacking. The main difference with a
standard PKI is that certificates are not meant to be used to attest identities but rather attest ownership of a
certain resource. This means that the RPKI provides authorization but not authentication. Because there is
no authentication, costs and liabilities that are inherent with issuers are avoided, and more entities can take
on the role of the certification authority (CA).

The RPKI has two different kinds of certificates: the CA certificates and the end-entity (EE) certificates. CA
certificates in the RPKI are used to attest IP address space and AS number holdings. They are also required for
an entity for that entity to be able to issue ROAs, and as such, will often be associated with the IANA, with RIRs,
NIRs or ISPs (in the order of the standard hierarchy), as these institutions delegate more and more specific
prefixes downwards. EE certificates, on the other hand, are used to validate Route Origination Attestations or
ROAs. ROAs are signed objects that provide proof that an AS has the prefix space that it claims to own. The
structure of a ROA is defined in RFC 6482 [103], and contains the following elements:

• A version number. This number is always 0, does not serve any purpose as of right now, and is most
likely included to future proof the design.

• The AS ID, which contains the AS number that owns the claimed prefixes.

• The set of IP addresses that the AS in question claims to own. This is a sequence of IP prefixes as well as
an optional integer value called maxLength, which specifies the maximum length that the AS can use
in broadcasting the prefix. Because of this, it can have any value between the actual length of the prefix
and the maximum possible length of the IP address (for IPv4, this is 32). If the maximum length is not
specified, the AS can only broadcast prefixes with their original length.

When ASes receive new route information, the only thing that they would need to check for is whether or not
the AS at the beginning of the route is authorized in the RPKI to originate that prefix. A schematic overview
of a model of RPKI can be seen in figure 4.10. Here, ARIN is a RIR and has a CA certificate, which has been
called a resource certificate or RC in this image. It then uses that certificate to suballocate the prefix to Sprint,
which suballocates part of its prefix to Continental Broadband, which then signs ROAs for its subordinate
end-entities.
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Figure 4.10: a part of a model RPKI. ARIN delegates its prefix to other parties, which then either act as further delegators or as end-entities.
Source: Cooper et al., 2013

4.8.1. Why is the RPKI so popular?
The RPKI is a popular BGP security solution, probably because it is considered to be necessary for a lot of
other solutions [65], and it is the only solution that has seen some adoption. For example, in June 2019,
the Dutch Forum of Standardization has had a recommendation from the Dutch government to either apply
or explain the RPKI [39]. This means that the RPKI should be applied in the Netherlands, or there should
be a clear reason why it is not applied. Also, Liu et al. stated in 2016 that the five RIRs have finished the
deployment of the RPKI, and several countries including but not limited to Japan, Ecuador, and Bangladesh,
have deployed the RPKI [107]. At the same time, the RPKI is flawed and inherits many of its flaws from the
flaws of normal PKIs. Critics of the RPKI have exposed many of its flaws, especially Liu et al. [107], and these
risks include but are not limited to:

• More than one trust anchor accidentally or maliciously issuing certificates for the same IP prefix(es)
[65]. There is no standardized set of trust anchors, but the solution allows for multiple trust anchors to
exist, and potential candidates include the IANA and the five RIRs.

• The maxLength attribute can be harmful to the RPKI, as misconfiguration and allowing for longer prefix
lengths than the RPKI owns can easily allow for subprefix hijacks, because this would allow ASes to
announce more specific versions of an already-announced prefix. There are legitimate reasons why
network operators might want to have a maxLength that is longer than the length of the prefix, such
as allowing the AS to broadcast more specific prefixes in the future. This exacerbates the problem of
security flaws related to the maxLength attribute. As such, Gilad et al. recommend removing it entirely
and allowing network operators only to use minimal ROAs [73].

• Misconfiguration of certificate authorities being a major threat to the availability of certain autonomous
systems because of the hierarchical structure of the solution.

• The potential for certificate authorities to unilaterally revoke their certificates, severing the availability
of the autonomous system that originally held the certificate. This allows for organizations higher up in
the hierarchy to practically hold the internet connection of an autonomous system that is under them
hostage for whatever purpose they desire. To combat this, Heilman et al. have proposed introducing
a .dead object to allow end-users to consent to their prefix being revoked [80]. Intentional unilateral
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revocation could also be discouraged by implementing laws that forbid organizations from doing so,
especially considering access to the Internet is considered a human right [97].

• Downloading RPKI data would be by using rsync, and the rsync protocol has issues as well, those being
that the protocol is not standardized by the IETF, that it is not efficient enough to meet current demands
as many clients will connect to one server concurrently [40], and having to resync because data was
added during synchronization will increase overhead in synchronization.

• Incomplete deployment of RPKI can cause some perfectly valid routes to be flagged as invalid, and
going from no deployment of the RPKI to complete deployment of RPKI is practically impossible.

As such, one cannot help but wonder why the RPKI was so popular in the first place, to the point of being the
only security solution designed to combat security flaws in BGP that is at least partially deployed.

On the surface, one can see that RPKI is a far simpler solution to ongoing problems with BGP than any other
solution proposed up until that point. It consists of one PKI, whereas for example, S-BGP requires two PKI’s
to be deployed, each taking a different responsibility, and also requires a lot of cryptography to secure the
routes. S-BGP does not only introduce centralization but also requires a lot of cryptographic overhead. While
the RPKI does not perform any route validation whatsoever, it does simplify origin validation significantly.

One other reason could be that the RPKI was already adopted by the RIR’s, which is in stark contrast with other
solutions for BGP security, and initial adoption at least gives a reason for other autonomous systems also to
adopt the RPKI. The problem of bootstrapping adoption has been mitigated with this solution, whereas that
is a remaining problem with other solutions. Another thing that helps the RPKI is the fact that the IETF has
already standardized it, which is in contrast to the other solutions that had predated it, which are not stan-
dardized.

Another possible reason, which is related to the first reason and might seem at least a little contradictory
at first, is that the RPKI was never intended to solve every issue all at once completely. Rather, it is more of a
base for other solutions (for example, BGPsec) to use once it has been deployed. This reason could be some-
what contradictory as one would expect a solution that would solve every problem with the BGP protocol to
be the more popular one. However, combined with the fact that the RPKI is a much simpler solution to part
of the problem, it can serve as an excellent base for further development regarding the future of BGP.

4.9. BGPsec
BGPsec is a security solution that was first proposed in 2011 when the RPKI was close to being standardized
to complement it [85]. It was standardized in 2017 by the IETF in RFC 8205 [104]. Because the RPKI only pro-
vides origin authentication, BGP secures the routes and, as such, provides route authentication. It does so by
allowing ASes to sign their BGP updates before sending them. When a prefix is first announced, the signature
only covers the announced prefix, the sender AS number, the receiver AS number, and a hash of the public
key from the key pair used by the router to sign updates. Then, a tuple of the public key hash, as well as the
generated signature, is added to the UPDATE message. When a route is forwarded, the generated signature
then covers the previous signature, both the sending and receiving AS numbers and the hash of the public
key. Figure 4.11 shows how the solution operates. To validate an update, a receiver can use the interlocking
chain of signatures that the sequence of ASes in the route has been traversed in order. It also consults consult
the RPKI to verify that an AS owns the prefix that it claims to own.

Implementation of the BGPsec solution would be done by introducing a new attribute to BGP. This attribute
would be the BGPsec-PATH attribute and is an optional non-transitive BGP path attribute. This attribute
would consist of two fields: the Secure-Path field and a field which would be a sequence of one or two
Signature-Blocks, although most commonly it will only contain one of these. A second one would be used
when a new algorithm suite would be used.

The Secure-Path field would represent a full path, where the segments would specify the AS numbers of the
segments if the AS number is to be repeated and how often, and whether or not the next (receiving) AS is
part of an AS confederation. AS confederations are standardized in RFC 5065 as "A collection of autonomous
systems represented and advertised as a single AS number to BGP speakers that are not members of the local
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Figure 4.11: BGP message propagation using BGPsec. The signing of updates is similar to what S-BGP uses for securing route propaga-
tion. Source: Huston et al., 2011.

BGP confederation" [139]. The Signature-Block field specifies the algorithm suite used, as well as a series of
signature segments, which would form the signatures that need to be passed on.

BGPsec can do origin authentication via the RPKI and path authentication in a decentralized fashion with
the use of signing messages. However, the main hindrance is that it would require an update to BGP as a
whole to be able to use it, as the required data would be transferred between ASes in UPDATE messages.
Also, research has found that even if both the RPKI and BGPsec were to be fully implemented, BGP still would
not be secure, and attacks against BGP, including those involving path altering, would still be possible. Col-
luding ASes that create fake paths between them can circumvent full deployment of BGPsec (and S-BGP for
that matter). Only the construction of neighbour AS graphs can help detect and prevent these kinds of attacks
[106]. Similar to S-BGP, the fact that attacks against a non-deployed solution are already known is detrimental
to the benefit of implementing the solution. Furthermore, Li et al. proposed a series of necessary properties
for securing BGP and showed that BGP armed with BGPsec could not achieve any of these properties [105].
The property "availability of routes" is a property that will be the most affected according to the authors, as
BGP is known to converge slowly [98], and adding computational overhead will cause the convergence time
to increase.

4.10. KC-X
Keychain-X (KC-X) is not so much a BGP security solution, but more a security scheme that makes use of key-
chains (which is where the KC part of the name comes from), which protects the ASPATH [150]. It is a generic
signature framework that can use any digital signature algorithm. The X in KC-X is then substituted for the
algorithm that is used for signing. If, for example, RSA was used, then the resulting solution would be called
KC-RSA. The scheme has also been referred to as KC-BGP [154].

The design of the scheme is as follows: every BGP speaker Ri generates a temporary key pair (t+i /t−i ), where
t+i is the public key and t−i the private key. When an UPDATE message is sent from Ri to the next BGP speaker
Ri+1, Ri first sends t−i to Ri+1 in plaintext. Then, the UPDATE message is combined with the public key of that
BGP speaker, and then they are signed by the private key t−i−1 of the previous BGP speaker. This signing can be
done using any signature scheme, such as RSA, as mentioned earlier. This passing of temporary private keys
forms an authorization: the BGP speakers that pass along the UPDATE messages are granted the private key
by the previous AS, instead of signing it with their private key. In the case of a route origination, where there
is no previous AS to get a private key from, the BGP speaker signs the message with its private key. Figure 4.12
displays the authorization chain.
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Figure 4.12: the authorization chain. Source: Yin et al., 2007.

When KC-X would be adopted by all the ASes that make up the Internet, path altering would be infeasible.
However, because it is infeasible to make all the BGP speakers in the world adopt the same solution at the
same time, the solution is incrementally deployable, and in the case of incremental deployment, paths would
be secure up until the last AS in the path that has a KC-X adopting BGP speaker as the part of the path before
then has been signed for by the last BGP speaker that received the path and passed it along.

Similar to how BGPsec is to be integrated into BGP, the scheme would be integrated into BGP by passing
on the authentication information in BGP UPDATE messages as an optional transitive path attribute.

The authors also compare two implementations of KC-X, one with RSA as the signature algorithm (called
KC-RSA) and the other with the Merkle Hash tree as the signature algorithm (called KC-MT), to each other as
well as to other BGP security solutions. The conclusion when comparing the two different implementations
with each other is that KC-MT is computationally faster due to it relying on lightweight hash functions but
has larger signatures due to constructing hash trees. At the same time, KC-RSA creates smaller signatures but
is computationally slower because of relying on asymmetric cryptography. KC-MT is also compared to SPV,
and the authors argue that the former is simpler than the latter because of three things:

1. The epoch mechanism in SPV can make hashing operations slower over time because more values are
added to the signature and as such more hashes are needed over time

2. The multi-epoch public key in SPV has to be distributed beforehand to all the speakers that need to
verify an ASPATH originating from the issuer, and KC-MT does not require any extra measures for dis-
tribution

3. SPV is vulnerable to the multi-path truncation attack (although the authors proposing SPV have ac-
knowledged this and proposed a solution in the same paper [84]). This attack is an attack where a
private key obtained from a shorter ASPATH can be used to alter a longer ASPATH if both paths have
the same origin.

When comparing the relative speed of individual operations by measuring them, the authors discovered that
signing in KC-RSA takes over 70 times as long to complete compared to KC-MT, almost twice as long as S-BGP
and around ten times as long as SPV. Also, the time it takes for S-BGP to sign a message can be reduced sig-
nificantly by allowing for the precomputation of signatures.

As for verifying, S-BGP took the longest, with KC-RSA being about 12 times as fast, KC-MT being about 45
times as fast, and SPV about 23 times as fast. When comparing the introduced delay under normal work-
loads, KC-MT introduced the least delay, followed by SPV, then KC-RSA, then S-BGP. From these results, it
would seem that KC-MT is better than KC-RSA and some other proposed security solutions. However, recall
that the memory footprint of using KC-MT is higher than that of KC-RSA, and routers have limited memory.
The amount of memory necessary for KC-MT is about six times as much as is used for KC-RSA. Because of
this, the authors suggest a hybrid approach for practical deployment.

KC-X is a security scheme that attempts to secure BGP without requiring centralization, all BGP speakers
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adopting the solution at once or excessive processing power. However, the benefits to only one AS in the en-
tire Internet adopting the solution are next to none as data needs to be exchanged between ASes, falling into
the same pitfall that the incremental deployability of soBGP fell into. Also, because it requires an update to
BGP for all the security information to be passed on effectively makes it even less feasible.



5
Threat landscape analysis

One aspect of BGP security is the different threats to the correct functioning of the protocol, and it is im-
portant to take a closer look at the threats to BGP security. Or more specifically, how the threat landscape
evolved, to see whether or not the considered threats changed. The goal of this chapter is to answer the first
subquestion: how have threats to BGP changed over time, and have proposed security solutions adapted to
possible changes?

5.1. Approach
To get a picture of how the threat landscape has evolved, information on the threats to BGP security during
different periods in time needs to be gathered. I have not been able to find any previous academic work
that has done this analysis on BGP attacks specifically. However, there is work in other fields that presents a
methodology that I have adopted for this thesis. For example, Grabosky wrote an overview of the evolution of
cybercrime in "The Evolution of Cybercrime, 2006-2016" [78]. In this paper, he cited a number of papers that
have been published over the years. These papers mentioned developments in cybercrime. The author used
the papers to create an overview of how cybercrime has changed over the years. Mansfield wrote an article on
the evolution of DDoS attacks as well [110], citing several DDoS reports from Verizon, Verisign, and Akamai.
As such, I decided to follow a similar approach: gathering papers on BGP attacks and problems with BGP, and
recording the year the paper was published in and the attacks that are mentioned. This literature analysis
serves as a snapshot-based overview of when different threats were considered at different points in time. To
augment this point-in-time data source, I decided to opt for an additional data source that showed interest
in different kinds of BGP-related problems over a continuous timescale. Google Trends proved to be useful
for this, as not only does it show search interest over time, but it has also been used in previous research to
discover trends in other fields. Rech used it to discover trends in software engineering, for example, [124].
The second data source that will be used is Google Trends data on several BGP security related search terms
and then comparing it to Google Search data to see if there is a pattern between the two. The former gives
insight into how often the term has been entered into Google Search. The latter accurately depicts how much
people have been writing about the subject over time. Both give a picture of public interest in (and to a certain
degree, knowledge of) the topic.

5.2. Literature analysis
There is a body of academic literature discussing the threats to BGP, as has already been seen with the various
papers proposing solutions to secure BGP. This section will use that work from various points in time to see
if there are any trends. More specifically, three different categories of literature are defined: work from before
2000, work from between 2000 and 2009 and work from 2010 onward. These three categories represent three
distinct periods in BGP security. The first category deals with considered threats against BGP before any
security solution was proposed. The second category deals with considered threats after the initial security
solutions were proposed. The final category deals with considered threats during and after the first security
solution was standardized by the IETF, namely the RPKI. This analysis is not going to be another literature
overview, such as Chapter 4. It is going to list papers that mention threats to the security of BGP, but it only
gives an overview of the mentioned threats instead of an overview of the publication.

45
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5.2.1. Pre-2000s work on the topic of threats to BGP
The earliest papers mentioning threats to the security of BGP are from before the first security solutions to
counter these threats were developed, which started with S-BGP in 2000. Smith and Garcia-Luna-Aceves pub-
lished a paper in 1998 discussing several different classes of attacks [133]. The classes are intruders, threats
to routing information, and threats to data traffic. Each of these classes is further subdivided into several
different subclasses.

In the intruder category, the authors discuss subverted, unauthorized, and masquerading BGP speakers, as
well as subverted links. A subverted BGP speaker occurs when an authorized BGP speaker is caused to vio-
late BGP, or when a speaker inappropriately claims authority for network resources. An unauthorized BGP
speaker exists when a node that was not allowed to be a BGP speaker somehow circumvents this and estab-
lishes BGP links. A masquerading BGP speaker occurs when a node forges the identity of an authorized BGP
speaker. A subverted link happens when either access is gained to the physical medium or a lower level pro-
tocol, which allows control of the channel.

In the category of threats to routing information, the authors mention the possibility of an intruder being
able to "fabricate, modify, replay or delete" routing traffic. These can be condensed into (sub)prefix hijack-
ing, path altering and truncating, and deliberate route flapping.

Finally, in the category about threats to data traffic, the authors discuss the potential for an intruder to drop or
snoop data traffic. These threats go beyond the scope of BGP security though, and countermeasures should
be implemented in transport layer data protocols, as this assumes that data is sent without any encryption
whatsoever.

Another paper written by the same authors from 1996 discusses many of the same threats [134], which leads
me to believe that the earlier mentioned paper from 1998 reiterated these threats. The categories of attacks
in this paper are intruders, deception or disruption of routing messages, and disclosure of routing messages.
In the category of intruders, aside from the threats mentioned in the paper from 1998, they also include
subverted links, which can happen by compromising lower-level protocols or gaining access to the physical
medium. However, these threats are not specific to BGP and, as such, fall out of the scope of this thesis.
That might also be the reason why the paper from 1998 does not include them. The category of decep-
tion/disruption of routing messages includes masquerading BGP speakers taking the role of authorized BGP
speakers in computing routes. Disclosure of routing messages is also similar to the paper from 1998. A paper
written by Atkinson in 1997 also briefly mentions a threat against BGP [55]. Atkinson mentions that, because
BGP runs over TCP, it is vulnerable to all the attacks that TCP is also vulnerable to. Aside from these works,
there is not much work from this time with regards to the field of threats to BGP that provides any new threats.
For example, Wang et al. published a paper in 1997, but they reiterate in their work the threats that Smith and
Garcia-Luna-Aceves have already mentioned [144].

5.2.2. Work on BGP threats from the 2000s
From 2000 onwards, there is more work on the topic of potential threats to BGP security. This increase in the
number of academic works probably has to do with the fact that BGP security was being taken more seriously
around this time because the first proposals to secure BGP are from this time. These first proposals addressed
the earlier discovered weaknesses in the existing protocol. One paper from Butler et al. from 2005 discusses
several possible threats to BGP [62]. This paper also discusses several different categories of attacks, those
being attacks between peers, larger-scale attacks, denial of service, and misconfiguration of BGP speakers.

The category of attacks between peers deals with attacks that happen between BGP-speaking routers that
are peered to each other and have no large-scale impact. Attacks belonging to this category are:

• Attacks against confidentiality, where third parties can read messages that are sent between peers.

• Attacks against message integrity, which is a step up from the previous attack, and involves a third party
not only receiving (a copy of) the messages that have been sent but also altering them, in whole or in
part.

• Session termination, which is more of a consequence of the previous attack, as the previous attack can
not only be used to inject false routing data but also to terminate a BGP session between routers.
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The next category is the larger scale category. This category of attacks involves attacks that do not happen
between two peers, but rather target specific autonomous systems (or their resources). The attacks that fall
under this category are fraudulent origin attacks, which is another name for (sub)prefix hijacking, and sub-
version of path information: this attack involves tampering with the path attributes of an update message
sent by BGP speakers. This attack mentions both MED alteration and path alteration. The former can influ-
ence which paths are chosen over which and falls into the category of protocol manipulation, whereas the
latter changes the path altogether.

The DoS category deals with DoS attacks. DoS attacks can happen by blackholing a route, or just redirect-
ing traffic continuously until the TTL of the packet has been exceeded. Route flapping is also included in this
category. Of these two attacks, only route flapping is specific to BGP, as DoS attacks are also often performed
without targeting BGP or Internet number resources.

The final of the four categories is the category dealing with the misconfiguration of BGP routers. This cat-
egory deals with "attacks" (if you can even call them that) that originate from simple misconfigurations in
BGP speaking routers. This category is important as the authors acknowledge the fact that some of the "at-
tacks" can happen due to simple misconfigurations, without any malicious intent.

Butler et al. already provided an overview of the considered attacks during this time. It is also one of the
earliest written papers from this specific period, and other papers from this period also mention many of the
same threats to BGP security. For example, Murphy published in 2007 a report on threats to BGP security
[114], which mentions three categories of vulnerabilities: transport of BGP over TCP, route origination, and
AS-PATH construction. The latter two of these fall under (sub)prefix hijacking and path altering, while the
first one is not specific to BGP and relates more to vulnerabilities in TCP.

Around the same time as Butler et al. published their work, Nordström et al. also published a report on
BGP attacks [118], intended to raise awareness for attacks against BGP. The authors presented seven different
types of BGP attacks, which are as follows:

1. Prefix hijacking.

2. Prefix de-aggregation.

3. Contradictory UPDATE advertisements.

4. Update modifications.

5. Link flapping.

6. Link instability.

7. Congestion-induced failures.

These attacks roughly fall under the categories of (sub)prefix hijacking, path altering, protocol manipulation,
and DoS attacks, if the six categories of BGP security problems in the introduction are used to categorize
these attacks. The authors have focused only on the modification of the paths in an UPDATE message. Nic-
holes et al. surveyed security techniques to secure BGP and, as such, discussed possible attacks [117], and
the categories are generally the same as other work from this time, except for one. The categories discussed
in this paper are: TCP related attacks, modification of the AS_PATH in an UPDATE message, deliberate mis-
configuration of a router due to hacking the router and causing false prefix announcements and wrong route
exports, and physically attacking the router. The last one is out of scope for this thesis as it is not BGP related.
The other attacks roughly fall in the categories of prefix hijacking, path altering, protocol manipulation, and
attacks on TCP.

In the extended version of the paper that proposed psBGP, Van Oorschot et al. mentioned in 2007 attacks
targeting BGP UPDATE messages [119], specifically "modification, insertion, deletion, exposure, and replay-
ing of messages." These fall into the categories of path altering attacks and protocol manipulation attacks.
The categories mentioned in the publication are expanded upon in another article written by the same au-
thors in the same year [143]. In this article, the authors also mention that the network layer reachability
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information (NLRI) can be falsified in the UPDATE message. This manipulation allows for attributes that
were not intended to be applied to the prefixes stated in the NLRI to be applied to them, which can cause
prefix hijacking. This article also briefly presents the three security solutions that have been proposed by that
point in time, those being S-BGP, soBGP, and psBGP. Finally, Hepner et al. presented man-in-the-middle at-
tacks in BGP being possible using prefix de-aggregation [81]. Prefix de-aggregation falls under the category of
(sub)prefix hijacks.

As can be seen, there is more academic work in this period compared to the previous period, probably be-
cause BGP security started getting taken seriously, as mentioned before. One threat that is notably absent
from considerations in this period while it was present in the previous one is the potential for malicious
non-authorized BGP speakers to gain the ability to speak BGP on behalf of different BGP speakers, thereby
subverting another BGP speaker. Also, DoS attacks are considered in this period as a threat to BGP security.
This is in contrast to the period before this. Protocol manipulation is also considered at this time.

5.2.3. Work on BGP threats from 2010 onwards
There is also more academic work on the topic of threats against the security of BGP published from 2010
onwards. This is after the time when several high-profile attacks against BGP security were already launched,
such as the infamous Pakistan Telecom attack which as discussed earlier happened in 2008.

As an early example of work in this period, Huston et al. published a paper that contained a full threat model
back in 2011 [85]. The threat model is as follows:

• The BGP session between routers can be insecure and prone to attacks.

• Identity of the other party has to be identified as it is not identified yet by the current protocol.

• Authenticity and completeness of routing information are not guaranteed by BGP as it is.

• Forwarded routing information does not have to represent the current routing system and can easily
be either false or simply outdated.

This model leads to the authors considering four different attacks: the ability to eavesdrop by redirecting
traffic through a malicious autonomous system, denying service by flooding the data links, the potential for
autonomous systems to masquerade as different autonomous systems, and the ability to steal addresses and
obscure their identity. This is comparable to the considered threats from the previous time period. Also, one
could argue that the threat of BGP speakers masquerading as other BGP speakers makes a return here, but the
authors discuss the inability to verify identity more with regards to the potential of prefix hijacking instead of
the ability of BGP speakers to masquerade.

Another threat model for BGP security has been proposed by Kent et al. in 2014 and is standardized by RFC
7132 [91]. This threat model does not only discuss general threats against BGP but also threats against the
RPKI. This is most likely because the RPKI has been standardized and is therefore assumed to be imple-
mented in the future. It also assumes BGPsec implementation as it assumes that PATHSEC is used in BGP
UPDATE messages, probably because that solution has also been standardized, as we have seen before. The
threats are described in the section of the paper regarding attacks on a BGP router, and they are:

• Inserting one or more ASes into an UPDATE message, such as in the AS_PATH or the NLRI.

• Falsely advertising a prefix origin (this is addressed by using the RPKI).

• An MITM attack being possible between two ASes if the cryptographic keys encrypting the messages
are stolen.

• Downgrading usage of the secure path by opting for the less secure AS_PATH instead of PATHSEC.

• Advertising stale paths that have expired (PATHSEC includes expiration dates for path announcements),
which can be considered replay attacks.

• Advertising paths with PATHSEC of which the expiration date is too short for the path to become usable.
This is only an attack if there is a minimum expiration time mandated by the AS.
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• Failing, whether or not on purpose, to propagate the withdrawal of a path in PATHSEC.

• Attacks on a repository publication point, which contains RPKI data.

• Attacks on a certificate authority in the RPKI.

The first two attacks are not specific to the standardized BGP security solutions, and they fall into the same
categories as the ones that have been seen in other work: path alteration, protocol manipulation, and pre-
fix hijacking. However, the last one can be solved with RPKI. The other attacks are specific to using RPKI or
BGPsec. They show that these solutions are not flawless, as evidenced by the RFC discussing residual threats,
which primarily focuses on threats that are specific to the deployment of the RPKI and BGPsec. RFC 7454
proposed by Durand et al. uses RFC 7132 to come up with some best practices for BGP security [67].

There is more work from this period on the topic of BGP security. For example, Schuchard et al. published
a possible attack in 2010 [130], which is called the CXPST attack, and in their background, they mentioned
route flapping and DoS attacks against routers. Aside from that, the proposed CXPST attack involves a botnet
that selectively disrupts BGP sessions to generate a large number of BGP updates in a short amount of time.
Another paper from the same year as the one of Huston et al. is the report published by Zeb et al. [151]. This
paper discusses several earlier-discussed security flaws in BGP, such as (sub)prefix hijacking being possible,
route truncations and eavesdropping on BGP traffic, and attacks that involve manipulation of path attributes.
These attacks involve manipulation of the various attributes in BGP messages, with emphasis on the MED at-
tribute (which has been mentioned in the work of the 2000s) as well as the NEXT-HOP attribute. Farooq et al.
wrote a report back in 2011 [69], which mentioned the following threats against BGP:

• Incorrect routing updates, whether they are because the route has been falsified or because the route
leads to an AS which does not own the prefix that it claims to own.

• Prefix de-aggregation.

• Manipulation of path attributes such as MED and NEXT_HOP.

• Blackholing traffic.

• Eavesdropping traffic.

• Congesting traffic and introducing traffic loops.

The first three of these threats fall under the earlier seen categories of (sub)prefix hijacking, path altering,
and protocol manipulation. The others can be seen as consequences of these kinds of attacks being executed
successfully.

Mitseva et al. also mentioned this type of attack in a 2018 publication [113]. The authors consider several
kinds of attacks involving manipulation of protocol values. One example is the MED modification attack
(tampering with the multi-exit discriminator to affect other ASes decisions). Another example is the attack
that exploits the RFD/MRAI timer (artificially withdrawing and re-announcing a route to cause ASes that use
the RFD timer to consider the route unstable and not adopt it in turn). This attack is an attack that has not
been mentioned in academic work from earlier eras as far as I have been able to find. Aside from this, Mitseva
et al. also mention a threat based on maliciously using correct data. Old examples are the DoS attack and
deliberate link flapping, which could happen as a result of the DoS attack, but a new category is route leak
attacks. These are attacks where an AS deliberately broadcasts routes to other ASes that are not intended to
receive these routes because of business agreements. These route leaks could cause ASes to become transit
ASes, as was the case with Google in 2017, which led to a lot of users experiencing delay [21].

In short, most of the threats considered in this period are the same as the threats considered in the period
prior. The main difference is that attacks involving manipulation of variables in BGP messages are consid-
ered more frequently now where they were barely considered before. There is also a trend of threat models
being developed and standardized. This standardization was not present in the periods before this one.
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5.3. Timeline of considered threats
Given the different periods and the different threats considered in every period, a timeline of considered
threats can now be made. This was already partially done by the short conclusions at the end of each subsec-
tion of the previous section, and a more detailed timeline can be seen in table 5.1.

1996 1997 2005 2007 2009 2011 2014 2018
Prefix

hijacking
* * * * * *

Normal prefix
hijacking

* * * * *

Subprefix
hijacking

* * * * * *

Path altering * * * * *
Speaker

impersonation
*

Protocol
manipulation

* * * *

Misconfiguration
of router

* *

Manipulation
of variables

* * *

Attacks to TCP *
DDoS * * * *

Route flapping * *
Congestion * * *

Blackholing traffic * *

Table 5.1: the threats to BGP security that have been discussed in the various papers, when put on a timeline with the different threats
per paper in the year that the paper was published in.

This timeline, like the small summaries of each of the periods of BGP security, shows that there is a trend
in the threats that are considered. Pre-2000 work mentions non-BGP speakers gaining authority to speak
BGP while not talking about protocol manipulation, while post-2000 work is the opposite. One question one
can ask is: is this shift reflected in the proposed security solutions? Do different proposals cater to the threats
of the time? Logically speaking, they should, but to see if they do, this timeline needs to be compared to the
timeline of BGP security solutions.

5.3.1. Comparing the timeline of threats to the timeline of BGP security solutions
To compare the timeline of threats to the timeline of BGP security solutions, a timeline of security solutions
is required. This timeline is presented in table 5.2. Recall from Chapter 4 that S-BGP, soBGP, and psBGP all in
one way or another provided a way for verifying that BGP speakers belonged to the autonomous system that
they claim to belong to. This is reflected in earlier works on the topic of threats to BGP, where BGP speaker
authorization/authentication has been considered as a possible threat. Also, after the proposals of the early
2000s, such as S-BGP and psBGP, the proposals were more focused on preventing one kind of attack against
BGP. As an example: HC-BGP and the RPKI only focus on origin authentication and BGPsec focuses primarily
on route authentication and performs origin authentication using the RPKI. It is however unlikely whether or
not this has to do with changes in the threats that are considered or simply with the fact that prefix hijacks
have been more prevalent than path altering. Finally, IRV is the only security solution presented which deals
with attackers influencing the protocol and executing a protocol manipulation attack, and that solution was
proposed right before the first papers discussing protocol manipulation as a problem started being published.

5.4. Conclusions from the literature analysis
To conclude the literature analysis, we can see that not only has the landscape of considered threats has
changed, but threat models have also been developed and even standardized by an RFC. Earlier threats fo-
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Year
proposed

Origin
auth.

Path
auth.

BGP speaker
auth.

Attribute
verification

S-BGP 2000 Yes Yes Yes No
soBGP 2003 Yes No Yes No

IRV 2003 Yes Yes No Yes
psBGP 2004 Yes Yes Yes No

SPV 2004 Yes Yes No No
KC-X 2007 Yes Yes No No

HC-BGP 2009 Yes No No No

RPKI
2009 (proposed)

2012 (standardized)
Yes No No No

BGPsec
2011 (proposed)

2017 (standardized)
Yes Yes No No

BGPcoin 2018 Yes No No No

Table 5.2: the timeline of when different BGP security solutions were first proposed. Note that in the case of the RPKI and BGPsec, which
have been standardized by the IETF, both the year of ther porposal and of their standardization has been used.

cused more on impersonation, which stems from the fact that routers (that may or may not be authorized to
speak BGP on behalf of the AS that they belong to) that speak BGP can claim to belong to an AS that they do
not belong to, while later threats also focus on abusing the intricacies of BGP as well as DoS attacks. These
differences in threats that are deemed important enough are partially reflected in the security solutions that
the research community has proposed over the years, as has been mentioned before with only the earliest few
BGP security solutions having measures in place to check whether or not a BGP speaker is allowed to speak
on behalf of a given AS.

5.5. Google Search and Google Trends data
Because the various works serve only as snapshots of certain times and what kind of threats have been con-
sidered at the time, the insight that they give into how the threat landscape has evolved over the years is useful
but it does not give a full picture. There can also be a lot of time between academic works on the subject. For
instance, when comparing work from after the 2000s, there were a few papers from 2010 and 2011, then two
RFC’s in 2014 and 2015, and then another paper from 2018. As such, data that gives a more continuous in-
sight into how the threat landscape has evolved is useful as an additional source. Also, while the papers give a
nice overview of the threats that have been considered over time by the scientific community, it is not a good
indication of public interest regarding BGP security, or how much the public has written about it. This is why
the secondary data source of comparing Google Search hits per year and Google Trends data is used. Google
Trends is a search trend feature that allows users to see how frequently a search term has been entered into
Google over a certain period of time [22]. This data source allows us to compare how often a topic within the
scope of BGP security has been searched for on the Internet over time (through using Google Trends data)
versus how much people have been writing about the subject over time (through using the number of hits on
Google Search during different years).

5.5.1. How to compare Google Search and Google Trends data
There are several problems when using this approach to compare how often a topic has been entered into a
search machine and how much has been written about the same topic. The problems are as follows:

• Google Trends displays search statistics relative to the month when the topic was entered the most
often in Google, and Google Search hits will result in absolute numbers.

• Google Trends displays trends on a month-to-month basis, and while it is possible to do the same with
Google Search by specifying date ranges in search queries, doing so cannot be automated and thus
makes the comparison process require significantly more manual labour.

• Google Trends only records as far back as 2004, whereas the topic of BGP security was discussed on the
Internet before then as evidenced by literary works from before 2000 discussing threats to BGP.
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As such, the data gathered needs to be transformed and trade-offs between accuracy and the amount of
manual labour required need to be made. For one, to solve the second problem, Google Search hits will be
recorded on a year-by-year basis. Secondly, to solve the first problem, the amount of Google Search hits per
year will be divided by the highest amount of hits in a given year and then multiplied by 100 to allow for direct
comparison with Google Trends data. Recording Google Search hits on a year-by-year basis also helps in this
case, as the odds are that the variance is higher in the number of hits between years rather than months. If
I opted for recording hits on a month-to-month basis, most months would probably have a similar amount
of hits, and when transformed using the method described, it would look similar as well. The odds of most
years having a similar amount of hits are lower because the timespan is greater. Finally, to solve the third and
final problem, only hits from 2004 and after are recorded.

5.5.2. Terms entered
The terms entered into Google Trends are meant to represent a wide spectrum of topics in the field of BGP
security. They also fall into four general categories: solutions (only the solutions that were standardized
by the IETF were considered, as those are the most popular and the solutions that are at least considered
feasible enough to be standardized), general terms related to BGP security, attack vectors, and consequences
of attacks. They are as follows:

• BGP solutions:

– BGPsec

– RPKI

• Terms related to BGP security:

– BGP security

– BGP verification

– BGP integrity

– BGP confidentiality

– BGP validation

– BGP signature

– BGP certificate

– BGP route validation

– BGP origin authentication

• Attack vectors:

– BGP attack

– IP hijack

– BGP mismanagement

• Consequences of attacks:

– BGP blackhole

– BGP hijacking

– BGP path change

All the search terms are entered in quotation marks for Google Search as well as Google Trends. This selection
of terms on the topic of BGP security represents several aspects of BGP security, as exemplified by using the
categories to subdivide the terms. Confidentiality and integrity are mentioned, and availability is represented
through searching for BGP/IP hijacking. Methods to provide said security (origin/route validation) are also
in the selection, as well as some of the more popular BGP security solutions such as RPKI.
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5.5.3. Results
The results when comparing the Google Trends data with Google Search hits per year are shown in figures
5.1a to 5.1f. Unfortunately, very few terms had sufficient data to generate Google Trends data. Only the
terms highlighted by bold text had Google Trends data, and these tend to be the most general terms of their
category. This lack of data might have to do with the fact that BGP security is an often overlooked part of
Internet security; people are most likely more concerned about possible weaknesses in encryption methods
that are used daily than about BGP security.

5.6. Conclusions from the Google Search and Google Trends data
From the comparisons that can be made, several conclusions can be drawn. These are:

• In general, there seems to be a negative relationship between the number of searches on a topic versus
the amount that is written regarding that topic. This probably has to do with more people knowing
about the subject after the first few websites have covered it, which leads to less searching for it. The
subject that seems to have the highest positive relationship is the RPKI. This, in turn, probably has to
do with the solution being rather popular, as has been covered in Chapter 4.

• The is also a trend in the amount of Google Search results in that they increase over time. Of course,
there are exceptions to this, such as the Google Search results for the term "BGP attack" sharply declin-
ing in 2017, but the general trend is still noticeable.

• Regarding BGPsec specifically, there seems to be interest in the topic as early as late 2008 to early 2009,
as evidenced by the Google Trends spikes around that time, which is interesting as the solution was not
even proposed back then as far as I can see. This might have to do with the RPKI being proposed back
then and people thinking about BGPsec to augment the RPKI.

• There are some peaks in search interest when looking at the trends on BGP blackhole. An example is
from the end of 2005 to the beginning of 2006 (which is the highest peak). Another example is at some
time in 2008 (which is after a time of very little to no interest). These two peaks correlate with BGP
outages: the former is after both the Google outage in May 2005 [20] and the Con-Edison accidental
hijacking [12], and the latter is right after the infamous Pakistan Telecom incident [50]. It would be
logical to assume that these hijacks cause these spikes in interest.

• In addition to the previous point: peaks in search interest right after an attack happened can be seen in
more Google Trends results than just the results of BGP blackhole. We see similar peaks when looking
at the results for BGP hijacking, where there are peaks after not only the Google incident of May 2005
but also after the TTNet incident of December 2004 [43]. When looking at the results for BGP security,
the same peak can be seen right after the time of the Google outage.

• The trends for RPKI show an interesting peak around 2005. The earliest proposals for RPKI were from
2009, so it is not clear to me why the interest was that high before the solution was even proposed.

Unfortunately, these conclusions do not show any changes in the threat landscape. They mainly show that
there is a correlation between BGP hijacks happening and search interest peaking right after them happening,
but that is somewhat obvious, especially if the impact is large, as in the case of the Pakistan Telecom accident.
If there were Google Trends results for terms such as "BGP route validation" and "BGP origin authentication,"
the results would probably say more about how the threat landscape has evolved. These are terms that have
more to do with possible attacks against BGP, but unfortunately, this is not the case.

5.7. Conclusions on how the threat landscape has evolved
As a reminder, the purpose of the threat landscape analysis is to answer the first subquestion of the research
question, that subquestion being as follows:

How have threats to BGP changed over time, and have proposed security solutions adopted to possible
changes?

As can be seen from the literature analysis, the threat landscape is perceived to have changed over time.
Attacks such as BGP speaker impersonation used to be considered as threats to BGP security while they are
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not anymore now, and more recently, academic works also mention the possibility of parameter manipula-
tion to disrupt BGP. One could say that attacks used to focus more on impersonation, and now focus more
on the manipulation of the protocol. When looking at the history of BGP security solutions, we can see that
these solutions adapt to the threat landscape to a degree, removing BGP speaker authentication to protect
with less overhead against the other threats that are still considered important enough. As for comparing
Google Trends data with Google Search hits over time, there are no threat landscape relevant conclusions to
be drawn from there. As such, this question has the following answer:

The focus of threats used to be on impersonation, hijacking, and path altering. This focus shifted towards
manipulation of the protocol, hijacking, and path altering. Hijacking and path altering have thus always
been considered a threat to BGP security, whereas there used to be focus on impersonation which changed
to focus on manipulation. Over time, standardized threat models appeared as well. Aside from this, BGP
security solutions have adapted to the landscape of considered threats, to a degree.

(a) comparing Google Trends data versus Google Search hits
for the term "bgp attack".

(b) comparing Google Trends data versus Google Search hits
for the term "bgpsec".

(c) comparing Google Trends data versus Google Search hits
for the term "bgp blackhole".

(d) comparing Google Trends data versus Google Search hits
for the term "bgp hijacking."

(e) comparing Google Trends data versus Google Search hits
for the term "bgp security".

(f) comparing Google Trends data versus Google Search hits
for the term "rpki".

Figure 5.1: The Google Trends and Google Search results. The blue line shows the Google Trends data over time, indicating search interest
in the topics over time. The orange histograms show the transformed Google Search hits, indicating the number of websites discussing
this topic over time, which in turn reflects how much has been written about the topic over time. In general, there seems to be a lot of
search interest, after which the search interest dies down and more websites discussing the matter appear.
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BGP security solution analysis

The various BGP security solutions have already been presented, and as has been seen in Chapter 5, they
have adapted over time to the change in the threat landscape of BGP. This adaptation should have helped in
reducing computational overhead, but because no solution is used on a large scale yet, this is not enough. To
see why they are not being used to protect the entire Internet, we need to take a closer look at them. The goal
of this chapter is to answer the second part of the second subquestion: what are the security solutions that
have been proposed to BGP, what kind of benefits do they provide, and what can we learn from comparing
them? The first part has been answered in Chapter 4.

6.1. Approach
The various solutions to secure BGP and how they do what they do have already been proposed in Chapter 4.
Now it is time to compare them. To do so, a taxonomy of BGP security solutions will be created that compares
them on several criteria and get a better insight into why none of the solutions are deployed on a large scale
yet.

In contrast to the approach used to gather information on how the BGP threat landscape has changed over
time, there is previous academic work that has included taxonomies of BGP security solutions. Mitseva et
al. for example presented a taxonomy in their work [113], which compares security solutions on what kinds
of attacks they protect against, the different types of performance delay that they introduce, whether or not
the solution is incrementally deployable and even the degree of standardization of the solutions, i.e., have
the solutions been (partially) standardized or not. This taxonomy is a good starting point, but it has some
shortcomings:

• It does not include some preventative solutions that were already developed by the time it was pub-
lished, such as HC-BGP and KC-X. It does, on the other hand, include a security solution that is in-
tended to be preventative but has elements that are often attributed to detective security: Listen and
Whisper.

• It does not specify if a certain solution introduces centralization. Even though centralization is a nega-
tive feature for a BGP security solution as it creates a single point of failure for the Internet or large parts
of it. Centralization has also been shown in earlier academic work to be detrimental to the deployment
of BGP solutions, such as the RPKI [107].

• It investigates what kinds of performance delays are introduced by the different security solutions that
are analysed, but it does not look into which methods the security solutions use to achieve their pro-
posed security. There is also no distinction in severity between the different categories of performance
delay, whereas convergence delay would introduce more performance delay in BGP overall than addi-
tional bandwidth overhead would. This is because the former impacts all traffic along one AS and the
latter only impacts BGP communication between ASes.

• It defines a set of criteria for deployability/adoptability that abstracts a lot of other factors. According to
the taxonomy, a solution is deployable if it is incrementally deployable, i.e., if it supports data transfer
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from ASes that adopt the solution, through ASes that do not, to ASes that also adopt the solution. This
incremental deployability is a reason to use a certain solution, but it would not necessarily incentivize
an AS to adopt it. Adoptability is defined in the taxonomy as "the quantity of volunteer ASes willing to
adopt the new protocol over time," but the taxonomy does not specify a quantity. It only specifies if the
solution is not adoptable at all, partially adoptable, or fully adoptable. The authors of the paper state
that the adoptability of a solution depends on the set of initial adopters and their routing policies, but
do not estimate the adoptability of different protocols in different deployment scenarios. Not estimat-
ing the adoptability of solutions in different scenarios feels like a mistake on behalf of the authors.

Farley et al. also presented a taxonomy in their work, but this only compares solutions on the different types of
attacks that they defend against [68]. It also does not include many of the more recent BGP security solutions,
as the paper is from 2004. Butler et al. included a similar taxonomy in their work [63], including the different
types of security that the solutions provide as well as a degree of how good the security is that the solutions
provide. This taxonomy is also outdated as the taxonomy does not include security solutions such as the RPKI
and BGPsec, because these solutions were not proposed back when the survey was published.

6.2. Creating the taxonomies
As mentioned, the taxonomies presented in earlier work focused on the different types of weaknesses in BGP
that they protected against, or the different kinds of authentication that they provided. The one by Mitseva
el al. also included the deployability and adoptability of solutions. This part checked if solutions were in-
crementally deployable or if they incentivized other ASes to adopt the solution, respectively. As mentioned
earlier, however, these criteria are narrowly defined and leave out some important factors.

None of the taxonomies presented in earlier work compared BGP security solutions on the different tech-
niques that they use to achieve this security and the cost associated with using these techniques. The costs
are an important factor in providing practical security as a perfect security solution that requires a significant
upgrade in hardware or introduces a lot of computational overhead is still impractical. As such, one of the
main new features of the taxonomy presented in this thesis will be the inclusion of comparing BGP security
solutions on the techniques that they use to provide security as well as an estimate how costly it is.

Comparing preventive BGP security solutions is done by comparing the solutions in four different categories,
and these categories are what I based my taxonomies on. Each of these taxonomies compares BGP security
solutions on different criteria. The taxonomies are:

• Features: solutions are compared with one another based on the different kinds of authentication/verification
that they provide. This is similar to most taxonomies found in earlier academic work but updated to
include all of the more recent BGP security solutions. This taxonomy is useful to compare security so-
lutions on what kind of security they provide, as ideally, we would want a security solution that protects
against most attacks.

• Cost: solutions are compared on the different techniques that they use to achieve said security to see
how costly it is to implement the solution. Note that "costly" does not mean monetary cost only; this
can also mean that there is a significant amount of computational overhead introduced when the so-
lution is deployed. As said before, this has not been done before in a taxonomy presented in earlier
works. Previous work did investigate what kinds of performance delay was introduced by the different
solutions, but did not attempt to quantify the impact. This taxonomy does attempt to quantify the im-
pact. This taxonomy is useful because a security solution for BGP ideally introduces minimal extra cost,
as stakeholders (network operators, ISP’s) would ideally like a solution that provides protection against
most if not all of the threats for a low cost.

• Centralization: how centralizing the solution is. Is the solution completely decentralized, or does it
have a single authority that is ultimately responsible for verifying that attestations are correct? Com-
paring BGP security solutions this way has never been done in previous work as far as I have been able
to find. Though the flaws of having a single point of failure for the entire Internet have been known
and documented since the flaws in S-BGP were pointed out [94]. This taxonomy is included because
the ideal solution is not fully centralized, as introducing a single point of failure for the entire Internet
would mean that an attacker has to target only one institution to attack large parts of the Internet. The
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fact that attackers are able to attack and disrupt availability of large parts of the Internet by attacking
one institution is bad for benign Internet users.

• Benefit: the estimated benefit that deployment of the solution provides in different scenarios regarding
the level of prior deployment of the security solution. This is the main thing that the earlier work by
for example Mitseva et al. lacks, even though they mention that it is important to consider different
scenario’s of previous adoption. This taxonomy is useful for estimating the security benefit gained in
different scenarios. If the estimated security benefit for adopting a security solution is very low be-
cause no other ASes have deployed it, then that does not provide an incentive for the average network
operator to deploy the solution.

The main purpose of this approach is to compare BGP security solutions not only on the security that they
can provide but also on how practical it is to deploy them. Also, in every taxonomy, the base versions of the
proposed security solutions will be compared to one another without any other enhancements. There have
been proposed enhancements to several solutions, as has been shown with the RPKI, but also other solutions
have proposed enhancement, such as one to S-BGP by Kent et al. [93]. This enhancement uses the existing
route attestations not only to cover the route parameter but also to cover other parameters such as the MED.
These, however, are left out because this might make the comparison rather unfair, as more popular solutions
such as the RPKI have more possible enhancements than less popular solutions.

6.2.1. Features taxonomy
This taxonomy is not much different from other taxonomies seen in previous work as it includes many of
the same categories as taxonomies seen in previous work included. The categories for this taxonomy are
based on the security features found in the various solutions and also based on the protection necessary for
securing against the four main threats discussed in the introduction of the thesis. These four main threats
also represent the categories that the most commonly discussed threats against BGP fall into, as can be seen
in Chapter 5. To recap, the threats are:

• Prefix hijacking: an AS advertises owning a prefix that it does not actually own, intending to redirect
traffic from other ASes that was intended to go to the AS that actually owns the prefix, to the AS that
hijacked the prefix. This is one of the most common attacks against BGP, with many examples of it
having been executed over the years, as can be seen in Chapter 1.

• Path altering: an AS alters a broadcasted path, with the intent to either drop the traffic and prevent it
from reaching its destination, or to redirect traffic through itself to gather data about the traffic flow.
This is also a relatively common attack, and examples of it have been documented by media reports,
and these reports have been mentioned in Chapter 1.

• BGP speaker impersonation: a BGP speaker within an AS claims to belong to a different AS than the
AS it actually belongs to. This can cause traffic to be redirected to a certain BGP speaker instead of
the whole AS, which could allow an attacker to gather data from the traffic if the BGP speaker is being
wiretapped. There have been no media reports on this kind of attack actually happening, but that does
not mean that attacks of this kind have not happened, just that they have not been noticed yet. As
can be seen in Chapter 5, this kind of attack is often mentioned as a possible attack, and these kinds
of attacks could become more common once prefix hijacking and path altering become harder due to
increased security. As such, it is useful to have this kind of security in a solution, to pre-empt changes
in the threat landscape.

• Protocol manipulation: an AS manipulating the various non-path attributes in the BGP UPDATE mes-
sages, to cause other ASes to behave differently than usual. As with BGP speaker impersonation, there
have been no media reports of this kind of attack happening, but that does not mean that it is not
happening at all. Attacks that are noticeable enough to be picked up by the media could happen once
protection against more common attacks is incorporated, and network operators would want this to
pre-empt threat landscape changes.

Protection against these threats is offered by the following authentication/verification measures, that form
the categories:

• Origin authentication: whether or not the solution provides the AS that deploys it a way to authenticate
its ownership of a certain prefix.
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Origin authentication Path authentication
BGP speaker

authentication
Attribute verification

S-BGP Yes Yes Yes No
soBGP Yes No Yes No
psBGP Yes Yes Yes No

IRV Yes Yes No Yes
SPV Yes Yes No No

HC-BGP Yes No No No
BGPcoin Yes No No No

RPKI Yes No No No
BGPsec Yes Yes No No

KC-X Yes Yes No No

Table 6.1: The features taxonomy.

• Path authentication: whether or not a solution protects against the adoption of paths that have been
altered to be false.

• BGP speaker authentication: whether or not a solution provides a way to be able to verify that a certain
BGP speaker belongs to the AS that it claims to belong to.

• Attribute verification: whether or not the solution provides a way for the included attributes in the
UPDATE message to be verified that they are correct and have not been tampered with.

The taxonomy is presented in table 6.1. From this taxonomy, we can see that every security solution offers
origin authentication, but some offer this because of path authentication (as in, origin authentication is not
done on its own but rather through path authentication, as every path has an origin), or a different solution
is used for origin authentication, such as BGPsec, which uses the RPKI to do this. Also, only IRV provides
attribute verification, and only the older solutions provide BGP speaker authentication, which has been dis-
cussed already in Chapter 5.

6.2.2. Cost taxonomy
The next taxonomy is the cost taxonomy. This part deals with the different techniques used and hardware
upgrades required to deploy a BGP security solution. This taxonomy contains categories that have not been
seen in previous work and the main purpose of this taxonomy, as has been said before, is to provide a rough
estimate on the cost of deploying and continuing to use a BGP security solution. As such, each category has
a low, medium or high cost attached to it, except for one, which has a variable cost. The categories and the
estimated costs for each of them are based on what has been used in the various different security solutions,
and they are as follows:

• Extra hardware required: does deploying the solution require extra hardware to be in place or not,
or does deploying the solution require updated hardware because of processing power requirements.
The amount of extra hardware required for a solution to work could have a big impact on the costs of
deploying the solution, so it is useful to look into how much extra hardware would be required. The
cost of extra hardware can vary wildly for the solutions; because of this, there is no set cost estimate
to this category, and the cost estimate for each solution is determined on a case-by-case basis. This
category also assumes that all the new hardware needs to be bought and that AS operators do not have
spare servers/cables. This assumption is made because the supply of these can vary wildly between
ASes. An organization hosting an AS of a major ISP with lots of customers will most likely have more
spare servers/cables than an organization hosting an AS that has no customers.

• Uses signatures or certificates: whether or not the solution makes use of signatures or certificates to
protect against attacks to BGP. Signatures and certificates have been used in many of the security so-
lutions as they provide a security framework to attest ownership of a resource, preventing the need
to develop a new way of attesting ownership which could have a higher cost or be less secure. Not
all signatures and certificates are created equal though: the paper detailing KC-X shows that there is
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a difference of about two orders of magnitude between the time taken to sign a message using cryp-
tographic protocols versus using hash functions [150], so this category has been split up into three
different categories:

– Cryptography-based: whether or not the signatures or certificates are generated using crypto-
graphic methods. Because using cryptographic methods to sign BGP messages introduces a lot
of computational overhead as we have seen several times in Chapter 4, the cost estimate for this
category is high.

– Hash-based: whether or not the signatures or certificates are generated using hash functions. Be-
cause using hash function-based methods to sign BGP messages introduces two orders of mag-
nitude less computational overhead compared to using cryptography-based methods, the cost
estimate for this category is low.

– Certificates in a repository: whether or not the solution makes use of certificates in a repository,
generally a CA in a PKI-system. This approach would involve downloading certificates from a CA.
This procedure is more of a setup procedure and not a continuous endeavour, so gets the same
cost estimate as "requires data downloads" gets: low.

• Encrypts BGP message content: whether or not the BGP messages are encrypted. Given that an en-
cryption/decryption key is shared between ASes, encrypting BGP message contents would be a good
way to prevent hijacks from happening as malicious ASes could only understand the message if they
have the key to decrypt it. So it is useful to see whether or not a security solution uses this to provide
security. Encryption and decryption is also a computationally inexpensive process as gigabytes can be
encrypted per second easily [17], and as such, does not introduce as much computational overhead in
sending and receiving BGP messages as using signatures or certificates would. It does introduce more
computational overhead than using hash functions would as using hash functions does not require
"de-hashing" the hashed message (because this is impossible) or key exchange (as there is no key).
Hash functions are also generally designed to create a fast result instead of creating ciphertext that is
near-impossible to crack [24]. As such, the cost estimate for this category is medium.

• Uses existing monitoring solutions: whether or not the solution not only makes use of its own BGP
feed of incoming BGP messages but also, additionally, makes use of existing BGP monitoring services
or solutions to do its job. There are several BGP monitoring services online, such as BGPmon [149],
RouteViews [128], or BGPstream [120], which can provide solutions with additional data that could be
handy for preventing BGP attacks. For example, an attack can be pre-empted because BGP monitoring
services provide data that indicates a prefix hijack ahead of time, which can be passed to a solution,
which then uses this information to prevent the AS it is operating in from being polluted with false
data. As such, it is a good idea to see whether or not a security solution makes use of these services.
Using such service or running a solution within the AS does not require as much additional overhead
as, for example, encrypting messages, because it would just require a server being connected to the
data stream. Also, the amount of data coming in is not that much. The paper on BGPmon, for example,
mentions that the system sampled about 26 megabytes of uncompressed data in two hours [149]. This
equates to a data stream of 26MB/7200 ≈ 3.6 kilobytes per second. Real-time downloading of this data
stream can be achieved even with 56kbps dial-up Internet speeds. So the cost estimate for this category
is low.

• Uses hash functions: whether or not the solution makes use of hash functions to provide security. Hash
functions can be used in a variety of ways, such as in creating a data structure to secure the path (as
seen in SPV) or sending hashes of secret values between one another to verify authenticity (as seen in
HC-BGP). Just as with signatures and/or certificates, making use of existing hash functions can provide
additional security without having to develop something new, so it is worthwhile to look into which
of the presented security solutions make use of it. Hashing is a cryptographic process with low com-
putational overhead, lower than, for example, encrypting or decrypting messages. This is because, as
mentioned before, hash functions are designed with speed in mind [24]. So the cost estimate for this
category is low.

• Verifies data by querying other ASes: whether or not the solution performs message integrity checking
by querying other ASes for additional information that can be used to check if the messages are correct.
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Querying previous ASes to check whether the received message is correct would provide a way to not
only check for the correctness of the path, but also to check that the other attributes have not been
tampered with. This is a security benefit that is not provided by most of the other categories, making it
worthwhile to investigate which solutions provide this. Querying ASes for verification would increase
the processing time needed for a single message up to about three times the normal amount of time
needed though, as a query would have to be sent back to the originating AS. Then, the result would
have to be sent to the inquiring AS. This up to threefold increase in processing time is estimated to in-
troduce more computational overhead than using hash functions or using monitoring solutions would
(because those introduce very little computational overhead), but less than cryptographically signing
messages would (because that method can introduce orders of magnitude more computational over-
head). As such, the cost estimate for this category is medium.

• Requires data downloads: whether or not the solution requires prior data downloads to work effectively.
This is useful to look into as "requiring data downloads" indicates that the AS deploying the solution is
not immediately protected when the solution has been deployed, as it still needs to download data from
somewhere. This would be something to keep in mind for network operators. It does not introduce
significant continuous overhead as it is more part of a setup procedure, and sometimes needs syncing.
Also, in general, the certificates tend not to be that large. For example, the X.509 certificate format is
less than a kilobyte in size when compressed [111]. As such, the cost estimate for this category is low.

With these cost estimates in mind, every BGP security solution also gets a total estimated cost, which is based
on the estimated costs per category added up. In this sum of costs, if a solution satisfies three categories that
have a low-cost estimate, then it will be treated as a medium-cost estimate, and if it satisfies three medium-
cost categories, it will be treated as a high-cost estimate.

The taxonomy is presented in table 6.2. The final cost estimate for KC-X is estimated to be medium, as KC-RSA
is estimated to be high-cost, and KC-MT is estimated to be low-cost. The paper detailing the scheme recom-
mends using a combination of both, which makes a cost estimate of "medium" a good middle ground. The
cost estimates for the category "extra hardware required" are justified as follows: IRV can be implemented on
a server within an AS, which in general is a low extra hardware cost considering an AS can consist of many
servers, routers, and other parts of a subnetwork. soBGP might require new infrastructure to be in place for
the generation and transmission of certificates, which can be anywhere between a lot of extra infrastructure
or just a few cables here and there. Because of this, a middle ground has been chosen, and the cost estimate
is medium. The RPKI might require some extra data centres over the world to store data for ASes to access,
which is also a low cost considering the scope; a well-placed data centre that can cater to the demands of its
own AS as well as several nearby ASes could reduce access latency for a lot of ASes, resulting in a low cost for
each individual AS.

One thing that stands out from the taxonomy is that no solution makes use of existing BGP monitoring ser-
vices or solutions. These could help in securing BGP, as they can provide additional information augmenting
the information that can be gathered from incoming BGP UPDATE messages. The estimated cost of using one
is also low. The main reason for the fact that monitoring services are not used is probably that monitoring
services have been developed and deployed after the first few security solutions were presented. BGPmon
for example was proposed in 2009 [149] and BGPstream in 2016 [120]. This is one area for potential improve-
ment, though. Something else that stands out from the taxonomy is that the only solution with a final cost
result of "High" is S-BGP. This might be another factor (the primary factor being the fact that S-BGP was the
first proposed solution) in explaining why so many papers detailing new security solutions cite S-BGP and the
prohibitively high computational complexity of using it as inspiration for their new and improved solutions.
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Level of centralization Final result
S-BGP IANA level High
soBGP None None
psBGP RIR level Medium

IRV None None
SPV IANA level High

HC-BGP None None
BGPCoin None None

RPKI IANA or RIR level Medium/High
BGPSec IANA or RIR level (makes use of RPKI) Medium/High

KC-X None None

Table 6.3: The centralization taxonomy.

6.2.3. Centralization taxonomy
The next taxonomy that will be presented is the centralization taxonomy. This taxonomy presents how cen-
tralizing the solutions are. As can be seen from the different BGP security solutions, there can be different
levels of centralization; S-BGP for example uses two PKIs centralized at the highest possible level, the IANA
level, and as such is a completely centralized security solution, while one of the possibilities for the RPKI is
that the RIRs can act as CAs, which would result in a not completely centralized solution but rather one that
is centralized at a lower level. We have already seen that a higher level of centralization is not beneficial for
BGP security solutions as that introduces a single point of failure. But that does not mean that centralization
of trust itself is so bad that security solutions that make use of it cannot be used to secure BGP messages. For
example: VPN services like NordVPN [32] provide their services by connecting clients to their servers. More
often than not, a server will serve more than one client, creating a centralizing factor. An attacker could dis-
rupt service for many users by attacking one of these servers. However, VPN services often offer more than
one server (NordVPN offers over 5000 as of May 2020), and users can choose which server they want to con-
nect to, which can be used to get around this problem. And the popularity of VPNs [44] indicates that the
introduced centralization does not mean that they are unusable. Because of this, it is worthwhile to at least
look at the degree of centralization that some of these solutions introduce.

This taxonomy only has one category, the "level of centralization" category: to what level the solution makes
use of centralized trust. This can be the highest possible level, with the trust anchor being the IANA (which is
IANA level), a lower level with trust anchors being RIRs or LIRs, or of course no level of centralization at all.

Each solution also gets a final level of centralization, which can be one of the following:

• High: the solution is centralized at the IANA level.

• Medium: the solution is centralized at the RIR level.

• Low: the solution is centralized at a lower level than the RIR level.

• None: the solution is not centralized at all.

The taxonomy is presented in table 6.3. At first glance, one can see that most solutions are either completely
centralized with a trust anchor at the IANA or completely decentralized. Only the RPKI, BGPsec (because it
uses the RPKI) and psBGP are centralized at a level lower than the highest possible level. In the case of the
RPKI and BGPsec, that is only because the implementation allows for both IANA and RIR level centralization.
Also, if a solution is centralized, it uses a PKI. One solution that seemed to have some degree of centralization
without using a PKI was SPV, but upon closer inspection of the specification, the solution is at least heavily
implied to use one, and as such, I assume that it does use a PKI.

6.2.4. Benefits taxonomy
The final taxonomy that will be presented is the benefits taxonomy. This taxonomy estimates the added ben-
efit for an AS to deploy the security solution in several different scenarios of prior deployment. The goal of
the taxonomy is to estimate how well a solution performs in different scenarios of prior deployment. This is
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useful to investigate as we would ideally like a solution to provide substantial security benefits without relying
on other ASes having deployed the same solution already.

The different scenarios are meant to represent a sliding scale of prior deployment, and they are as follows:

• All other ASes have already deployed the solution. This represents the ideal scenario for deployment:
all the other ASes that make up the Internet have already deployed it. So, the expected benefit from your
AS deploying it would logically be the highest possible as the security-related data being sent between
ASes is received and processed properly. The solutions that would provide security against the highest
amount of threats would be the best in this scenario if cost is not taken into account.

• A uniformly random selection of 50% of all the other ASes have deployed the solution. This represents
a less-than-ideal deployment scenario and is intended to show which solutions offer incremental se-
curity and which do not. Incremental deployment is useful in security solutions as it is nigh impossible
to force every AS to adopt the same security solution at the same time.

• No other AS has deployed the solution. This scenario is the least ideal (and, at the same time, the
scenario closest to reality). It is intended to show which solutions offer any kind of security if only one
AS adopts them. Ideally, a security solution offers at least some security benefits to the deploying AS if
no other AS deploys it, as benefits of deploying a security solution would entirely depend on other ASes
also deploying it otherwise. That would be less than ideal as it would create a catch-22 situation, where
no AS deploys the security solution because no other AS has deployed it.

Similar to the cost estimate, the benefit estimate for each of the scenarios follows a discrete scale, with the
levels going from the highest possible level called Maximum, to High, to Medium, to Low, to None. As for the
levels, recall that there are four security features in the features taxonomy, those being origin authentication,
path authentication, BGP speaker authentication, and attribute verification. With these in mind, the benefit
per solution per scenario is estimated according to the following rules:

• Maximum: all four of these security features are present and work in all cases for this solution in this
deployment scenario.

• High: two to three of these security features are present and work in all cases for this solution in this
deployment scenario.

• Medium: one of these security features is present and works in all cases for this solution in this deploy-
ment scenario, or multiple security features are present but only partially work, and the parts sum up
to be at least one and less than two. For example: if both origin authentication and path authentication
are present, but they both only work at an estimated 50% effectiveness in the case of a random 50% of
all ASes deploying the solution, then these two parts sum up to be one.

• Low: one or more security features are present for this solution in this deployment scenario, but the
features only partially work, and the parts sum up to be less than one.

• None: no security features are present for this solution in this deployment scenario.

The taxonomy is presented in table 6.4. In general, if the solution offers incremental benefit to deployment
(soBGP does this for example and was specifically designed to do so, as well as a few others), then the secu-
rity benefit is expected to work 50% of the time if a uniformly random selection of 50% of all the ASes in the
Internet deploy it. The selection of ASes can impact the estimated benefit a lot, as one paper that criticised
S-BGP for requiring too much computational power to be feasible stated that only deploying it in twelve ASes
could protect half the Internet [94]. Furthermore, 85% of all the autonomous systems that make up the In-
ternet are stubs [74], which means that they are only connected to a provider. If a significant portion of these
is included, the estimated partial security benefit is logically lower. However, if we were to select a uniformly
random subset of 50% of all the ASes and average out the estimated security benefits over all the selections,
the average security benefit would be around 50% of the amount of benefit that full deployment would pro-
vide.

One important thing that stands out from this taxonomy is that no security solution offers any kind of protec-
tion if no other AS has adopted the security solution yet. This is a huge problem when considering practical
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All other ASes
adopted solution

50% of ASes
adopted solution

No other ASes
adopted solution

S-BGP High None None
soBGP High Medium None
psBGP High None None

IRV High Medium None
SPV High Low None

HC-BGP Medium None None
BGPCoin Medium Low None

RPKI Medium Low None
BGPSec High None None

KC-X High Low None

Table 6.4: The benefits taxonomy.

BGP security as mentioned before: why would an AS want to be an early adopter if there is no benefit for
the AS itself to be gained from doing so? Security solutions can be made to be incrementally deployable and
secure an AS against most if not all possible attacks, which is a reason to deploy a security solution. But the
fact that there is no security benefit for an AS to deploy the solution if it is the only AS to deploy it means that
there is no incentive for ASes to deploy security solutions on their own. It should be noted that the RPKI has
already alleviated this issue somewhat because it is already deployed on a small scale, but it also introduces
either a single point of failure for the entire Internet (if rooted at the IANA) or a single point of failure per
continent (if rooted at the RIRs), which is less than ideal.

6.3. What can we learn from the taxonomies?
There are two main things that can be learned from the taxonomies:

1. There is no BGP security solution that makes use of existing monitoring solutions, which is an area
that could be worthwhile to look into. These monitoring services could provide data from different
vantage points, which can aid in preventing attacks from affecting routing by detecting anomalies in
routes ahead of time and preventing the AS from taking those suspicious routes. This is not so much
prevention-based security but more detection-based security.

2. There is no BGP security solution that provides security benefits if only one AS deploys it. This is a huge
incentive barrier to the deployment of secure BGP, as ASes need incentives to protect their routing,
and only solutions that would provide security benefits if a single AS would adopt them would provide
this incentive, as the AS in question can adopt the solution to secure its traffic, staying ahead of its
competitors.

The second point can be extended to a general rule: there is not going to be a preventative BGP security
solution that provides a benefit if no other ASes adopt the solution because to verify prefix ownership, path
integrity, et cetera. BGP speakers need to exchange extra data with either one another directly (if the solution
is decentralized) or via a central authority (if the solution uses one). This extra data is not specified in the
existing BGP specification, even though there is room for doing so by expanding the attributes field.

This is an aspect of the problem in deploying preventative BGP security that has often been overlooked. Prior
work done on the subject has argued that the proposed solutions to secure BGP introduced too much com-
putational overhead, introduced a single point of failure, or that there were attacks possible that completely
circumvented the added security benefits. As seen in the related work, there have been publications that ar-
gue for BGP security deployment strategies, such as the one proposed by Gill et al. [74]. Still, these also do
not mention that security solutions need deployment incentives. Economic incentives are a big part of in-
centivizing users to deploy security solutions, as outlined by Alderson et al. [54]. Also, as has been mentioned
before, around 85% of the ASes in the Internet are stub ASes. These kinds of ASes are rarely attacked because
attackers are more incentivized to go after bigger ASes to make more impact, so the stub ASes have next to
no economic incentive to deploy secure BGP. Aside from economic incentives being important, governments
can also mandate the implementation of security solutions, as suggested by Murray et al. [115]. However,
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some governments benefit from BGP being as vulnerable as it is now. This is evidenced by the Pakistan Tele-
com incident of 2008. This means that government-mandated deployment cannot be trusted to work.

The fact that no security solution provides benefits if no other AS adopts the same solution is also some-
what backed up by the work of Chan et al. [64], which (as mentioned before) has shown that there is a cost
versus benefit threshold, where if the estimated benefit is higher than the estimated cost, almost all ASes in
the Internet will deploy the solution. In contrast, almost none of the ASes will deploy the solution if that is
not the case. The work of Chan et al., however, never mentioned this catch-22 situation being a problem.

Because preventative security lacks economic incentives to deploy it and governments cannot always be
trusted to order AS operators to deploy it in their country as they might have a stake in the protocol being
so vulnerable to these kinds of attacks, a different approach needs to be taken to secure BGP against attacks.
In information security, there are three types of security controls: preventative security controls, detective
security controls, and corrective (or, more commonly called, reactive) security controls [13]. The logical next
step would be to look at detective security controls, of which several have been proposed over the years. There
are pros and cons to moving away from preventative security to detective security, however:

Pros:

• ASes that deploy detective security would not have to rely on other ASes deploying detective security
as well, as detective security controls most likely do not need direct or indirect communication with
another AS to perform attack detection.

• Depending on the computational requirements for detective security, the deployment costs could be
quite low, with likely the only hardware necessity being a small server that reads BGP messages and
raises alarms when an attack is detected.

• Not all ASes would have to deploy the same detective security solution if the given solution does not
have to communicate with other ASes to work.

Cons:

• Perfect security would be a near impossibility when moving from preventative to detective security
controls. Detective security generally becomes better over time, due to more data being gathered and,
as such, more accurate detections being made. Still, there will always be false positives and false nega-
tives.

• Only detecting attacks would not be sufficient, as there still needs to be a way from preventing false
routing data from entering the routing database of a BGP speaker. Reactive security is, therefore, ideally
built into detective security.

As can be seen, there are more pros than cons. Also, while the cons mentioned are bad, the fact is that we
have the choice between no security if only one AS adopts a solution in the case of choosing preventative
measures, versus imperfect security if only one AS adopts a detection method. As such, it makes sense to
move away from preventative security and look at detective security from now on.

6.4. Conclusions on the analysis of BGP security solutions
As a small recap, the purpose of the taxonomy was to answer the second part of the second subquestion of
the research question, that subquestion being:

What are the security solutions that have been proposed to BGP, what kind of benefits do they provide,
and what can we learn from comparing them?

The first part has been answered by Chapter 4 already, which presented the various prevention-based BGP
security solutions. There have been several papers discussing reasons why none of the BGP security solutions
have been deployed on a large scale yet. These have arguments ranging from a lot of computational overhead
being introduced for little benefit, to attacks still being possible even with full deployment of the solutions, to
requiring a central authority for the whole Internet. One argument that has not been brought up that the tax-
onomy shows us is that there is no security incentive for ASes to be the first to deploy a security solution. As
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such, the question of "what kind of benefits do they provide, and what can we learn from comparing them?"
can be answered as follows:

Aside from protection against threats that are not considered as important enough anymore, additional
computational overhead or reliance on a central authority that some of these solutions introduce, there is
also the lack of a security incentive for ASes to deploy security solutions as there is no preventative solution
that provides security benefits without other ASes also deploying the same solution.



7
BGP detection algorithms

Because preventative BGP security creates a catch-22 for deployment, it is wise to transition away from con-
sidering preventative security to considering detective security. As such, it is important to take a look at the
detection algorithms that have already been developed. There have been many detection algorithms pro-
posed over the years, as summarized by, for example, Al-Musawi et al. [53] and Nicholes et al. [117]. These
kinds of detection algorithms range from anomaly detection techniques that also detect general link failures,
to detection algorithms specialized in finding BGP hijacks. This thesis will focus on the latter category. This
chapter shows several detection schemes that were developed to find BGP hijacks.

7.1. PGBGP
PGBGP is a protocol-preserving enhancement to BGP proposed by Karlin et al. in 2006 [88]. The algorithm
that the enhancement introduces focuses on detecting (sub)prefix hijacks and the idea behind it is that un-
familiar routes are to be treated with caution before being adopted: if a route is never seen before, then the
BGP speaker should wait some time before choosing it as it could be a malicious route.

The way the algorithm works is as follows: because the algorithm needs to know which routes can be consid-
ered normal, it first creates a history of known origins for each prefix from both the router’s RIB and history of
updates. This continues for h amount of days, where h can be specified by the user. This means that during
initialization, all updates in the first h days are accepted. After the initialization is over, suspicious routes
are quarantined for s amount of days, where s is also specified by the user. A route is suspicious if the prefix
advertised has a different origin, and if none of the (recently seen) origins can be found on the route. Finally,
the algorithm removes stale data from its database, and as such, PGBGP removes known origins for a prefix
if these origins have not appeared in the router’s RIB in the last h days. If no mention of the prefix is found
in the RIB in the last h days, the entire prefix is removed. Quarantining suspicious updates for any amount of
time does limit the dynamic update capability of Internet routes, however, and AS operators that want to use
this scheme need to take this into account.

From the description of how the algorithm works, it is clear that PGBGP only requires a user to set two dif-
ferent parameters, h and s. Both parameters should not be too short or too long. The authors suggest that s
should be set to one day, while h should be set to ten days.

Preventing prefix hijacks is done by giving suspicious routes the lowest possible preference when forward-
ing them to the selection procedure. Preventing subprefix hijacks is more complicated as the router has no
normal routes to the subprefix to compare the abnormal route to. The algorithm approaches this problem by
forwarding packets using the route for the larger prefix. When possible, the superprefix route selected should
lead to a neighbouring AS that has not announced the subprefix, as this AS can redirect data packets along
the suspicious path anyway if there is no control mechanism in place to stop it.

The authors have tested the algorithm using a BGP simulator called BSIM [86]. Unfortunately, it seems that
BSIM is no longer online as of 2020. The simulations show that, for exact prefix hijacks, PGBGP can protect

67
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most ASes from them if only a small fraction of ASes, mainly core ASes (ASes that are connected to a lot of
other ASes), use the enhancement. This is because these core ASes deploying the enhancement can detect
false routes and ignore them, preventing the spread of these routes to other ASes. To identify subprefix hijacks
on the same level of effectiveness as preventing prefix hijacks, more ASes need to deploy the enhancement.

To save time for network operators to manually go over all suspicious routes and determine for each route
if it is suspicious or not, the authors present a prototype system called the Internet Alert Registry or IAR for
short. It is an opt-in service where network operators can submit their email address and the ASN’s that they
wish to monitor. In the case of a hijack happening where either the instigating or victim AS is identified by
the ASN which is in the set of ASN’s that the operator wishes to monitor, the operator gets an email informing
them that the AS with the given ASN is either the victim or the perpetrator of an attack. The authors have also
implemented a proof-of-concept IAR [87], but just as with BSIM, that is no longer online as well.

7.2. PHAS
The Prefix Hijack Alert System, or PHAS for short, is a system developed by Lad et al. and was first pre-
sented in 2006 [99]. The approach outlined by the authors is to examine BGP routing data collected from
BGP collectors such as RouteViews or RIPE and provide real-time notifications of any potential prefix hijacks
happening. Detection of prefix hijacks is done by defining an origin set for each prefix and tracking changes
in this set. The origin set OSET (P, t ) is defined as the union of all the AS numbers of ASes that originate the
prefix P at time t , where the origin of P is defined as the last ASN in the route that a router Mi has announced:
OSET (P, t ) =∪N

i=1or i g i n(Mi ,P, t ).

The system itself consists of four components: user registration, origin set monitoring, notification trans-
mission, and the local notification filter. Figure 7.1 shows how these components are connected.

Figure 7.1: a schematic overview of PHAS. Source: Lad et al., 2006.

The functionality for each of these components is as follows:

1. User registration: prefix owners that are interested in using the system as a service need to register their
prefix with the PHAS server and provide one or several contact email addresses as well as a password.
Any changes to the account require the user to provide their email address as well as their password.

2. Origin set monitoring: PHAS maintains an origin set for each registered prefix. If there is a change to
this set, an origin event is generated and forwarded to the notification transmission system.

3. Notification transmission: this is the system that takes origin events from the origin set monitoring
system and decides whether or not the origin event warrants notification to be sent to the prefix owner.
This is harder than translating the origin event into a message that can be read, as this system also
needs to decide which of the email addresses the notification is going to be sent.
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4. Local notification filter: checks whether or not an origin event should be sent to the network operator.
Network administrators can even provide their filters not to get emails when a legitimate origin event
happens, such as a transfer of prefix from one AS to another.

The authors propose two ways to detect origin set changes. The first one is instantaneous origin change.
This approach involves gathering data on prefix origins from one of several BGP monitoring services, and
checking if there is a change between OSET (P, t ,k) and OSET (P, t − 1,k). If there is a change, then an ori-
gin event occurs where additional and removed origin ASN’s are included, as well as the complete current
origin set. The second way is the windowed origin change. This method introduces the notion of the win-
dowed origin set OSET (P, t ,k), which is the set of all origins for P that were observed by at least one router
Mi during the time [t −k, t ]. Formally, OSET (P, t ,k) can be defined as OSET (P, t ,k) = ∪N

i=1or i g i n(Mi ,P, t ,k),
and or i g i n(Mi ,P, t ,k) can be defined as or i g i n(Mi ,P, t ,k) =∪t

i=t−k or i g i n(Mi ,P, t ). This approach provides
a continuously moving window for monitoring the origins of P . Similarly, it sends origin events to the first
approach, but this time around when OSET (P, t ,k) is not equal to OSET (P, t −1,k). Introducing a sliding win-
dow reduces the number of repeated origin events but delays the notification of origin-loss events. Because
of this, the authors propose an adaptive window size per prefix, starting at one hour, which becomes larger
as more notifications come in but also decreases exponentially over time. This one-hour window size does
mean that PHAS does not provide real-time detection.

The authors propose several extensions to the system. The first one is to classify prefixes as one of three
cases:

1. False origin, which is the standard case.

2. False last hop, where the last hop in the path can be deemed invalid since the prefix owner’s AS knows
its immediate neighbours.

3. Covered prefix hijack, also known as the subprefix hijack.

For the latter two cases, other extensions need to be made to the system to be able to detect these hijacks.
In the case of detecting false last hops, the system could create the last-hop set LHSET (A) as the set of last
hops for the AS A, and send notifications in the case that a new last hop is detected. In the case of detecting
covered prefix hijacks (or subprefix hijacks), the system can be adapted to check if the prefix announced is a
more specific version of a different prefix owned by a different AS.

7.3. Zheng-Ji-Pei-Wang-Francis
Zheng et al. proposed a light-weight service-based scheme for real-time detection of IP prefix hijacks in 2007
[158]. This scheme has no explicit name. As such, it is referred to by the combination of the last names of
the authors. In this scheme, several vantage points throughout the world monitor BGP data, and the scheme
makes use of two techniques to detect prefix hijacks: network location change detection and path disagree-
ment detection. The first of these techniques makes use of the fact that IP prefix assignment on the Internet
is on a long-term basis, and as such, the network distance between two points is likely to remain constant
over long periods. In the case of a prefix hijack happening, there is a high chance that the hijacking AS and
the victim AS are not close by. As such, the network distance varies significantly. The second technique is
intended to be used in conjunction with the first one. This technique makes use of a reference point along
the path from the monitor to the monitored prefix, which should be close to the monitored prefix but still
fall outside of its AS. Because of topological closeness, legitimate changes should affect the route from both
the monitor to the target prefix and the route from the monitor to the reference point. If these paths are very
different, then it is likely that a prefix hijack has occurred. Figure 7.2 shows the most likely difference between
a legitimate route change and prefix hijacking.
The detection scheme itself consists of three basic steps:

1. For each target prefix, several monitors are selected from the set of candidate monitors.

2. Each selected monitor periodically measures the network distance to each of its target prefixes to po-
tentially detect significant alterations in hop counts.

3. If a significant change is detected, then the monitor will measure the disagreement between the path
to the target prefix and the path to the reference point. This disagreement of paths is measured by the
amount of different ASN’s on the same location, relative to the length of the path.
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Figure 7.2: the different situations using reference points as described in the scheme. The top image shows normal behaviour. The
middle image shows legitimate route changes, where the path from monitor to target prefix is still mostly the same as the path from the
monitor to the reference point. The bottom image shows what happens in the case of a hijack. In this case, the paths from monitor to
reference point is entirely different from the path from the monitor to the prefix. Source: Zheng et al., 2007.

For the first step, the candidate monitor set is initially the set of all the monitors that the proposed service has
set up around the world. In general, the subset of selected monitors should each be in different geographical
regions. The authors suggest modelling the selection of monitors per target prefix as a hierarchical clustering
problem, where the initial amount of M clusters/monitors is reduced to m clusters by merging two clusters
with the largest correlation between them until only m clusters remain, and then selecting a random monitor
from each of the m clusters.

The second step makes use of a detection algorithm that falls into the category of change-point detection
algorithms. Because the hop count generally remains stable and any change happening to it is all of a sud-
den, the simplest time-series change detection method is chosen: a moving average with a fixed-size sliding
window. The technique makes use of two fixed-size sliding windows W1 and W2, with the first of them being
used for the past average hop count and the second being used to smooth out significant noise. Therefore the
window for the first should be greater than the second. The authors suggest using size 12 for the first window
and size 10 for the second. If the relative difference between these two moving averages is big, then it is very
likely that a prefix hijack has occurred.

The third step involves measuring the similarity between paths. Because the method is data plane-based and
only gets traceroutes instead of BGP paths (which belong to the control plane), these traceroutes have to be
converted to AS number routes first. This can be done using websites such as the by-the-authors-suggested
iPlane [48]. The similarity of two paths with the same origin is defined as follows: given two paths P1 and P2

where P1 is longer than or of equal length to P2, define P ′
1 as the same path as P1 but of the same length as P2

with the other AS numbers at the end of the path cut out. Then, calculate the Hamming distance d between
P ′

1 and P2. This distance is the amount of AS numbers that are the same and at the same location in the path.

Then, given d and the length of P2 as l , the similarity can be calculated as follows: s = 1− d
l . If this similarity

is very low, then it is likely that a hijack has occurred.
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7.4. iSPY
iSPY is a prefix hijack detection algorithm proposed by Zhang et al. in 2008 [155]. The detection system is
designed with the following critical requirements in mind: it must provide real-time detection, it must be ac-
curate, it must be light-weight and not introduce a lot of computational overhead, it must be easy to deploy, it
must provide the prefix owner an incentive to deploy it, and it must be able to notify the victim of the hijacked
prefix.

The design of the scheme exploits one essential characteristic of prefix hijacks, and that is that they always
pollute a significant portion of the ASes that make up the Internet. As such, during a hijack, probes that are
initiated from the victim are expected not to be able to get to their destination, because they will go from the
victim to the probed destination to the attacker, as the attacker claims to own the prefix of the victim. This
affection of a significant portion of the Internet is what can be used to determine the difference between hi-
jacking and link failure. To do this, the reachability of the Internet for the prefix owner is recorded through
the use of a set of paths called victim paths or vPaths. An example of how these vPaths are created from a
topology can be seen in figure 7.3.

Figure 7.3: examples of the vPath before and after a prefix hijack has polluted a part of the Internet. In this image, AS 7 is the probing
AS and AS 10 the attacking AS. Probes launched from AS 7 that reach an AS that is polluted by the hijack of AS 10 will receive the probe,
but instead of sending a reply back to AS 7, they will send it to AS 10 as that AS now claims to own the prefix of AS 7. This image also
introduces the notion of cuts in the vPaths, which will be explained shortly. Source: Zhang et al., 2008.

These victim paths are then used for hijack detection by constantly probing to all transit ASes from the cur-
rent AS, creating snapshots of the reachability of the current Internet as seen from the perspective of the prefix
owner, and comparing it with an old reachability snapshot. If there is a significant difference in reachability,
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then there might be a prefix hijack happening. To measure differences in reachability, the notion of a cut in
the vPath is introduced. If not all of the ASes in the old snapshot are reachable in the new one, then the links
where the begin points are the last ASes that the traceroute obtained a reply from are considered the cut. For
example, using figure 7.3, we define the set of links (1,5), (2,6) and (4,10) as the cut, as 1, 2 and 4 are the last
ASes that AS 7 (the probing AS) got a reply from.

Considering the authors wanted to exploit the fact that, in the case of a prefix hijack, there is always a sig-
nificant portion of the Internet affected, the size of the cut (which is the number of links in the set) can be
used as a distinguishing feature, or a signature of a prefix hijack happening. If the size of the cut is large, a
prefix hijack is most likely the culprit. If the size is small, then it could be a hijack, but it is more likely that
it is a link failure or something else, but not necessarily an attack. The authors justify this line of reasoning
by simulating prefix hijacks on a realistic AS-level Internet topology and then measuring the sizes of the cuts
created when an attack is executed. From these simulations, they have found that over 99% of prefix hijacks
resulted in a cut size of more than 20. While this is a good result on its own to find a discriminatory feature for
detecting whether or not a prefix hijack occurs, link failures are not simulated. As such, no comparison can
be made between cut sizes for prefix hijacks and cut sizes for link failures.

7.5. Hu-Mao
Hu and Mao proposed a scheme for IP prefix hijacking in 2007 [83]. As this scheme also has no specified
name, I have decided to call it Hu-Mao after the authors of the paper presenting it. The authors base their
scheme on an attacker model for IP prefix hijacking, which consists of several possible attacks:

1. Prefix hijack: the most direct way of hijacking a prefix, by claiming false ownership of a prefix that be-
longs to a different AS. This can be detected by using different vantage points to see if one or several
different ASes originate the same prefix, called a multiple origin AS (MOAS) conflict. There are legiti-
mate reasons for such a conflict to exist, however, and these should be taken into account.

2. Hijacking a prefix and its AS: this attack involves attackers in a certain AS changing routes, so that part
of the traffic to the victim AS is redirected through them to their legitimate destination. Filtering these
routes requires the router to have an accurate view of the BGP topology.

3. Hijacking a subnet of a prefix: standard subprefix hijacking. These can be detected by extending the
definition of MOAS conflicts to subMOAS conflicts, by including origin conflicts which involve subnet-
works of a prefix.

4. Hijacking a subnet and its AS: this type is a combination of attack 2 and attack 3, and combines the
advantages of both to avoid both types of conflicts.

5. Hijacking on a legit path: this involves violating the rule of forwarding traffic. The authors do not focus
on this kind of attack.

The detection algorithm focuses on detecting the first four of these attacks by use of data-plane properties of
the network. There are four different methods used in detection, those being the fingerprinting techniques,
techniques based on inter-AS relationships, the reflect-scan, and customer-provider checks. Because this
scheme uses several different techniques, whereas others used only one or two techniques, and because the
techniques used require various data sources, I have decided to split this section up into several different
subsections for clarity, describing the techniques used and how detection is finally performed.

7.5.1. Fingerprinting techniques
The consistency of the destination network is a major factor in the successful detection of hijacks, and as
such, fingerprinting methods are used in the scheme. The authors discuss four different types of fingerprint-
ing techniques in the paper. While using each of them individually cannot guarantee being able to distinguish
two different machines, when one combines this data, it can significantly reduce the false positives and neg-
atives:

1. Host OS properties: attackers are unlikely to use a similar OS, and even less likely to have their OSes set
up the same way.
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2. IP ID probing: the IP header requires a 16-bit identifier field, which is designed to be unique for each IP
datagram. The authors use this method to verify whether two machines are the same by sending probe
packets: if the IP ID is incremented, then the machines are the same, and if not, then they are not the
same. This technique is based on the work of Bellovin et al. for counting hosts behind a NAT [59].

3. TCP timestamp probing: the TCP timestamp of two machines is probed to see if they are the same. If
the timestamp is relatively similar, then they are most likely the same machine. If not, then they are
most likely different. This is roughly the same as IP ID probing.

4. ICMP timestamp probing: sending ICMP timestamp requests to two different machines is likely go-
ing to result in two different results, whereas if they are the same machine, then the results should be
similar.

7.5.2. Techniques based on inter-AS relationships
Aside from these techniques, three other techniques are used based on inter-AS relationships:

1. Edge popularity: the popularity of links between ASes is measured and used as an indicator of whether
or not a link is valid. Brand new links are more likely to be fake links than links that have been seen a
few times already.

2. Geographic constraint: if one observed link between two ASes connects two ASes that are geographi-
cally very far away, then that link is likely fake (note that this does not necessarily have to be the case;
for example, AS1103 is a Dutch AS which is directly connected to AS6461, an American AS [2])

3. Relationship constraint: using the work of Gao et al. on inferring AS relationships [70], the scheme
infers inter-AS relationships and detects obvious violations of these relationships, indicating fake AS
links.

7.5.3. Customer-provider checks
This check operates on the assumption that providers will never intentionally hijack their customers’ routes,
as this can only hurt them financially. The check is explained in the extended version of the paper of the
authors [82], and is based on the valley-free routing principle [71]: edges appearing before the tier-1 ASes
in the path are edges from customer to provider, and edges appearing after tier-1 ASes are all provider-to-
customer. Tier-1 ASes are easy to identify because they have no providers.

7.5.4. Reflect-scan
The final technique that the scheme uses is the reflect-scan technique. This technique is based on the TCP
Idlescan technique, and similar to IP ID fingerprinting, it makes use of predictable IP ID incrementing when
packets are sent to a victim AS. The process is displayed in figure 7.4, and is as follows:

1. The probing host H0 will first send probe packets to a host H1 of a subnet P ′ of a prefix P and record
the IP ID received.

2. Then, H0 will send a SYN packet with the IP address of H1 as the source to host H2, which owns prefix
P .

3. Then, H1 will communicate back and forth with H2.

4. Finally, H0 will communicate with H1 again. If H1 has only incremented its IP ID once, then the message
that was supposedly between H1 and H2 has never reached H1, indicating a subprefix hijack.

7.5.5. Detection of hijacks
Detection of the different hijacks is done by using several different techniques. Table 7.1 displays an overview
of the techniques used per possible attack. The reflect-scan is used in subprefix hijack detection because
it was made for that purpose, whereas normal prefix hijack detection can be done using the fingerprinting
methods.

Besides this, the authors present the system architecture that they have in mind for the implementation
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Figure 7.4: a schematic overview of the reflect-scan technique. The top image represents the situation where a hijack has occurred, while
the bottom image represents normal behaviour. Source: Hu et al., 2006.

of this scheme. This scheme consists of three parts: the monitoring module (which collects and processes
BGP updates in real-time and classifies updates into either valid updates or anomalous updates), the probing
module (which takes processed input from the monitor module and selects appropriate probing techniques),
and the detection module (which analyses and compares the results from the probing module to determine
whether or not it is a hijack). Figure 7.5 gives an overview of the proposed system architecture. BGP updates
enter the system and get classified using the described techniques to determine whether or not a hijack has
taken place. If a subnet hijack has likely taken place, then the probing modules are used to make sure that
such a hijack has taken place.

7.6. Argus
Argus is a system for prefix hijack detection proposed by Xiang et al. in 2011 [146]. The system consists of
three modules: the Anomaly Monitoring Module (AMM), the Hijacking Identification Module (HIM), and the
Live-IP Collection Module (LCM). An overview of the architecture is shown in figure 7.6.

AS not hijacked AS hijacked

Prefix Fingerprint-based checks
Fingerprint-based checks,

inter-AS relationship checks

Subprefix
Customer-provider checks,

reflect-scan
Inter-AS relationship checks,

reflect-scan

Table 7.1: overview of the techniques used to detect each of the different attacks.
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Figure 7.5: a graphical overview of how Hu-Mao is to be implemented. Source: Hu et al., 2006.

The AMM collects live updates from BGPmon [149] and uses it to check whether or not the update is anoma-
lous. One thing to note is that BGPmon can alert network operators to prefix hijacks already, as that is a
feature of BGPmon [6]. The authors of the paper detailing Argus do not seem to make use of this feature of
BGPmon, and it is not completely clear why. One reason for this might be that the AMM in Argus distin-
guishes several anomalies, whereas BGPmon only reports prefix hijacks. The AMM discovers three types of
anomalies:

1. Origin anomaly: the origin AS of a received path is anomalous, indicating a false origin.

2. Neighbour anomaly: an adjacent pair of ASes in the path is anomalous, indicating a false link.

3. Policy anomaly: an adjacent AS triple in the path is anomalous, indicating a breach of policy. The
system does not care for the specific breach of policy.

An anomaly is defined as either an origin, a path AS pair, or a path AS triple not having appeared in the rout-
ing information database before. To assist the AMM, Argus also makes use of the LCM to gather recent live
IPs in every routable prefix. This collects IP addresses by collecting every valid IP address x.x.x.1 in a prefix
(for example: if the prefix is 123.123.128.0/23, then the set of every valid IP address x.x.x.1 in the prefix is the
set containing 123.123.128.1 and 123.123.129.1), as well as the IP addresses from the traceroute paths in the
iPlane daily result. If there is both a prefix abnormality and there are live IP addresses in that prefix, then there
is most likely a hijack happening.

When the AMM detects an anomaly, Argus will use the HIM to activate the identification process to clas-
sify that anomaly. It will then launch both control plane and data plane probing mechanisms. Control plane
based methods are real-time and contain a lot more information than data plane based methods, while data
plane based methods are more accurate. This is because control plane based methods have trouble dealing
with legitimate changes in network topology, while data plane based methods need to probe a large number
of network continuously and as such introduce a lot more overhead.

Control plane probing is done by querying the control plane using m threads called C-threads, which contin-
uously gather BGP routes for prefix P . In second t after an anomaly occurred, all m C-threads will construct
one vector called Ct = {ct , j |1 ≤ j ≤ m}, with ct , j being 0 if the best BGP route rt , j for P in the j -th eye at
time t contains the anomaly, and 1 if it does not. Data plane probing is done at the same time and uses m
threads called D-threads. These will be used to construct a vector D t = {dt , j |1 ≤ j ≤ m}, with dt , j being 1 if the
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Figure 7.6: overview of the architecture of Argus. Source: Xiang et al., 2011.

probe to P got a reply, and 0 otherwise. Afterwards, the correlation between the two vectors is calculated. If
both vectors are positively correlated, then that means that there is a correlation between routes containing
an anomaly and no reply from the probe being received. This correlation indicates a possible prefix hijack.
As such, the correlation coefficient Ft between them is calculated as follows, using E(Ct ) and E(D t ) as the
averages of Ct and D t respectively:

Ft =
∑m

j=1(ct , j −E(Ct ))(dt , j −E(D t ))√∑m
j=1(ct , j −E(Ct ))2 ×∑m

j=1(dt , j −E(D t ))2

If this correlation coefficient is sufficiently high, then that is a strong indication of a prefix hijack. The authors
suggest a threshold µ of 0.6, with a higher threshold achieving a lower false-positive rate but a higher false-
negative rate. In general, in the field of cybersecurity, we want the false-positive rate and the false-negative
rate to be balanced, as our security needs to do its job without warranting too many unnecessary investiga-
tions due to false positives.

7.7. ARTEMIS
ARTEMIS is a recently suggested detection system, proposed by Sermpezis et al. in 2018 [131]. It is a control-
plane based monitoring system that makes use of two observations: the fact that BGP monitoring is far more
advanced compared to the time when previous solutions for hijack detection were developed, and the system
shifts from a third-party service to a first-party self-deployed system.

ARTEMIS collects BGP data from several sources. These sources are BGPmon [149], RIPE’s Route Information
System (RIS) [38] and RouteViews [128]. The system itself can run locally and, as such, enables the detection
of hijacking events for its prefixes. Aside from the incoming BGP data, it also uses a local configuration file
with information on the prefixes that are owned by the network. This information includes lists of owned
ASns and prefixes, ASNs of neighbouring ASes, and local routing policies. This file can be updated automati-
cally, which considering the changing nature of the Internet topology at the AS level, is beneficial.

To detect a subprefix hijack, the network operator stores all owned and announced prefixes in its local con-
figuration file. In case of a subprefix hijack happening, the BGP messages used for the hijack attempt are
seen by the monitoring services. Then ARTEMIS can immediately classify them as a hijack because the prefix
owner did not announce this subprefix, making detection trivial as the configuration file does not contain
an announcement for this subprefix. For detecting exact prefix hijacking, we first need to introduce the two
different cases with regards to hijacking: type-0 prefix hijacking and type-n prefix hijacking:
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• Type-0 prefix hijacking: a hijacking AS ASx claims to own a prefix which is owned by a different AS.

• Type-n prefix hijacking: a hijacking AS ASx alters the path to a prefix that it attempts to hack by insert-
ing itself into the path to the prefix, creating a fake link. Here, the position of the rightmost fake link
determines the number to replace n: if the normal path is (AS4, AS3, AS2, AS1) with AS1 being the legit-
imate owner of the prefix, then the path (AS4, AS3, AS2, ASx , AS1) would be a type-1 prefix hijack, while
(AS4, ASx , AS3, AS2, AS1) would be a type-3 prefix hijack. Being able to detect this is useful for being able
to detect path altering attacks.

Type-0 and type-1 prefix hijacks are trivially easy to detect using this scheme, as the configuration file contains
not only the origin ASNs per-prefix but also a list of neighbour ASNs per prefix. Detecting type-n attacks
where n ≥ 2 is harder. For this type of detection, ARTEMIS stores locally a list of previously verified AS links, a
list of AS links obtained from the monitors, and another one obtained from the BGP speaking routers in the
network. Due to the shifting nature of Internet topology, these need to be updated constantly because not
doing so would result in them having stale information. As such, the authors suggest using 10-month sliding
windows of historical data. The detection algorithm is then triggered when a path is received with an AS link
in it that has not been seen before. The downside of using this approach is that checking whether or not a link
has been observed previously can result in a lot of false positives. Because of this, the authors have suggested
two additional rules to check for before labelling an AS link as suspicious:

• Bi-directionality: if an AS link from AS X to AS Y has never been seen before, then verify if the reverse
link, from AS Y to AS X, has been observed by this AS. If that also has never been observed, then the link
is suspicious.

• Left AS intersection: if a reverse link from AS Y to AS X has been observed, then another check has to be
performed: define P ol d as the set of all the paths containing this link: P ol d = {P |P = (LP , ASY , ASX ,RP )},
with LP and RP being path segments at the left and the right side of the reverse link respectively. Then,
define Lol d as Lol d = {LP |P ∈ P ol d }. Calculate the intersection of all these path segments. If the inter-
section is not an empty set and at least one AS in this intersection also appears on the left side of the
path with the reverse link, then it is classified as a suspicious reverse link. If not, then it is classified as
a legitimate link.

ARTEMIS also provides a mitigation approach. The detection module provides for each detected event the af-
fected prefixes, the type of hijacking event, the observed impact, the ASNs of the ASes that were involved, and
the reliability of the detection. The mitigation techniques proposed by the authors are self-operated mitiga-
tion with prefix deaggregation and outsourcing mitigation with MOAS announcements. The first one involves
announcing deaggregating the owned prefix and announcing more specific versions of the prefix, effectively
performing a counter-subprefix hijack. The second one is based on DDoS mitigation services and involves
a third party announcing the hijacked prefix, attracting traffic from parts of the Internet, and tunnelling it to
the original host. This approach to risk management is one that I have not seen before in BGP security; in risk
management, there are four general ways to manage risk [57]:

1. Avoiding risk altogether.

2. Reducing risk.

3. Accepting risk.

4. Transferring risk.

Preventative BGP security tends to fall into the first category as it attempts to eliminate most or all sources
of risk in BGP. Detective BGP security tends to fall in the second category, as detection tends to be imperfect,
and misclassifications can happen. This approach falls into the final category because the risk of an attack
happening has been transferred to a third party which channels information back to the AS.

The authors use BGP simulations to measure how well outsourcing performs as a mitigation measure. These
simulations show that outsourcing to one or more organizations is very effective in mitigating the impact of
hijacking, reducing the impact of a hijack to a prefix owner by at least a third for type-0 and type-1 prefix
hijacks if it is outsourced to just one randomly selected organization. The traffic is then sent from the other
organization to the original host.
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7.8. aPHD
Zhang et al. proposed a prefix hijack detection method called aPHD fairly recently, in September 2019 [153].
This method takes inspiration from how the human immune system works. Researchers have simulated this
immune system and created the artificial immune system (AIS) [152]. This prefix hijack detection scheme is
similar to AIS in that it is made up of many independent objects and that the goal is to secure the system by
detecting intrusions. The design goals of this system are to have low computational overhead, high accuracy,
and a low error rate.

aPHD trains its detectors on BGP data in a process called evidence collection and uses it in an immune model
for prefix hijack detection. This evidence collection gathers both UPDATE messages and events. From the
UPDATE messages, it extracts information such as the prefix, the prefix length, and route attributes. These
are then combined to form a binary string, and these binary strings are added to a set called the antigen set
Ag . For the event gathering, the system crawls the BGPstream Twitter page for attack events. The system then
gathers the same info as it does from the UPDATE messages, and also transforms it into a binary string. These
binary strings are also combined into a set.

Given the definition of the antigen set, the immune model works as follows: define two sets Sel f and Nonsel f ,
which is a partition of Ag into two sets: Sel f ∩Nonsel f =;,Sel f ∪Nonsel f = Ag . Sel f changes over time,
removing bitstrings that have not been used as often while adding new ones.

There is also a set of detectors D used as antibodies, which are randomly generated bitstrings with a period,
age, and count. The set of detectors D is then split into the set of immature detectors I , mature detectors M ,
and memory detectors E . These sets also change over time, with immature detectors evolving into mature
detectors if they are not matched to a bitstring in Sel f during the tolerance period, screened out during self-
tolerance, and new immature detectors being randomly generated. The self-tolerance function is as follows:
ft (I ) = I − {d |d ∈ I ∧∃x ∈ Sel f ∧ fm(d , x) = 1}, with fm(d , x) being the matching function which returns 1
if a string of at least r bits is shared between the two inputs, with r being a matching threshold. Removing
these immature detectors that match with strings in Sel f should decrease the false positive rate, as will be
explained shortly. Mature detectors change over time by immature detectors maturing into mature ones, cre-
ating new mature detectors, while old ones die due to reaching their maximum age or change into memory
detectors as a certain count is reached. E dynamically evolves by adding new strings from M and deleting
strings that have been matched with Nonsel f .

The attack detection flowchart using this scheme is shown in figure 7.7. From the flowchart, we can see
that, if memory or mature detectors detect prefix hijacking attacks because the memory detectors or mature
detectors match with bitstrings corresponding to UPDATE messages corresponding to these types of attacks.
There is no alarm triggered when a bitstring is matched with an immature detector because these detectors
are randomly generated and as such would not be the best indication of a prefix hijack happening.

Figure 7.7: the attack detection flowchart used in aPHD. Source: Zhang et al., 2019.
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BGP detection algorithm analysis

Several detection schemes have been presented in Chapter 7. To see what they have in common and how
they could be improved to provide a new step forward for BGP security, a new taxonomy focussing on de-
tection algorithms and their features should be made. Also, a list of ideal requirements should be made to
guide future research on BGP detection techniques. The goal of this chapter is to answer the third research
subquestion: what can be done in the future of BGP security?

8.1. Approach
The approach to compare BGP detection algorithms is similar to the approach used to compare security so-
lutions: once again, I create taxonomies that compare the detection algorithms based on several criteria, and
get some insight into which ones are better for deployment in the real world and how they could be improved
even further.

There has been some prior academic work on creating taxonomies for BGP detection algorithms. However,
there is less prior work compared to work done on the topic of comparing BGP security solutions, which
means that these categories are more improvised. This improvisation means that the categories are based
more on logic and what follows from the papers describing the different detection algorithms, rather than
what has been done already in comparing this kind of BGP security. The lack of more prior academic work
can most likely be attributed to BGP detection being relatively new. Musawi et al. published a survey in 2016
comparing several BGP anomaly detection techniques [116]. This survey also includes detection algorithms
that focus not specifically on BGP attacks, but on general anomalies happening in Internet routing as well,
such as link failures. This thesis focuses exclusively on the detection of BGP attacks. The classification does
provide some basis for the taxonomy presented in this thesis, but it has the following shortcomings:

• It lists the different data sources that the different detection schemes use but does not compare meth-
ods based on the different data sources that they use. Using different kinds of data sources can result in
more accurate classification at the cost of some additional computational overhead. The different data
sources are also very specific instead of grouped into a general category. That makes comparing them
even harder.

• It compares methods on which plane(s) the detection schemes use(s) but does not mention that using
either one of them has benefits and drawbacks, as mentioned in the paper presenting Argus [146]. A
"plane" is a conceptual model in network engineering that intends to divide different kinds of networking-
related tasks [37]. The data plane is responsible for handling data that passes through your network,
like packets that are sent and received. The control plane sets policies for how the packets traverse the
data plane, and as such, contains routing information. So control plane-related information would be
information regarding routing, such as stored routes and BGP updates. In contrast, data plane-related
information would be information regarding the reachability of a certain host, such as network probe
results.

• The authors state that no detection scheme has all the features that they consider ideal, and as such,
no detection scheme is perfect right now. Thus they conclude that more work needs to be done on the
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subject of BGP hijack detection. That is not a shortcoming on its own, but the authors do not mention
the possibility of combining parts of two or more detection schemes into one detection scheme that
has all or most of the ideal properties. They mention that something brand new has to be developed,
effectively throwing a lot of research out of the window instead of looking at what has been done and
trying to find something that can be useful.

The goal of the taxonomies in this chapter is to find out if there is a possibility of a combination detection
scheme being able to achieve a set of ideal properties. Instead of concluding that no detection scheme is
perfect and that a new one has to be made, I want to look at what has been done already, just like with the
preventative security solutions. Sriram et al. suggested something similar in 2009 [136]. They suggested to
enhance PGBGP with security enhancements that are based on registry (e.g. RIR, LIR, etc.) improvements
[132]. The paper is quite old however and many new detection schemes have been developed, so it is worth-
while to see if there is an even better combination possible. The goal here is to see how existing research can
be put to better use. To do so, the taxonomy is designed to compare not only detection schemes on what kind
of methods they use but also the different kinds of data that they use to perform their detection.

The main difference between this approach and the approach developed for preventative BGP security is
that there is no taxonomy detailing whether or not a detection scheme detects different kinds of attacks. The
reason for this is as follows: the BGP detection algorithms discussed exclusively focus on the detection of
(sub)prefix hijacks. Some of the schemes have elements that could potentially be used for detecting false
path altering, but no scheme provides this detection. As such, it would not make sense to compare detection
schemes on what kind of attacks they detect, because they are all designed to detect the same kind of attacks.

8.2. What requirements would a combination scheme ideally fulfill?
No detection algorithm currently is perfect, but considering what is beneficial to a detection algorithm for
proper functioning and what is hindering, a good detection algorithm would satisfy some requirements.
These "must have" requirements are based on the current best properties of the discussed detection schemes,
as well as on preventing problems that have been witnessed in the proposal of prevention-based BGP security
solutions. The requirements are:

• The detection scheme makes use of both data plane-based and control based methods to perform
detection. The paper describing Argus states that using methods that gather information from both
planes is ideal because data plane methods are more accurate while control plane methods are real-
time [146].

• The detection scheme needs to be able to run on its own in the AS, instead of it being deployed as a
service. If the detection scheme were to be deployed as a service that network operators could register
their AS to, then it would lead to a reliance on a service being online to function. That would, in turn,
create a similar single-point-of-failure problem that using a PKI would create for prevention-based
security solutions.

• The detection scheme should only use a historic window of the most recent data due to the changing
nature of Internet topology. Data regarding which ASes own which prefixes that was true five years ago
might not be true anymore, because of (for example) prefix transfers. Recent data is defined in this
context as BGP data from up to a year ago. The reasoning for this cut-off point is that the detection
schemes that suggest using a sliding window of data suggest having a sliding window size of up to a
year.

• The detection scheme does not solely rely on an external BGP feed to function. It can use an external
feed to increase the accuracy of its detections, but it should be able to function without one as well. Re-
lying on an external data source would create the same problems that deploying the detection scheme
as a service would. It would create a single point of failure.

• The detection scheme uses as many different data sources and techniques as possible without any re-
dundancy in the data or techniques used. Using multiple data sources and techniques tends to lead
to more accurate classification at the cost of some processing power. However, having to process re-
dundant data or executing redundant processes generally introduces unnecessary computational over-
head. Delays in classification due to using more data or processes should also be taken into account,
but most delays can be solved by using faster hardware.
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In addition to these requirements, there are some other "should have" requirements that a combination
scheme should ideally fulfill, but the taxonomies will not include these factors in comparing the presented
detection algorithms because the data is not available or the property is out of scope for detective security.
These requirements are:

• The detection scheme ideally provides automated countermeasures in the case of a potential prefix hi-
jack occurring, if the hijacked prefix is the prefix that the scheme-deploying AS owns. Providing coun-
termeasures would mean that mitigating prefix hijacks does not have to be done by a network operator.
This requirement is normally out of scope for detective security as it falls more into the category of
reactive security.

• The detection scheme ideally provides real-time detection. (Near) real-time detection is important as
a BGP hijack can cause havoc within ten minutes, as briefly mentioned by Musawi et al. [116], who
modelled such a redirection happening and the impact that such a redirect had on network traffic, and
backed up by real-life attacks such as the Pakistan Telecom incident, which show that redirection hap-
pens within minutes of an attack being successful [51]. This is according to simulations of attacks that
the authors have performed. (Near) real-time detection of BGP hijacks was not included as a category
in any taxonomy as it is not as clear for some of the detection schemes if they provide this detection
speed or not. Musawi et al. do include this feature in their taxonomy, but for some of the discussed
detection schemes in that paper, the outcome for "provides (near) real-time detection" is "unknown".

8.3. Creating the taxonomies
Just as with the BGP security solutions taxonomies, several taxonomies will be created to compare the various
detection algorithms outlined in this thesis. The intent is to see which schemes would be good to combine
to get a combination scheme that fulfills the requirements listed in section 8.2. To do this, four different
taxonomies will be used to compare the BGP detection schemes presented in this thesis, and they are:

• Plane: algorithms are compared on if they use control plane methods or data plane methods for their
classification. These have their pros and cons, as Xiang et al. outlined when they proposed Argus [146].
So it is worth it to see which detection algorithms use a combination of data plane based methods and
control plane based methods.

• Information: what kind of information the detection algorithms use. Instead of listing which specific
information sources each detection scheme uses, the taxonomy uses categories of information sources.
That makes comparisons easier. An ideal combination of schemes has little overlap in the different
sources, as overlapping categories of data sources can cause processing of redundant data. So it is
useful to see the different categories of information that the different detection schemes use, in order
to see which (parts of) schemes could be combined without creating significant overlap in informa-
tion sources. The used information sources are partially dependent on what methods the detection
schemes use, and more specifically, whether the detection methods are data plane based or control
plane based. They are not completely correlated however, as will be shown soon.

• Techniques: which techniques are used by the algorithms to classify whether or not a BGP UPDATE
message is legitimate or part of an attack. This taxonomy is based on the classification scheme from
previous academic work. An ideal combination of schemes has few overlapping detection methods as
overlap in detection methods can cause extra processing overhead without providing more accurate
results. So analysing which techniques each scheme uses is useful for determining which schemes
should be combined.

• Features: what kind of beneficial features the detection algorithm has built-in. A combination of ideal
properties is the best for a new detection scheme, so it is nice to know which beneficial features each of
the schemes have.

8.3.1. Plane taxonomy
The first taxonomy that will be presented is the plane taxonomy. The descriptions of the detection algorithms
sometimes already stated which plane of information the algorithms made use of, and this taxonomy reiter-
ates these statements for comparison’s sake. This one is relatively simple as there are only two planes that are
used in detection schemes, and as such the taxonomy has only two categories:
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• Data plane: whether or not the detection algorithm uses methods that are based on the data plane. To
recap, the data plane is the network plane that deals with packets passing through the network, and
as such, these methods tend to be traceroutes and pings. In the context of BGP hijack detection, these
methods focus on the reachability of certain destinations instead of figuring out the routes to those
destinations. Data plane based methods tend to be more accurate because they need to probe a larger
portion of the network to get their results, but this comes at the cost of increased overhead due to the
amount of probes needed.

• Control plane: whether or not the algorithm uses methods that are based on the control plane. As men-
tioned before, the control plane is the network plane that deals with routing and how to send packets
from one point in the network to another. As such, these methods in the context of BGP hijack detec-
tion rely on parsing UPDATE messages to get routes from there and focus on routes over reachability.
Control plane based methods tend to be faster, often real-time, and contain more information as the in-
formation is drawn directly from the BGP messages (and as such does not require probes to be sent and
received before a classification can be made), but this comes at the cost of accuracy as these methods
have a hard time distinguishing legitimate network changes from hijacks.

The taxonomy can be seen in table 8.1. Because using methods from either plane has benefits and drawbacks
(as mentioned in section 7.6, as the authors of Argus have detailed the benefits and drawbacks of using both),
an ideal solution would use a combination of both. Argus and Hu-Mao are the only ones to do so currently,
and the paper presenting Argus is also the only one that has mentioned there being pros and cons to using
methods from either plane exclusively.

Plane Data Control
PGBGP and IAR No Yes

PHAS No Yes
Zheng-Ji-Pei-Wang-Francis Yes No

iSPY Yes No
Hu-Mao Yes Yes

Argus Yes Yes
ARTEMIS No Yes

aPHD No Yes

Table 8.1: The plane taxonomy.

8.3.2. Information taxonomy
The next taxonomy to be presented is the information taxonomy. The different kinds of information that
each scheme uses has been described in Chapter 7 already, and this taxonomy puts the kinds of information
in three generalized categories. The categories are each designed to reflect the different types of information
that could be useful for the detection of hijacking events occurring, based on both the discussed detection
methods and the discussed prevention methods. They also reflect what has been used in various proposed
detection schemes already. The categories are:

• Host information: whether the detection algorithm makes use of information about the host in decid-
ing if the message is a hijack or not. This can be the prefix that the AS that the host belongs to owns,
but it could also be information such as host OS, the port used, etc. Changes to the host OS or even
the prefix that the host owns rarely happen legitimately, so keeping track of these is useful for detecting
hijacks.

• Path information: whether the detection algorithm makes use of information inferred from paths to a
prefix in deciding if the message is a hijack or not. This category includes information beyond what the
paths say, and can (for example) also be inter-AS relationships such as customer-provider relationships
inferred from paths. Though legitimate path changes happen more regularly than legitimate changes
in a host because of link failures and power outages, big differences in paths can still indicate hijacks,
and as such it is useful to look into which schemes use this information.

• Reachability information: whether or not the detection algorithm uses data regarding the reachability
of certain hosts to classify UPDATE messages. If a certain AS is not reachable any more, then this can
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mean that the AS is down or that the reachability probe has not been returned. If a large part of pre-
viously reachable ASes are suddenly not reachable any more, then that is a good indicator of a prefix
hijack (as seen with the method that iSPY uses). As such, this information can be used to accurately
determine whether or not a prefix hijack has happened.

The taxonomy is presented in table 8.2. As can be seen, most of the detection schemes use more than one
category of information. This is most likely to increase the detection accuracy, as using more data sources for
classification tends to lead to more accurate classifications. Before making the taxonomy, I expected there to
be a clear divide between the methods used and the information used. Detection algorithms that made use
of control plane methods were expected to make use of path information. In contrast, detection algorithms
that made use of data plane methods were expected to make use of the other information sources. This ex-
pectation is not completely true: Zheng-Ji-Pei-Wang-Francis, for example, makes use of path information
without using control plane methods at all. That is because the detection algorithm uses traceroute (a data
plane method) to gather paths from host to host, and then translate these paths to BGP paths using lookup
methods.

In detection algorithms, it is important to have some sort of trade-off between the amount of data used and
the accuracy of detections, because more data tends to mean more computational overhead. In comparison,
fewer data will lead to less accurate classification. On the other hand, the problem of having too little com-
putational power can be solved using faster processors or possibly parallel computing. In that case, the main
problem with using too much data would probably be redundancy in the data. That would sacrifice computa-
tional power (because redundant data needs to be processed) while not gaining more accurate classifications
(because no new data that could help classification is used).

Information
Host

information
Path

information
Reachability
information

PGBGP and IAR Yes Yes No
PHAS Yes No No

Zheng-Ji-Pei-Wang-Francis No Yes Yes
iSPY No No Yes

Hu-Mao Yes Yes No
Argus Yes Yes Yes

ARTEMIS Yes Yes No
aPHD Yes No No

Table 8.2: The information taxonomy.

8.3.3. Techniques taxonomy
The next taxonomy is the techniques taxonomy. This taxonomy deals with generalized categories of clas-
sification techniques that are used by the algorithms to detect whether or not a hijack is occurring. These
general categories are based on common trends seen in the techniques that have been used by existing de-
tection schemes that are presented in this thesis, and they are:

• Fingerprinting: whether or not the detection algorithm makes use of fingerprinting techniques to iden-
tify ASes and classify UPDATE messages as benign or malicious. Fingerprinting techniques can be de-
vice fingerprinting techniques, which involve collecting information about the hardware and software
of a certain device for the purpose of identifying said device. But also, specifically for BGP security, it
includes which AS owns which prefix, and previously received BGP paths. As mentioned before, these
kinds of changes rarely happen legitimately and therefore are a strong indicator of a hijack occurring.
So it is useful to see which schemes use this kind of technique.

• Statistical analysis: whether or not the detection algorithm makes use of statistical analysis of infor-
mation gathered from the plane(s), such as moving averages over time, to detect that a BGP hijack is
happening. Using statistical analysis can be a good way to detect hijacks as sudden spikes in statis-
tics often indicate anomalies happening. It is also not that computationally expensive to use statistical
analysis most of the time, as oftentimes, only a small amount of data (a single moving average, or sev-
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Techniques Fingerprinting Statistical analysis Reachability probing
PGBGP and IAR Yes No No

PHAS Yes No No
Zheng-Ji-Pei-Wang-Francis No Yes Yes

iSPY No No Yes
Hu-Mao Yes Yes No

Argus Yes No Yes
ARTEMIS Yes No No

aPHD Yes No No

Table 8.3: The techniques taxonomy.

eral different averages, for example) has to be stored to perform this kind of analysis. So using these
kinds of techniques can be effective and lightweight at the same time.

• Reachability probing: whether or not the detection algorithm makes use of reachability probing tech-
niques such as traceroute and ping to detect if a BGP hijack is happening. As mentioned in the reach-
ability information category, big changes between old results of reachability probes and new results
of those probes tend to be a strong indicator of a successful hijack, so it is handy to see which of the
schemes use this method.

The taxonomy is shown in table 8.3. As can be seen in this taxonomy, most of the detection schemes use only
one kind of technique. This was already alluded to in Section 7.5. Also, there is no detection scheme that uses
techniques from all three different categories. So, to satisfy the requirement of using as many different kinds
of techniques as possible without redundancy in the kinds of techniques used, a combination of techniques
from different schemes is required.

There are some relationships between this taxonomy and the data taxonomy. For example, if the detection
algorithm uses statistical analysis, then the detection algorithm uses path information for detecting whether
or not a prefix hijack is happening. This is because many statistics are inferred from paths, such as edge
popularity and inter-AS relationships in Hu-Mao. Also, schemes that make use of fingerprinting techniques
use host information and vice versa, and schemes that make use of reachability probing techniques make
use of reachability data and vice versa. The former is logical because much of the information that would
be collected in fingerprinting would relate to the host or the AS (for example: the fingerprinting techniques
used by Hu-Mao collect data such as host OS and TCP timestamps, PHAS collects data on which prefix is
owned by which AS, et cetera). The latter is logical because the most straightforward way to gather reachabil-
ity information would be through reachability probing. It would in theory be possible to gather reachability
information from collected paths, by analyzing differences in paths over time, but there hasn’t been a scheme
that is discussed in this thesis that uses this way of gathering reachability information. This way would also
be a slightly less accurate way of gathering reachability info because legitimate changes in network topology
can cause a false positive, as mentioned in Section 7.6. Argus does come close with its C-threads, but those
are more intended to cross-validate the reachability probe results that are gathered by the D-threads.

Before making this taxonomy, I expected algorithms that made use of data plane methods to make use of
fingerprinting, as gathering some of the information necessary for good fingerprinting (ports used, host OS,
etc.) is done by methods that use the data plane, by using, for example, Nmap [31]. However, one can see
that there are algorithms that make use of data plane methods that do not make use of fingerprinting as a
detection technique, and that there are algorithms that make use of fingerprinting that do not make use of
data plane methods. However, if a method uses reachability probing, then it uses data plane based methods,
which is logical considering reachability probing is generally done using tools such as traceroute, whois, and
ping, which are all data plane based methods.

8.3.4. Features taxonomy
The final taxonomy is the features taxonomy. This taxonomy deals with the different beneficial features that
each of the taxonomies have. For determining which of the schemes are going to be combined, it is nice to
know which kinds of beneficial features they have. The categories of features are as follows:
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Features
Self-deployable

system
Only uses

recent data
Does not require

external BGP feed
PGBGP and IAR Yes Yes Yes

PHAS No No No
Zheng-Ji-Pei-
Wang-Francis

No Yes No

iSPY Yes No Yes
Hu-Mao Yes No Yes

Argus Yes No No
ARTEMIS Yes Yes No

aPHD Yes Yes No

Table 8.4: The features taxonomy.

• Self-deployable system: whether the detection algorithm is deployable as a system within the AS or
not. If not, then it exists as a separately run service that other autonomous systems can make use of.
This is a beneficial feature because, ideally, a detection algorithm can function within an AS on its own
because it removes the reliance on a service being online.

• Only uses recent data: whether or not the detection algorithm makes use of old data as well as new
data to perform detection or only a window of more recent data. Recent data is defined in this context
as BGP data from up to a year ago, to be consistent with the criterium listed in section 8.2. This is a
beneficial feature because, due to the shifting nature of Internet topology, historical data tends to be
irrelevant after a long time.

• Does not require external BGP feed: whether or not the detection algorithm does not have to make
use of a BGP monitoring service, such as BGPmon or iPlane (to name some that we have seen in the
descriptions of the detection algorithms that are in this paper). This also includes BGP monitoring
services that are used specifically by that algorithm. If a detection algorithm uses an external BGP
feed in addition to the BGP feed that it already receives from its BGP speakers to (for example) make
more accurate classifications, then it does not require an external feed to function properly. This is a
beneficial feature as a detection algorithm that has to make use of external BGP feeds can be crippled
or completely defunct when these feeds are offline.

The features taxonomy can be seen in table 8.4. Before making the taxonomy, I assumed that detection of
prefix hijacks happening outside of the AS that the system is deployed in would only be possible if the system
uses an external BGP feed because using an external BGP feed would provide data about other parts of the
Internet topology which is oftentimes necessary for this kind of detection. In other words, the detection of
other hijacked prefixes implies that the system uses an external BGP feed. However, Hu-Mao shows that this
does not have to be the case, as it detects other prefix hijacks as well without using an external BGP feed.

8.4. What can we learn from the taxonomies?
From the taxonomies and also from the descriptions of the detection algorithms themselves, we can see that
there is a wide variety in how BGP hijacks are detected. These options can have beneficial or hindering ele-
ments.

From the taxonomies in section 8.3 and the requirements listed in section 8.2, an ideal solution would most
likely be a combination of Hu-Mao, ARTEMIS and Argus, using the best elements of all three in a single solu-
tion. The combination would then probably consider of using the techniques that Hu-Mao and Argus use for
data collection while using the detection techniques that ARTEMIS employs.

8.4.1. Why choose these solutions in particular?
There are several reasons for choosing these solutions over the others. The reasons can be summarized as
follows:
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For data collection, Hu-Mao and Argus are both good as they use both data plane and control plane meth-
ods. Argus unfortunately requires not one but two external BGP feeds to function properly, which means that
Hu-Mao is also good to use because it uses incoming BGP UPDATE messages instead of relying on a external
BGP data source. Hu-Mao uses a multitude of techniques that cover two of the main categories of techniques
(fingerprinting and statistical analysis) whereas Argus provides reachability probing by using the C- and D-
threads. So combined, they provide the ability to use all different categories of information and techniques.
The main problem of these two methods is that they do not have a cut-off point in their specification for when
old data is not meant to be used any more.

For detection, ARTEMIS is the detection algorithm that provides a method that can be used in the future
to detect illegitimate path alterations through its detection of type-n prefix hijacks, which is an area of BGP
attack detection that is still new. There are more benefits to using ARTEMIS, which are:

• It can be configured to not use data that is older than a specific period of time, and this period of time
can be specified by the user. The authors presenting ARTEMIS suggest this period of time to be ten
months.

• It also provides near real-time detection, being able to detect attacks within seconds of an attacker
making an announcement. The importance of real-time detection is explained in Section 8.2.

• It provides reactive security in the form of providing measures to counteract a prefix hijack. It is also
the only detection scheme to do so as far as I have found. Even though this is a property that is more
associated with reactive security instead of detective security, it is a nice property to have.

The extra benefits that ARTEMIS provides also satisfy the two "should have" requirements outlined in section
8.2. ARTEMIS on its own does not satisfy all of the "must have" requirements, however. This is why using parts
of other schemes is ideal for improving ARTEMIS. Combining ARTEMIS with some properties of Hu-Mao and
Argus can give the following benefits:

• Using the BGP data that is received by the AS, like Hu-Mao does, would result in the scheme not being
completely reliant on the availability of an external data source.

• Argus provides ARTEMIS reachability information, which is a information category that ARTEMIS does
not use. ARTEMIS uses information that falls into the categories of host information and path infor-
mation. With regards to host information, it could be worthwhile to also use the information that
Hu-Mao uses, as Hu-Mao mainly collects information regarding the host system, whereas ARTEMIS
mainly collects information regarding the origins that each AS owns. ARTEMIS, Hu-Mao and Argus
also use path information differently: Hu-Mao uses it to infer relationships between ASes for example,
whereas ARTEMIS stores known paths to compare incoming paths with stored ones, and Argus uses it
to probe. So they also collect different kinds of host and path information.

• ARTEMIS only uses fingerprinting, while some of the techniques in Hu-Mao (such as edge popularity
checking) can provide statistical analysis and the C- and D-threads of Argus can provide reachabil-
ity probing. This would lead to the combination scheme satisfying the requirement of using multiple
techniques without having redundancy in the techniques used.

• ARTEMIS only uses control plane based methods for its detection, which cannot handle legitimate
network changes that well. Hu-Mao and Argus can provide additional data plane based methods for
detecting anomalies.

8.4.2. Why not use any of the other presented solutions in the combination scheme?
There are several reasons for combining Hu-Mao, Argus and ARTEMIS into a detection scheme, but this alone
is not enough to justify choosing these two schemes to combine over the other schemes that have been pre-
sented in this thesis. As such, here are reasons for why the other schemes are not good alternatives:

• PGBGP and IAR: although this scheme does have all of the beneficial features as seen in the features
taxonomy, it can also cause BGP convergence delay by deciding to not adopt new routes until hours or
even days after they have been first announced. This in turn hinders the user’s Internet access.
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• PHAS: this scheme is set up as a service that one can subscribe to. This causes a reliance on the avail-
ability of the service. It also does not provide (near) real-time detection as seen in Section 7.2.

• Zheng-Ji-Pei-Wang-Francis: this scheme is also set up as a service that one can subscribe to, which
causes a reliance on the availability of the service.

• iSPY: unclear whether or not the method provides real-time detection, this depends on how often
probes are launched to check for any cuts in the network. Argus also already provides a similar ap-
proach for detecting hijacks using their C- and D-threads, and uses this approach whenever the AMM
of Argus (which is connected to BGPmon, which in turn provides real-time information) detects an
anomaly.

• aPHD: relies on BGPstream, and because of the way that it translates events to bitstrings (whereas the
other methods presented in the thesis do not translate any of their gathered information to bitstrings
or any other format), it is very hard to combine this with any of the other methods for more accurate
detection.

It should be noted that a combination of Zheng-Ji-Pei-Wang-Francis with PHAS would satisfy the require-
ment of using as many different kinds of information/techniques without redundancy. This is because they
use complementary information/techniques. However, both schemes are set up as services that one can
subscribe to, and their detection techniques require external BGP feeds (Zheng-Ji-Pei-Wang-Francis even re-
quires multiple BGP feeds to function), which makes such a combination less than ideal.

8.4.3. What would such a combination of two schemes look like?
Now that the ideal scheme to be developed next has been established to be a combination of properties from
ARTEMIS, Hu-Mao and Argus, the next step is to come up with a list of what this combination scheme should
include. This list should meet the requirements listed in section 8.2. To that end, I have come up with the
following list:

• The scheme should be deployable on its own in an AS. This should not be that much of a problem
considering Hu-Mao, ARTEMIS and Argus are deployable as standalone systems.

• The scheme should throw away data if the data is older than a year at most. The authors of the paper
proposing ARTEMIS already suggest not using data that is older than ten months. This implies that
ARTEMIS already has some mechanism built into it that allows it to ignore data that is older than a
user-specified amount of time.

• The scheme should use the device fingerprinting techniques (such as host OS properties, IP ID prob-
ing), techniques based on inferring inter-AS relationships, the edge popularity data and the C- and
D-threads that are presented in the papers describing Hu-Mao and Argus. The reason for this is that
fingerprinting can be used to gather extra information about hosts in a certain AS to detect (sub)prefix
hijacks, whereas inter-AS relationship checking, edge popularity and the usage of C- and D-threads is
useful for detecting type-n hijacks more accurately. This would also mean that the combination scheme
satisfies the requirement of using both data plane based methods and control plane based methods. It
would also mean that it would use data and techniques from all different categories, satisfying the re-
quirement of using as much data as possible without any redundancy in the data.

• The scheme should not only use BGP feeds such as BGPmon and iPlane, but also use the BGP UPDATE
messages that enter the AS that hosts the scheme, similar to Hu-Mao. This is to prevent complete
reliance on external data sources because reliance on external data is not beneficial. External data can,
however, be used to make more accurate classifications.

• The scheme should include the reactive security measures that ARTEMIS includes, and use them when-
ever its prefix is hijacked. These reactive measures have been proven to be an effective countermeasure
against prefix hijacks [131], and as such should be used once a hijack has been detected. Also, detection
alone is not enough, as just detection does not prevent a prefix from being hijacked or an AS adopting
routes towards a false location or along a malicious AS.
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• The scheme should include the detection of type-0, type-n and subprefix hijacks that is present in
ARTEMIS while using the extra data that device fingerprinting, inferring of inter-AS relationships and
usage of C- and D-threads provide. The reason for this is the near real-time detection of hijacks present
in ARTEMIS, as well as the already-high accuracy of the detection scheme. These data sources also have
very little overlap, which satisfies the requirement of not using redundant data.

8.5. Conclusions on the analysis of BGP detection algorithms
To recap, the purpose of this chapter was to answer the third subquestion of the research question, that sub-
question being:

What can be done in the future of BGP security?

As has been seen in Chapter 6, preventative security does not work, not only because of the additional compu-
tational overhead or the requirement of a central authority, but also because no preventative solution works
when only one AS makes use of it, because they have to exchange information with one another, either di-
rectly or indirectly through a central authority. The logical next step is to have a look at detective (and reactive)
security, which are relatively new fields showing a lot of promise. The requirements in this chapter have out-
lined some desirable properties for a good new detection scheme, and the taxonomies have helped in finding
properties from already proposed detection schemes that would, when combined into a single scheme, sat-
isfy these properties. As such, the question can be answered as follows:

Research needs to move away from preventative security to detective and reactive security. As of now,
there is no detection scheme that is perfect, but Hu-Mao, Argus and ARTEMIS have properties that can be
combined to make a new and better detection scheme.
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Conclusion and future work

To recap, BGP security was and still is a big problem for the Internet, as even small attacks can pollute vast
amounts of the autonomous systems that make up the Internet, redirecting large parts of the Internet to
different locations than the intended destination. This thesis has investigated three different aspects of BGP
security:

• The threat landscape, how it has evolved and how security solutions have evolved along with it.

• The different preventative security solutions, what they have in common, and what they all lack.

• Several detective BGP security solutions, and comparing them to see what this kind of security still
lacks.

By investigating these topics, this thesis has contributed several new things to science. The contributions of
this thesis are as follows:

• An up-to-date, detailed overview of the security solutions that have been developed over the years.

• A practicality-based (as in, focused on what is feasible to deploy) in-depth taxonomy of preventative
security solutions. This is different from several earlier presented taxonomy, which focused mainly
on the protection that these security solutions offer and whether or not they are "deployable", with
"deployable" meaning that they are incrementally deployable.

• An analysis of how the BGP threat landscape evolved, using both snapshot sources (academic papers)
and non-snapshot sources (Google Search hits per year and Google Trends data).

• Combining the evolution of threat landscape with the evolution of preventative security to see if there is
a relationship between the security benefits offered and the changes in the threat landscape over time.

• A practicality-based taxonomy of detection algorithms. Taxonomies and surveys before this focused on
the techniques used, and not so much on whether or not the techniques or the data collection processes
were good or bad. The taxonomy presented in this thesis also outlines which properties of detection
algorithms are better and which are worse.

From the evolution of the threat landscape, one can conclude that there is a relationship between the evo-
lution of the threat landscape and the features of each security solution, especially with regards to the dif-
ferent kinds of security that the solutions offer. This has changed over time as considerations for threats
have changed over time, and as such the different security solutions have removed protection against certain
threats that are not considered important enough anymore, causing less extra computational overhead while
still protecting against the threats that are considered important.

From the comparison between preventative BGP security solutions, one can conclude that prevention is a
lost cause, but not only because of issues arising from over-centralization to routers not being able to handle
the extra processing overhead, but the main reason is that ASes have to cooperate to be able to effectively

89



90 9. Conclusion and future work

use preventative security in BGP. The logical next step would then be to look at detective security because
preventative security is not feasible.

From the comparison between several detective BGP security solutions, one can conclude that even though
current detection schemes can already detect BGP hijacks with high accuracy, a lot more work can still be
done to improve them. Some ideal properties for a new detection scheme have been proposed, and I created
taxonomies to compare the detection schemes to find what combination of features from these schemes
would contain these properties. This resulted in a combination of techniques and features from Hu-Mao,
Argus, and ARTEMIS, using the best properties of these three while removing as many undesirable properties
as possible in the process.

The main research question of this thesis was stated as follows:

Why has no BGP security solution been deployed to protect the entire Internet yet, and what can be done
to protect ASes against BGP attacks in the future?

By answering the three subquestions, an answer to the main research question can be formulated. The an-
swer to the research question is as follows:

There are various reasons why no BGP security solution has been deployed to protect the entire Internet
yet even though BGP security solutions have (to a degree) adapted to cut out protection against threats
that are not considered important enough any more to protect with less overhead against the threats that
are still considered important. But one reason that has not been considered as of yet is the fact that preven-
tative security on its own requires multiple ASes to deploy it because ASes need to exchange information
with one another for it to work. This creates a catch-22 for preventative BGP security, and therefore it can
be seen as a lost cause. As such, detective BGP security is the logical next step, and the way forward for
BGP security. As of now, it seems that a combination of properties from the detection schemes Hu-Mao,
Argus, and ARTEMIS is a good start for a new detection scheme.

That being said, detective BGP security has its problems as well. The main problem is that completely per-
fect security is most likely an impossibility, given that there will always be false positives and negatives, and
new attacks against BGP are being developed all the time which could circumvent these detection mecha-
nisms. But detective BGP security can provide substantial benefits to the AS that deploys it even if no other
AS deploys this kind of BGP security (or any kind of BGP security, for that matter), and different ASes can all
deploy different detection schemes and still be able to get some kind of security benefit from them; because
detective security does not require ASes to exchange information with one another, they do not have to be
standardized. And deploying detective BGP security to get some benefit is better than not deploying it and be
vulnerable to hijacks without knowing it.

As for future work, better detection schemes can be developed. Chapter 8 already outlined some ideal prop-
erties of a new detection scheme in section 8.4, with most of these properties being drawn from Hu-Mao
and ARTEMIS (with one technique from Argus) and a suggestion on how a combination of the two would
look like is listed in section 8.4.3. A scheme containing these features would probably include, among others,
these properties:

• The scheme would use external BGP data sources such as BGPmon and iPlane in addition to BGP
UPDATE messages that are sent to the AS. External BGP sources are useful for gathering more data, but
the detection scheme should not rely solely on external data sources as this can put the scheme out of
service if these are down for whatever reason.

• The scheme uses the device fingerprinting techniques, techniques based on inferring inter-AS rela-
tionships and C- and D-threads. These are presented in Hu-Mao and Argus. Fingerprinting can be
used to gather extra information about hosts in a certain AS to detect (sub)prefix hijacks (which is data
that is not likely to change), while inter-AS relationship checking (because inter-AS relationships do
not change that often) and C- and D-threads (for reachability checking) are useful for detecting type-n
hijacks more accurately.

• The scheme would use the detection of type-0 attacks that ARTEMIS provides, as this makes it almost
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trivial to detect prefix hijacks against one’s own prefix.

• The scheme makes use of both data plane methods and control plane methods. Using these at the same
time balances accuracy and amount of processing power required.

• The scheme only makes use of data received in a sliding window of time. The topology of the Internet
is changing all the time, and as such older data is often out-of-date. The size of this sliding window
should be decided in a trade-off between the amount of data gathered and the relevance of the data.
More data would mean more accurate predictions whereas less data would mean faster predictions.

In addition to the detection-relevant properties, a new scheme should ideally have some mitigation options
built-in as well to provide a way of reactive security. As has been seen, ARTEMIS provides two ways to coun-
teract hijacks, those being counter-prefix-hijacking and using a third party to announce the hijacked prefix
and tunnel traffic back to the AS. The second one is based on DDoS mitigation services, and instead of coun-
teracting risk, intends to shift risk to a third party, which is a risk management approach for these kinds of
attacks that I had not seen until then.

Aside from this, more research can be performed on more accurate classification methods. This can always
be done by using more data, but research can also be focusing on other ways to discriminate between benign
UPDATE messages and malicious UPDATE messages. With regards to detective security for BGP, this thesis
has exclusively focused on detection schemes that detect actual hijacks happening, and detection schemes
that detect general anomalies have not been discussed. However, there are several schemes that instead of
detecting hijacks, detect general anomalies. Examples are the Listen and Whisper scheme proposed by Sub-
ramanian et al. [137] BGPlens by Prakash et al. [123], a scheme by Lutu et al. [108], and a scheme proposed
by Al-Musawi et al. [52]. The techniques used by these schemes can be applied in a new detection scheme to
further boost the accuracy of the detection.

Sticking to the trend of where we could focus our research from here, more research can be performed on
how to detect different kinds of attacks, such as path altering attacks. ARTEMIS and Hu-Mao both have ele-
ments that could potentially be useful for a basis in detecting path altering attacks. Examples of this are the
type-n prefix hijack detection from ARTEMIS and the edge popularity measuring of Hu-Mao. Both of these
could in theory be used to detect false or highly improbable links between ASes.

Another possible area of potential future research is to use multiple detection schemes at the same time
and then using the outputs of those detection schemes to get a more accurate result. This approach has been
explored a bit in this thesis by combining type-0/n detection with C- and D-threads to get a more accurate re-
sult. An example of a scheme that uses multiple algorithms is HEAP. HEAP is a scheme proposed by Schlamp
et al. that already takes the classification of multiple detection algorithms, and then verifies these outcomes
using other data sources such as registry inference and topology analysis to get more accurate classification
results [129]. This is useful for narrowing down the number of false alarms that are raised by the basic detec-
tion algorithms.
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