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ABSTRACT

This paper presents a microfluidic approach that dynamically controls the hydrodynamic flow and the streamlines to enable complex multi-
particle manipulations within a single device. The approach combines the design of a flow-through microfluidic Hele–Shaw flow cell together
with an optimization procedure to find a priori optimal particle pathlines, and an effective proportional–integral–derivative (PID) feedback
controller to provide real-time control over the particle manipulations. In the device, particles are manipulated with hydrodynamic forces, by
using a uniform flow through the flow cell and three inlets perpendicular to the flow cell. The streamlines within the device are manipulated
by injecting or extracting fluid through the three inlets. The Hele–Shaw geometry allows a fast and accurate prediction of the particle trajec-
tory, meaning only a simple PID controller is required to correct for particle deviations. The robustness of this approach is demonstrated by
implementing multiple functions within the device, including particle trapping, particle sorting, particle separation, and assembly. The real-
time control procedure affords accurate particle manipulation, with a maximum error on the order of the diameter of the particle.

VC 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0251563

I. INTRODUCTION

Current microfluidic devices are typically designed for single
applications and are tailored for a specific task or manipulation activ-
ity. This approach leads to microfluidic devices with fixed designs and
channel configurations. Microfluidic applications, on the other hand,
often require dynamic manipulations involving particle trapping, sepa-
ration, assembly, or sorting. Such particle manipulation in microflui-
dics represents a challenge in devices with static channel
configurations and is performed using various contact techniques rely-
ing on micro-channel geometry and non-contact techniques using
lasers, magnetic fields, acoustic forces, electrical fields, and hydrody-
namic forces.1–6 Particle and droplet manipulation within microfluidic
devices has been achieved with passive and active techniques. Passive
techniques use the geometry and topology of the micro-channel to per-
form the manipulation activity. In contrast, active manipulation relies
on the interactions between particles with external forces and fields,
which strongly depend on the physical properties of the particle, drop-
let, or cell being manipulated. These properties include electrical prop-
erties, chemical composition, acoustic properties, or refractive index.

These strong interactions are particle dependent and may not always
be compatible with sensitive biological samples.7

An attractive alternative to using strong physical fields and inter-
actions is to manipulate and trap micro-particles by directly control-
ling the direction of the flow field on the particle scale and to precisely
manipulate the streamlines of the flow.7 Theoretical work has demon-
strated the feasibility of performing complex particle manipulation
through flow control in a simple device.8 By varying the flow rates
through a seven-channel device, flow fields can be used to assemble
particles into predetermined structures.8 Experimental realizations of
these hydrodynamic methods for particle trapping and manipulation
have been implemented. Automated four-channel cross-slot devices
have been developed to confine single particles in the device.9–12 A six-
channel device was designed to generate the so-called Stokes traps and
was used to trap simultaneously two particles in two separate stagna-
tion points and manipulate their path,13 to control particle using flow
patterns14 and to control the orientation of anisotropic particles.15

Similar approaches have been used to guide the flow of a reagent inside
a microfluidic flow cell along a re-configurable trajectory.16 Recent
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interest into devices with open volume confinements has created new
opportunities for fluid manipulation, enabling the development of
reconfigurable microfluidic devices that dynamically adjust shape and
function for real-time experimentation and decision-making.17,18

Non-hydrodynamic methods often involve the use of external fields
such as magnetic, acoustic, and electric fields, requiring complex con-
trol mechanisms and involving interactions between physical fields
and particle properties.19 In contrast, hydrodynamic forcing offers a
simpler, non-contact alternative for manipulating and trapping micro-
particles.20,21 The microfluidic devices that support reconfigurable tra-
jectory have advantage of rapid prototyping and quick modifications
to optimize the desired outcome.22

In this work, we present a microfluidic approach to achieve the
dynamic control of particle pathlines within a flow-through microflui-
dic device. These particle manipulations rely on precise control of the
hydrodynamic flow on the micrometer scale. We implement this
approach in a microfluidic device with no physical channels and chan-
nel junctions, and instead, we directly use the flow field to guide the
flow of particles in “virtual channels” or to trap particles at hydrody-
namic stagnation points. We use a three-dimensional (3D) printed
rectangular channel geometry, with integrated inlet/outlet ports to
closely reproduce ideal Hele–Shaw flow conditions. Our flow cell
geometry is key to generating Hele–Shaw flows in very close agreement
with direct flow simulations using potential flow theory. This allows us
to pre-compute complex particle manipulations at very low computa-
tional costs, and the corrections of the particle position during an
experiment only require a simple controller, because the deviations
between the predicted and measured trajectories are minimal. Here,
we present our approach, which combines three key aspects: (1) the
design of a flow-through microfluidic flow cell in a Hele–Shaw geome-
try, with the ability to manipulate the streamlines of the flow; (2) an
optimization procedure to find a priori optimal particle path-lines; and
(3) a proportional-integral-derivative (PID) feedback controller for real
time control of particle manipulations.

First, the microfluidic device is a Hele–Shaw cell, where “virtual
channels” are generated by a uniform flow in the flow chamber and
three ports perpendicular to the flow chamber. These three ports can
inject into or extract fluid from the flow cell to deviate the streamlines
in the middle of the flow chamber and allow us to integrate multiple
functionalities such as particle trapping and separation onto a single
device. Modulating the volumetric flow rates through the three ports
enables manipulation of the streamlines in devices with different
geometries toward particle manipulation.

The Hele–Shaw flow cell with inlet/outlet ports is 3D printed as a
single solid piece to ensure the orthogonality of the inlets with the main
flow direction and the axisymmetry of the inlet. This requirement is nec-
essary for the flow through the inlet/outlet ports to closely reproduce the
radial velocity fields induced by a source or a sink in potential flow. The
strength of a source/sink in potential flow is characterized by the volu-
metric flow rate, which we closely control in our experiments by using
pressure pumps with integrated flow meters. Our Hele–Shaw geometry
with inlet/outlet ports achieves excellent agreement between the stream-
lines computed using a reduced base numerical potential flow solver
and the streamlines recorded experimentally.

Second, the flow rates required for a specific particle manipula-
tion are determined a priori using a two-step optimization procedure
based on the reduced base potential flow solver. Proof of concept uses

a simple semi-analytical numerical model and allows real-time predic-
tion of the streamline pattern within the flow cell. The optimal particle
trajectory is determined to minimize the flow rates through the three
inlet/outlet ports and to minimize time variations in the flow rates.
This optimization routine is called a priori particle manipulation algo-
rithm. Finally, a closed loop feedback control scheme is implemented
to mitigate the experimental error (such as surface roughness, particle
density, and off-center particle position along the channel height) to
achieve robust and repeatable experimental results for various experi-
ments. Our microfluidic device closely reproduces the streamline pat-
tern predicted by the potential flow solver and the precomputed
particle trajectories, hence minimizing the requirements for the feed-
back controller. In our setup, a simple PID controller is enough to effi-
ciently correct for particle deviations.

During an experiment, the error in particle position can be deter-
mined relative to the a priori optimized trajectory, and additional flow
rates are applied to correct for the error. Thus, we use a combination
of the a priori particle manipulation algorithm and the PID feedback
loop to achieve the desired particle path. The results show that experi-
mentally determined particle positions closely agree with the opti-
mized trajectory, with the maximum error at the end of the
manipulation being on the order of the particle diameter. The present
system is designed for proof-of-principle purposes, with an intentional
focus on flexibility rather than fast performance. Increase in speed and
overall throughput can be achieved by using high-speed imaging and
dedicated hardware.

II. DEVICE DESIGN AND PARTICLE MANIPULATION
ALGORITHM

We first present a description of the Hele–Shaw flow cell, the
experimental method, and the flow control strategies. For a more
detailed description, the reader is referred to Ref. 23.

Microfluidic Hele–Shaw device and “virtual channels.” The
geometry of the flow cell is designed to generate streamline patterns,
reminiscent of well characterized flows in potential flow theory. The
flow cell is designed in this way to support the rapid online computa-
tion of streamline patterns, which is required to control the particle.
A schematic of all the essential components for the experiment is dis-
played in Fig. 1(b). The Hele–Shaw cell (length l ¼ 40 mm, width
w ¼ 12 mm, and height h ¼ 350 lm) in Fig. 1(d) is a 3D printed
device made from clear resin using a 3D printer (Formlabs FORM 3).
Inlet/outlet ports 1, 2, and 3 are located at coordinates (3.5mm,
2.5mm), (9mm, 6mm), and (3.5mm, 9.5mm), respectively, from the
bottom left corner of the region of interest. Images are recorded with a
sCMOS camera (PCO) with a pixel pitch of 6.5lm. The camera is
mounted on a microscope (Nikon Eclipse Ti) with a 1� objective. The
acquisition frequency is 5Hz, corresponding to an average in-plane
displacement of 2–3 pixels between two consecutive recordings. The
coordinates of the particles during the experiment are acquired using
an in-house developed LabVIEW program that is used to acquire the
images. The setup consists of a pressure pump (Fluigent MFCS-EZ)
that regulates the pressure in five pressure ports. These ports are con-
nected to five reservoirs that contain the working fluid. The working
fluid used in all the experiments is de-ionized water. These five reser-
voirs are connected to a flow sensor that measures the volumetric flow
rates, Qi, where i corresponds to the inlet/outlet ports as shown in
Fig. 1(b). The resolution of the pressure controller is 20.7l bar, which
corresponds approximately to 0.2ll/min. For reservoir 4, an additional
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reservoir 4� is connected to the device further downstream of the flow
sensor. This is done to avoid any contamination and clogging of the
capillaries in the flow sensor from the particles to be manipulated.
Polystyrene fluorescent microspheres (density: 1 g/cm3) with a mean
diameter of 212lm (Cospheric) are used as the target particles. For
the pollen trapping experiment, dry conifer pollen grains with a mean
diameter of 70lm are used. They have a density of about 1 to
1.15 g/cm3, but they absorb water so that their actual density is close to
1 g/cm3 and nearly neutrally buoyant. At the final outlet corresponding
to the fifth reservoir, a back pressure of 2.5 kPa is imposed to allow
net-negative flow. The coordinates of the particles during the experi-
ment are acquired and tracked with LabVIEW.

Simultaneous manipulation of N particles requires a minimum of
2Nþ 1 inlets, i.e., 2N for movement in X and Y positions and an addi-
tional channel to satisfy mass conservation.8 Thus, for N¼ 2, at least
five ports are required. A schematic of the microfluidic device, which
has an inlet for continuous uniform flow, three ports to inject/extract
fluid, and an outlet, is illustrated in Fig. 1(c). We consider laminar
flow, u, between the two parallel plates, i.e., a Hele–Shaw flow.24 The
Hele–Shaw condition is valid when the in-plane length of the flow
domain l is much larger than the channel height h, i.e., l � h. Under
the Hele–Shaw flow condition, the velocity profile is parabolic in the
wall-normal direction (Z direction) with a no-slip condition at the
upper and lower walls. Integrating the Navier–Stokes equation along
the Z direction yields a governing equation for the depth-averaged
velocity, which is identical to Darcy’s law. The mean flow, with compo-
nents (u,v) in the (X,Y) plane, is a potential flow, where the flow poten-
tial is the pressure and satisfies the Laplace equation.25 The Hele–Shaw
approximation breaks down near boundaries when the distance to the
boundary becomes of the order of the plate distance h. As the Laplace
equation is linear, flow fields can be written as a linear superposition of
known potential flow solutions, such as sources and sinks.25 This
method is implemented in a numerical efficient 2D discrete source-
based panel method,26 which we use to compute a solution for the
depth averaged flow velocity in the aft-part of the microfluidic device;
for further details, see (Ref. 23, Sec. 3.2.3).

Non-dimensionalization. All length scales are non-
dimensionalized using the characteristic length scale of the region of
interest, lc ¼ 12mm as shown in Fig. 1(c). We further use the charac-
teristic uniform flow uc ¼ (uc,0) to non-dimensionalize the flow rates
Qi and the characteristic timescale tc ¼ lc=uc. A non-dimensional uni-
form flow u� ¼ ðu�; 0Þ is defined by the user. The non-dimensional
parameters are defined as follows:

X� ¼ X
lc
; Y� ¼ Y

lc
; Z� ¼ Z

lc
; (1)

l� ¼ l
lc
; h� ¼ h

lc
; w� ¼ w

lc
; Q�

i ¼
Qi

l2c
� u

�

uc
; (2)

with i ¼ 1; 2; 3 representing the three ports. Here, X, Y, and Z repre-
sent the dimensional length scale, and X�, Y�, and Z� represent the
associated non-dimensionalized length scale. l, w, and h are dimen-
sional length, width, and height of the flow cell and l�, w�, and h� the
related non-dimensional length, width, and height of the flow cell;
Q¼ ½Q1;Q2;Q3� are dimensional flow rates corresponding to inlet/
outlet ports 1, 2, and 3, respectively, while Q� ¼ ½Q�

1;Q
�
2;Q

�
3� are the

corresponding non-dimensional flow rates. The non-dimensionalized
parameters of the flow cell are used extensively in the calculation of the
optimized particle trajectory using the a priori particle manipulation
algorithm. The dimensional values of the flow rates are deduced from
the non-dimensional ones by fixing the characteristic background flow
velocity uc. This velocity determines the timescale of the manipulation
and is chosen such that the flow rate inputs remain within the limits of
the pump and flow controllers. The main limitation in our set up is
related to the response time of the pump required to ensure accurate
pressure pump resolution. The response time of the pump is character-
ized in this work by analyzing the step response to the system. We find
that our pump has a response time of 2.5 s. The details of these experi-
ments can be found in the supplementary material, 1. Modeling the
response time of the pump.

FIG. 1. (a) Experimental setup with all required components. (b) Schematic of the
experimental setup showing the microfluidic device connected to reservoirs through
a flow rate sensor. A pressure pump drives the fluid through the reservoirs using
pressurized air. Reservoirs 1, 2, and 3 correspond to ports 1, 2, and 3, respectively.
Reservoir 4 is connected to an additional reservoir 4� containing particle solution.
Reservoir 4� is connected to the uniform flow inlet. Reservoir 5 is attached to the
outlet of the microfluidic device. The flow is regulated using an in-house developed
LabVIEW program. (c) Schematic of the microfluidic device with channel length l,
width w, and height h. The uniform flow is denoted as u. The flow is parabolic over
the channel height in the Z direction. The circles represent uniform-flow inlet (filled
green circle), inlet/outlet ports 1 (filled blue circle), 2 (filled red circle), and 3 (filled
yellow circle). The region of interest, where particle manipulation occurs, is a square
region denoted by lc. (d) The actual 3D printed microfluidic device filled with methy-
lene-blue/water solution to visualize the flow channel.
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Particle-path optimization. The effectiveness of the optimization
procedure crucially depends on the rapid computation of the stream-
line patterns. In the following, we describe the workflow of the a priori
particle manipulation algorithm, which computes the time-dependent
flow rates Q corresponding to the optimal particle trajectories between
the initial particle position XPiðt0Þ and the final particle position
XPiðtf Þ. Here, i is the index of the particle to be manipulated, while t0
and tf represent the times where the particle is at the initial position
and the final position, respectively. The a priori particle manipulation
algorithm is designed to minimize both the magnitude of the flow rates
Q and the magnitude of the flow rate variations (dQ=dt). This ensures
simple inputs to the pump for better control over the flow rates during
the experiments. In this approach, we assume that the particles are suf-
ficiently large (dp � h) such that their motion is not affected by
Brownian motion. Hence, the particle is advected at the local fluid
velocity u(XPi), such that _XPiðtÞ¼ g� u(XPi), where XPiðtÞ is the parti-
cle position in the X and Y directions at time t, i the index of the parti-
cle to be manipulated, and g a proportionality constant that depends
on the particle shape and ratio of particle size to channel height.27

Here, the particles used for the experiments are spherical and have a
particle diameter-to-channel height ratio of 0.6 with g¼ 0.88.

For the particle-path optimization, we develop a reduced-order,
semi-analytical computational approach. To decrease the complexity
of the optimization problem, we optimize the flow rates Q�ðtÞ
¼ ½Q�

1ðtÞ;Q�
2ðtÞ;Q�

3ðtÞ� as a function of time, instead of optimizing for
a discrete set of values of the flow rates. The time-varying flow rates
are projected onto a finite base of orthogonal polynomials, and the
coefficients of those orthogonal expansions are used as design varia-
bles. The total time duration for optimization, t� is defined over a
range [a,b] where a given polynomial weight function satisfies orthogo-
nality. A time interval t� ¼ [�1, 1] is chosen because most of the
orthogonal polynomials relevant to this study have their orthogonality
relation in the range [�1, 1].

The optimization is performed in two steps: the first step finds a
feasible solution, while the second optimization step refines the solu-
tion to minimize both the magnitude of the flow rates and the time
variation of the flow rate. Figure 2(a) shows a flow chart of the two-
step optimization process. Figures 2(b)–2(e) shows computed flow
rates for non-optimized and optimized particle trajectories.

A. First optimization step: Unconstrained optimization

The input parameters for the first optimization step are the initial
particle position XPiðt�0Þ, the pre-defined final particle position
XPiðt�f Þ, and the non-dimensional uniform flow u� ¼ (u�,0). The opti-
mization algorithm uses the coefficients of the orthogonal expansions
to compute the flow rates that yield an optimized particle trajectory
between pre-defined initial and final particle position. A quasi-Newton
method28 based unconstrained optimization is used to minimize the
objective function J1, which is defined as the distance between the par-
ticle position at the final time step XPiðt�k Þ and the pre-defined final
position XPiðt�f Þ,

min
Q� J1 ¼ jjXPiðt�k Þ � XPiðt�f Þjj: (3)

This first step yields a particle trajectory, which reaches the target final
position.

B. Second optimization step: Constrained optimization

The Q� and the particle trajectory obtained from the first optimi-
zation step are used as the input parameters for the second optimiza-
tion step. This second optimization step uses a gradient descent-based
constrained optimization, where the objective function J2 to be mini-
mized consists of two components: the variations in flow rate dQ�

dt� and
the absolute value of the flow rates Q�. The objective function J2 is
minimized subject to the constraint that the distance between the par-
ticle position at the final time step XPiðt�k Þ and the pre-defined final
position XPiðt�f Þ is minimal

min
Q�;dQ

�
dt�
J2 ¼ a �

ðt�¼1

t�¼�1

@jQ�j
@t�

dt� þ b �
ðt�¼1

t�¼�1
jQ�jdt�; (4)

such that the following constraint is imposed:

jjXPiðt�k Þ � XPiðt�f Þjj ¼ 0: (5)

Here, a and b are arbitrary weights that can be tuned based on
the flow rates, Q�, to emphasize either small-time variations (when a is
comparatively higher) or small absolute values (when b is higher).
Constant values of 1 and 10�3 are used for a and b, respectively. These
values are used to prioritize the minimization of the flow rate varia-
tions. The integrals in Eq. (4) are numerically estimated using the trap-
ezoidal rule. The dimensions are applied to the non-dimensional flow
rates Q� using the characteristic length scale lc and the characteristic
uniform flow uc . The dimensional flow rate is denoted as Q¼ [Q1, Q2,
Q3] for inlet/outlet ports 1, 2, and 3, respectively.

The a priori particle manipulation algorithm uses a linear combi-
nation of the coefficients of the orthogonal polynomials. A parametric
study is carried out to investigate which orthogonal polynomials are
best suited for this study; see (Ref. 23, Sec. 3.4.3). Polynomials such as
Legendre polynomials, Chebyshev polynomials of the first kind, and
Hermite polynomials are investigated. The choice of orthogonal poly-
nomials is a mathematical choice and not a physics-based, because all
three sets of polynomials give an optimal solutions. In practice, we find

FIG. 2. (a) Overview of the a priori particle manipulation algorithm. (b) and (e)
depict particle separation, where the trajectories of two particles are controlled from
their initial position to their respective final desired positions. The pre-defined initial
and final particle locations are defined as XP1ðt0Þ and XP1ðtf Þ for particle 1 and
XP2ðt0Þ and XP2ðtf Þ for particle 2. Achieving the non-optimized trajectory in (b)
requires higher flow rates with higher flow rate fluctuations (c) compared to the flow
rate required (d) for the optimized particle trajectory (e). The scale bar represents
4 mm.
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that the convergence of Hermite polynomials to the optimal solution is
slower compared to Legendre and Chebyshev polynomials. The per-
formances of the Legendre and Chebyshev polynomials are very simi-
lar and converge to the same optimized particle trajectories and flow
rate bounds. Nevertheless, Legendre polynomials are selected as a suit-
able candidate for the a priori particle manipulation algorithm, because
in practice they show the lowest flow rate variations. The pre-defined
flow rates from the a priori particle manipulation algorithm are trans-
mitted to the pressure pump as discrete input points. However, the
volumetric flow rate imposed by the pump does not reach the desired
flow rate values instantaneously, because the pump responds with a
finite time delay. In order to take into account this systematic error
from the pump, the pump response time is computed; see also (Ref.
23, Sec. 3.3).

Closed-loop feedback control. The a priori manipulation algo-
rithm leverages the linearity of potential flow theory to determine the
optimized particle trajectory strategy in a fast, straightforward, and
efficient manner. However, the a priori particle manipulation algo-
rithm has a few limitations. Effects such as surface roughness and off-
center particle position in the channel are not accounted for. To
address these limitations, the a priori particle manipulation algorithm
is coupled with closed-loop control, which allows improved control of
the particle in an experiment. In general, a closed-loop control system
is a system of hardware and software that can automatically adjust var-
iations in a process to a set point with pre-defined limits without
human interaction. In our case, we use a proportional–integral–deriva-
tive (PID) controller that provides corrective flow rates to the inlet/out-
let ports based on the position error of the particles. The particle
position error is defined as the difference between the particle location
from the a priorimanipulation algorithm and the experimentally mea-
sured particle location. A step-by-step description of how the posi-
tional error is measured and corrected in real-time, along with a visual
flow chart, is provided in the supplementary material (supplementary
material, 2. Working principle of PID controller). The performance
and robustness of the PID controller in response to inputs deviating
from ideal inputs are characterized in silico by introducing noise in the
flow rates, up to 5lL/min. We use these simulations to fine-tune the
controller’s gain constants. In experiments, the PID controller success-
fully manipulated elliptical-shaped particles, such as conifer pollen. It
performed optimally as long as the particles remained suspended in
the flow. However, when particles adhered to the upper or lower walls,
the controller began to issue large corrective inputs, ultimately leading
to the failure of the experiment; for further details, see (Ref. 23, Sec.
4.3).

III. RESULTS

Flow validation in the Hele–Shaw cell To validate our approach,
we first compare the flow field generated in our device with numerical
simulations. We begin by validating our numerical approach by com-
paring the flow fields computed using the panel method with the flow
field computed using COMSOL simulations by solving the full
Navier–Stokes equations; details are provided in (Ref. 23, Sec. 3.2.4).
We find our reduced base potential solver to be in excellent agreement
with our COMSOL simulations. The agreement between the potential
flow and the COMSOL simulations demonstrates that the inertial
terms of the Navier–Stokes equations, as well as the effects of lateral
boundaries, can be neglected under the Hele–Shaw condition (l � h)
and when the distance to the wall exceeds h.

Next, we compare our numerical simulations with experimental
results. For this, we choose a flow configuration corresponding to a
uniform flow superposed with a single source. Experimentally, we
keep the volumetric flow rate for the uniform flow constant, and
impose the volumetric flow rate through a single inlet. The streamline
pattern corresponding to this flow is a Rankine half body and is char-
acterized by the presence of a stagnation point upstream of the inlet;25

see Fig. 3(b). We find the streamlines measured experimentally to be
in agreement with the computed streamlines, see Figs. 3(a) and 3(b).
We quantify the agreement by recording the location of the stagnation
point for an increasing value of the flow rate through the inlet. The
potential flow model is validated by comparing the position of a stag-
nation point induced by a single source in a uniform flow. We measure
the location of the stagnation point in the flow chamber. The stagna-
tion point is inherently unstable because it is sensitive to the system
setup, such as the geometry of the flow cell, small flow rate variations
and the placement of the inlet port. Small changes in these factors can
cause the stagnation point to move unpredictably. The agreement
between the location of the stagnation point computed with the panel
method and both the location computed using COMSOL simulations
and the location measured in our experiments indicates that the flow
field computed by the panel method accurately represents the actual
flow field. The stagnation point from the experimental data set is deter-
mined from the measured streamlines using Psi-PIV.29 The experimen-
tally determined stagnation point is a statistical average over 500 images
to yield a properly converged estimation. For a more comprehensive
understanding of the Psi-PIV workflow and streamline extraction, please
refer to the Psi-PIV journal paper.29 Figure 3(a) presents a good agree-
ment between results from the panel method, COMSOL, and the experi-
ments for the spatial location of stagnation point for increasing source
strength. There are no fitting parameters in this figure, and the flow rates
are direct inputs in both the simulation and the experiments. This dem-
onstrates that the panel method accurately predicts the streamlines of
the flow in the Hele–Shaw device. It also validates the design of our
finite-size ports to closely reproduce axisymmetric radial flow of an ideal
source. The panel method is computationally inexpensive compared to
COMSOL, since the former is strictly based on potential flow theory,
whereas the latter solves the Navier–Stokes equations. This makes it the
method of choice for fast online computations, which are required
within our feedback control loop.

FIG. 3. (a) Comparison between the source-based panel method, COMSOL simula-
tions, and experiments to characterize the device in terms of the location of the
stagnation point of the Rankine half-body flow. The Rankine half-body strength was
regulated by keeping the uniform flow constant and gradually increasing the flow
rate through port 2 (marked as a red circle). (b) and (c) show a test case, where the
flow rate at the upstream inlet is 20 ll/min and at port 2 is 50 ll/min from the
source-based panel method and experiment, respectively. The scale bar represents
4 mm.
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A priori particle manipulation algorithm. We proceed by char-
acterizing our particle manipulation approach and the computed a pri-
ori variations in the source/sink strengths. Numerically, the a priori
particle manipulation algorithm is first assessed on an arbitrary test
case. In this test case, two particles that are initially traveling on the
same streamline are separated such that both reach an imposed final
position for which the two particles are on separate streamlines. Figure
2(b) shows the particle trajectory of a particle pair when forced to
travel on a pre-defined particle trajectory without first and second
optimization steps. Figure 2(e) shows the particle trajectories calcu-
lated using the a priori particle manipulation algorithm, which is a
two-step optimization routine. Figures 2(c) and 2(d) indicate that if
two particles are traveling on a certain pre-defined particle trajectory,
the required flow rates can be almost 15 times larger compared to the
flow rates calculated from the a priori particle manipulation algorithm.
Moreover, the a priori particle manipulation algorithm eliminates the
sharp variations in the flow rate, which are seen in the flow rates of the
non-optimized solution. A similar effect of the particle optimization
routine was noticed by Schneider et al.8 We verify that the computed
optimal flow rates can be achieved and imposed in our experiments
given the technical limitations of the flow controllers.

Figure 4 presents our results for an experiment where a particle
follows a pre-computed optimized trajectory with minor deviations.
We maintain a constant uniform flow of 80lm/s (20ll/min), causing
the particle to approach the measurement domain along the X

direction. We provide as an input the initial particle position Xpiðt0Þ
and final position Xpiðtf Þ, and the a priori particle manipulation algo-
rithm computes an optimized trajectory with the corresponding flow
rates, see Figs. 4(a) and 4(b). These are transmitted to the pump. Once
the particle reaches the starting point, Xpiðt0Þ, the pre-computed flow
rates are imposed without any feedback control and alter the stream-
line pattern in the flow cell to guide the particle toward its final posi-
tion Xpiðtf Þ. The experimentally measured trajectory [dashed line in
Fig. 4(a)] closely agrees with the simulated trajectory [solid line in
Fig. 4(a)], with a maximum error of only 0.8% of the linear dimension
of the measurement domain (12� 12mm2). The precision of our
approach lies in the close control of the volumetric flow rate, character-
ized by the pre-computed strength of source/sink in potential flow.
The streamlines during the manipulation time of, t¼ 6, 36, and 74 s
are plotted, corresponding to Figs. 4(c)–4(e), respectively. Throughout
the manipulation event, the streamline pattern does not change signifi-
cantly. Our Hele–Shaw geometry with inlet/outlet port design ensures
excellent agreement between the streamlines computed using a
reduced-base numerical potential flow solver and those recorded
experimentally. It bears emphasis that in this example, no feedback
control is implemented, and the precomputed input for the volumetric
flow rates ½Q1;Q2;Q3� through the ports is directly imposed. These
results indicate that the flow cell design and the panel method numeri-
cal approach provide enough precision and that the particle manipula-
tion do not require complex feedback control to reach high accuracy
in the manipulation. In the following, we show that a simple PID con-
troller is sufficient to correct any minor particle deviations for more
complex manipulations.

Real-time control of particle manipulation. For more complex
manipulations involving two particles, the experimentally obtained
particle trajectory can deviate from the pre-computed trajectories. In
practice, these deviations remain small and correcting for these can be
achieved with a simple PID controller and does not require a more
computationally expensive controlling approach, such as model pre-
dictive control. The coordinates of the particles are acquired during
the experiment from the in-house developed image acquisition
LabVIEW program. The initial and final particle locations, i.e., Xpiðt0Þ
and Xpiðtf Þ respectively, are used as input parameters for the a priori
particle manipulation algorithm written in Matlab. The Matlab pro-
gram computes the optimized flow rate for the given particle manipu-
lation, which is further transmitted to the LabVIEW program to
deliver the required flow rates into the flow cell. Additionally, with the
PID feedback loop in an experiment, the error in particle position can
be determined with respect to the a priori optimized trajectory and
additional flow rates can be given to correct for the error.

A single particle trap experiment is performed to determine the
effectiveness of the PID controller in suppressing the particle position
error between the experimentally measured particle position and the
optimized particle trajectory. As the stagnation point is inherently
unstable, the flow rates are adjusted to maintain the particle trapped in
a position by giving small corrections to the flow rates. The strength of
the flow rate correction is calculated using the particle position error
between the experimentally measured particle position and the opti-
mized particle trajectory.

In this case, a flow rate of 20ll/min is imposed upstream and
yields a uniform flow, u¼ (80, 0) lm/s. The particle approaches the
measurement domain from the centerline along the width of the

FIG. 4. Particle deflection: (a) Particle trajectories showing particle deflection for
optimized particle trajectories (green solid line: particle 1) and experimentally mea-
sured (green dashed line: particle 1) data. XP1ðt0Þ and XP1ðtf Þ denote pre-defined
initial and final particle locations for particle 1, respectively. The measurement
domain is marked by the black square box. The blue shaded area marks the manip-
ulation region. (b) Imposed and experimentally measured flow rates. The stream-
lines are computed from the flow rates recorded during the experiment at different
time instants: (c) t ¼ 6 s, (d) t ¼ 36 s, and (e) t ¼ 74 s. The circles represent inlet/
output port 1 (filled blue circle), 2 (filled red circle), and 3 (filled yellow circle),
respectively. The scale bar represents 4 mm.
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device. The particle is trapped in the control area (red-shaded region)
as shown in Fig. 5(a). Based on the initial particle position XP1ðt0Þ and
trapping location, the particle manipulation algorithm calculates the
optimized particle trajectory and the corresponding flow rates are
transmitted into the pump. As the particle enters the manipulation
area, the pre-computed flow rates are imposed. The green dots in
Fig. 5(a) indicate the experimentally measured particle position, which
shows that the particle significantly slows down in the trapping area.
During the experiment, the flow rate corrections reduce the error
[Fig. 5(b) (inset)], as the particle positional error increases between
t¼ 0 and 120 s [Fig. 5(c)]. The flow rate corrections modulate the pre-
computed flow rate components such that the error is again within the

threshold. Next, the streamlines are analyzed using the flow rates mea-
sured experimentally at the time, t¼ 100, 150, and 200 s corresponding
to Figs. 5(d)–5(f), respectively. The particle starts to slow down as ports
1 and 3 act as sinks, and port 2 acts as a source [Fig. 5(d)] until the par-
ticle becomes trapped at the stagnation point. As the stagnation point
is inherently unstable, the flow rates are adjusted to maintain the parti-
cle trapped in a position by giving small corrections to the flow rates
[Fig. 5(e)]. Eventually, the particle resumes the downstream motion
after the trapping time has passed [Fig. 5(f)]. Figure 5 shows selected
frames from the experimental video for the single-particle trapping
(multimedia view) and the corresponding streamline visualization
(multimedia view), respectively.

In the trapping duration of 60 s, in Fig. 6(a), the experimentally
determined particle position translates in the x direction by 390lm
between t¼ 50 s and 78 s. From t¼ 78 to 110 s, the particle is stagnant
at the X-position of 6.40mm. Throughout the experiment in the y
direction, experimentally measured particle position had no significant
deviation compared to the optimized particle trajectory; see Fig. 6(b).

Separating particle pair Here, the functionality of the micro-
device is demonstrated for particle separation. This test case simulates
a Y-channel where each particle flows in either of the two branches of
the channel. Based on the pre-defined final positions XP1ðtf Þ and
XP2ðtf Þ for particles 1 and 2, respectively, and their potential starting
points, XP1ðt0Þ and XP2ðt0Þ where the particle pair would enter the
square domain, optimized particle trajectories are computed using an
a priori particle manipulation algorithm. The optimized particle trajec-
tories (solid green and red lines) and the experimentally measured par-
ticle trajectories (dashed green and red lines) are indicated in Fig. 7(a).
During the experiment, the feedback loop system computes the experi-
mentally measured particle positional errors for the optimized trajecto-
ries and provides flow rate corrections accordingly. A good agreement
between the imposed and the experimentally measured flow rates is
shown in Fig. 7(b). Considerably lower flow rate corrections were
required in this test case [Fig. 7(b) (inset)]. The particle positional error
of particle 1 is within the threshold for the entire duration of the exper-
iment, as shown in Fig. 7(c). The positional error of particle 2 falls out-
side the threshold for the majority of the manipulation duration; this
might be due to the off-center particle position with respect to the
channel height. During the experiment, when the normalized weight
of particle 2 is increased with respect to that of particle 1, the positional
error starts to decrease for particle 2 and to increase for particle 1, but
remains within the threshold limit.

FIG. 5. (a) Particle trajectories showing particle trapping for green solid line: opti-
mized particle trajectory and filled green circle: experimentally measured particle
trajectory. XP1ðt0Þ and XP1ðtf Þ denotes pre-defined initial and final particle location
for particle 1, respectively. The black square box marks the measurement domain.
The blue shaded area indicates the manipulation region. The red shaded area
shows the particle trapping location. The video of the actual experiment is available
online, where the particle appears as a white dot on a black background. (b)
Imposed and experimentally measured flow rates. (Inset) Flow rate corrections by
PID controller to minimize the particle’s positional error. (c) Positional error as a
function of time. The green shaded area represents the mean particle diameter,
212 lm, considered as the acceptable threshold. The particle tracks are computed
from the streamlines. The streamlines are computed from the flow rates recorded
during the experiment at different time instants: (d) t¼ 100 s, (e) t¼ 150 s, and (f)
t¼ 200 s. The circles represent inlet/outlet ports 1 (filled blue circle), 2 (filled red cir-
cle), and 3 (filled yellow circle). The scale bar represents 4 mm. A video shows the
animation of the data included in A.-F. Multimedia available online.

FIG. 6. The dashed lines shows the optimized particle trajectory and the dotted line
shows the experimentally measured position for a particle that is trapped and
released. The red shaded region shows the pre-defined particle trap duration. (a)
Particle displacement in the X direction as a function of time. (b) Particle displace-
ment in the Y direction as a function of time.
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Furthermore, the streamline patterns are analyzed using the
experimentally measured flow rates during the manipulation at times,
t ¼ 10, 72, and 104 s, corresponding to Figs. 7(d)–7(f), respectively.
The particles continue to move downstream, with particle 1 moving
toward port 3, which acts as a sink [Fig. 7(d)]. As the particles move
downstream, they separate further as a result of port 1 acting as a
sink, and the distance between the particles increases [Fig. 7(e)]. As the
particles travel toward port 2, the source strength of the port 2
increases to separate the two particles and move them closer to their
pre-defined final positions [Fig. 7(f)]. Figure 7 shows selected frames
from the video of the experiment with the separation of a particle pair
(multimedia view) and the corresponding streamline visualization
(multimedia view), respectively.

Joining two particles Two particles were brought together to
demonstrate the functionality of our flow cell for studies related to coa-
lescence, particle assembly, and adhesion. The a priori manipulation
algorithm determines the optimized particle trajectories and the corre-
sponding flow rates from the desired initial and final particle positions.
The optimized particle trajectories (solid green and red lines) and
experimentally measured particle trajectories (dashed green and red
lines) are indicated in Fig. 8(a). A maximum of 10% deviation between
the imposed and the experimentally measured flow rates is shown in
Fig. 8(b). A small flow rate correction at the time t ¼ 100 s is required
[Fig. 8(b) (inset)]. The particle positional error of particle 2 is within
the error threshold for the entire experiment. In this case, the particle
position error of particle 1 remains constant until t ¼ 70 s and

FIG. 7. Separating a particle pair: (a) Particle trajectories showing particle separa-
tion for optimized particle trajectories (green solid line: particle 1, red solid line: parti-
cle 2) and experimentally measured (green dashed line: particle 1, red dashed line:
particle 2) data. XP1ðt0Þ and XP1ðtf Þ denote pre-defined initial and final particle
locations for particle 1, respectively. Similarly, XP2ðt0Þ and XP2ðtf Þ are for particle
2. The measurement domain is marked by the black square box. The blue shaded
area marks the manipulation region. The video of the actual experiment is available
online, where the particle appears as a white dot on a black background. (b)
Imposed and experimentally measured flow rates. (Inset) Flow rate corrections by
PID controller during the experiment to minimize the positional errors of the par-
ticles. (c) Positional errors as a function of time for particle 1 (green solid line) and
particle 2 (red solid line). The green shaded area indicates the mean particle diame-
ter, 212 lm, which is considered as an acceptable threshold. The streamlines are
computed from the flow rates recorded during the experiment at different times: (d)
t ¼ 10 s, (e) t ¼ 72 s, and (f) t ¼ 104 s. The circles represent inlet/output port 1
(filled blue circle), 2 (filled red circle), and 3 (filled yellow circle). The scale bar rep-
resents 4 mm. A video shows the animation of the data included in A.-F. Multimedia
available online.

FIG. 8. Joining two particles: (a) Particle trajectories showing particles approaching
each other for optimized particle trajectories (green solid line: particle 1, red solid
line: particle 2) and experimentally measured (green dashed line: particle 1, red
dashed line: particle 2) data. XP1ðt0Þ and XP1ðtf Þ denote pre-defined initial and
final particle locations for particle 1, respectively. Similarly, XP2ðt0Þ and XP2ðtf Þ are
for particle 2. The measurement domain is marked by the black square box.
The blue shaded area indicates the manipulation region. The video of the actual
experiment is available online, where the particle appears as a white dot on a
black background. (b) Imposed and experimentally measured flow rates. (Inset)
Flow rate corrections by PID controller during the experiment to minimize particle
positional error. (c) Positional error as a function of time for particle 1 (green solid
line) and particle 2 (red solid line). The green shaded area indicates the mean parti-
cle diameter, 212 lm, which is considered as an acceptable threshold. The particle
tracks are computed from the streamlines. The streamlines are computed from the
flow rates recorded during the experiment at different time instants: (d) t ¼ 16 s,
(e) t ¼ 55 s, and (f) t t ¼ 75 s. The circles represents inlet/output port 1 (filled blue
circle), 2 (filled blue circle), and 3 (filled yellow circle), respectively. The scale bar
represents 4 mm. A video shows the animation of the data included in A.-F.
Multimedia available online.
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increases for a short duration between t ¼ 70 and 75 s. During the
experiment, the normalized weight of particle 1 is increased with
respect to particle 2, the particle position error for particle 1 decreases
to the threshold level after that [Fig. 8(c)].

The streamline patterns determined using the experimentally
measured flow rates show that both the particles move downstream,
and particle 1 begins to move toward port 1 due to ports 1 and 2 acting
as a source and sink, respectively, at the manipulation time, t ¼ 16 s
[Fig. 8(d)]. Both particles travel downstream, with particle 1 having a
larger velocity due to a strong source and sink strengths from ports 1
and 2, respectively, forming a Rankine oval [Fig. 8(e)]. As the particles
travel toward port 2, the sink strength of port 2 increases to move the
two particles closer to each other to the pre-defined final particle posi-
tion [Fig. 8(f)]; see Fig. 8 for selected frames from the video of the
experiment with two particles coming close to each other (multimedia
view) and the corresponding streamline visualization (multimedia
view), respectively.

Virtual mixing channel This section demonstrates how we can
switch the position of particles in a rectangular channel. In this experi-
ment, there is a constant uniform flow, u¼ (40,0) lm/s which corre-
sponds to a flow rate of 10ll/min. The optimized particle trajectories
(green and red solid lines) computed from the a priori particle manip-
ulation algorithm correspond to switching the positions of two par-
ticles, where the particle initially moving along a streamline above the
other is manipulated to move along a streamline underneath the other
after the manipulation. The particle trajectories measured experimen-
tally (dashed green and red lines) are also indicated in Fig. 9(a). In this
experiment, a significant deviation arises between the imposed and the
experimentally measured flow rates in the second half of the experi-
ment, as shown in Fig. 9(b). Here, the flow rate corrections are sub-
stantial in the particle positional error [Fig. 9(b) (inset)]. Since the
controller gains were kept constant, the high magnitude of the flow
correction may be due to a small blockage in the inlet tubes or particles
settling in the flow cell that reduces the velocity in the parabolic flow
profile. This example shows that in practice the PID control is robust
and can provide appropriate flow rate corrections to mitigate random
disturbances in the experiment. The positional error of particle 2
increases significantly and might be due to the settling behavior of the
particle in the flow cell. The flow rate corrections decreased the particle
positional error to the threshold level [Fig. 9(c)].

Before the start of the manipulation activity, particle 2 is in front
and below particle 1. At t¼ 68 s, both particles are close to each other
near port 1 [Fig. 9(d)]. Both particles are subsequently deflected
toward port 2, and particle 2 is pushed toward port 3 at a steep angle
such that it moves on the other side of the trajectory of particle 1
[Fig. 9(e)]. Toward the end of the manipulation period, particle 2 is
behind and above particle 1 [Fig. 9(f)]; see Fig. 9 for selected frames
from the video of the experiment with two particles switching their
position as they move downstream (multimedia view) and the corre-
sponding streamline visualization (multimedia view).

Pollen trapping Our approach is general and not limited to one
particular kind of particle. The flow is used as gentle tweezers to move
particles within the flow cell, and the approach is particularly suited to
biological samples. To demonstrate this, an arbitrary pollen grain is
selected and trapped in the flow cell while the other pollen grains con-
tinue to flow. There has been considerable work done in pollen trap-
ping.30,31 Manipulation techniques such as electric or magnetic

manipulation are not feasible here. They do not create appropriate
growth conditions for growing pollen tubes from a pollen grain, which
promptly respond to chemical or electrical stimuli. The pollen trapping
experiment is done in a similar manner as the particle trapping experi-
ment explained previously. The experimental setup was modified for
the pollen grain experiment by adding an additional camera for visual-
ization. Furthermore, details on the pollen grain experimental setup
are given in (Ref. 23, Sec. 4.2). The pollen grain approaches the mea-
surement domain from the centerline along the width of the device.
The objective is to trap the pollen at the stagnation point in the trap-
ping area (red-shaded region) as shown in Fig. 10(a). As the pollen
grain enters the manipulation region, significant flow rate corrections
are required [Fig. 10(b) (inset)]. The magnitude of the corrections is of
the same order as the pre-computed flow rates. The pollen diameter
(70lm) is significantly smaller than the channel height (350lm).

FIG. 9. Virtual mixing channel: (a) Particle trajectories showing particle mixing for
optimized particle trajectories (green solid line: particle 1, red solid line: particle 2)
and experimentally measured (green dashed line: particle 1, red dashed line: parti-
cle 2) data. XP1ðt0Þ and XP1ðtf Þ denote pre-defined initial and final particle loca-
tions for particle 1, respectively. Similarly, XP2ðt0Þ and XP2ðtf Þ are for particle 2.
The black square box marks the measurement domain. The blue shaded area indi-
cates the manipulation region. The video of the actual experiment is available
online, where the particle appears as a white dot on a black background. (b)
Imposed and experimentally measured flow rates. (Inset) Flow rate corrections by
PID controller during the experiment. (c) Positional error for particle 1 (green solid
line) and particle 2 (red solid line). The green shaded area indicates the threshold,
corresponding to the particle diameter: 212 lm. The particle tracks are computed
from the streamlines. The streamlines are computed from the flow rates recorded
during the experiment at different time instants: (d) t ¼ 68 s, (e) t ¼ 100 s, and (f)
t ¼ 150 s. The circles represent inlet/output ports 1 (filled blue circle), 2 (filled red
circle), and 3 (filled yellow circle), respectively. The scale bar represents 4 mm. A
video shows the animation of the data included in A.-F. Multimedia available online.
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Thus, the probability of the pollen grain not being at the centerline
along the channel height is significant. At the start of the experiment,
the positional error is large and gradually decreases throughout the
experiment to the threshold value of 70lm, corresponding to the pol-
len grain diameter. Figures 10(d)–10(f) correspond to pollen grain
trapping at the manipulation time of 100, 130, and 160 s, respectively,
as seen with a 3� zoom lens along with the streamline imposed from
the experimental flow rate data. The streamlines vary with time to
keep the pollen grain at the same position; see Fig. 10 (multimedia
view) for the pollen trapping experiment as seen by an 1� lens (for
pollen manipulation) and 3� zoom lens (for visualization).

IV. DISCUSSION AND CONCLUSION

This article describes a method to create “virtual channels” in a
Hele–Shaw cell using only hydrodynamic forcing. The flow model is
validated by comparing the position of a stagnation point induced by a

single source in a uniform flow. The model for the bulk fluid velocity
and the particle velocity is based on the assumption that the depth-
averaged flow in the Hele–Shaw cell behaves as a potential flow. This
assumption allows us to take a linear superposition of 2D point sources
and uniform flow to represent and compute the flow patterns. Figure 3
demonstrates that the spatial position of the stagnation point induced
by varying the source strength, predicted by the source-based panel
method and COMSOL simulations, are in agreement with the experi-
mental data. A key advantage of the panel method is that it is based on
potential flow theory, making it computationally far less expensive
than COMSOL simulations, which is beneficial for real-time
applications.

A novel a priori particle manipulation algorithm is introduced to
determine optimal particle trajectories, based on the pre-defined initial
and final particle location. The optimized particle trajectory is calcu-
lated by minimizing both the magnitude and the time variations of the
flow rates. The a priori particle manipulation algorithm can be scaled
to different Hele–Shaw cells based on their physical dimensions. This
is possible because all optimization calculations are performed using
non-dimensional terms, scaled by the length scale of the region of
interest, channel height, and the uniform flow velocity. The five inlet/
outlet ports in the current flow cell correspond to the minimum num-
ber of ports required to manipulate two particles simultaneously.
These five ports are designed to include one inlet for uniform flow,
three ports for liquid injection or extraction, and an outlet to ensure
mass conservation.

However, some factors are not included in the a priori computa-
tions, such as particle density and off-center particle position along the
channel height. Hence, to enhance the repeatability of the experiments,
a feedback loop is necessary. This is achieved by implementing a PID
control system, which uses the pre-computed optimized trajectories
from the a priori particle manipulation algorithm. The linear nature of
potential flow simplifies and speeds up the control strategy. The PID
controller provides flow rate corrections, added to the pre-computed
flow rates, based on real-time measurements of particle deviation from
the pre-computed optimized particle trajectories.

With this PID control strategy, the flow cell can replicate various
fundamental microfluidic processes such as trapping (see Fig. 10), sort-
ing, separating (see Fig. 7), joining (see Fig. 8), and interchanging (see
Fig. 9). This system can be used in chemical and biological processes
such as cell trapping, cell interactions, cell separations, micro-reactors,
particle assembly, adhesion, droplet coalescence, and mixing. A poten-
tial application of this device was demonstrated by trapping an arbi-
trary pollen grain in the flow cell (see Fig. 10), for 60 s, while other
pollen grains where advected by the flow. In principle, the trapping
time can be adjusted based on the user requirements. A key advantage
of using hydrodynamic forcing is that it avoids external influences,
such as electric or acoustic fields, which could otherwise affect chemi-
cal or biological samples.

In the future, adding more ports could make the system for two-
particle manipulation more redundant. Increasing the number of inlet/
outlet ports would also contribute to improving the stability of stream-
lines. Moreover, coupling the a priori particle manipulation algorithm
with a more robust feedback loop such as non-linear model predictive
control (NMPC) could further improve particle manipulation. NMPC
could be applied with a pre-determined time horizon since the most
stable optimized particle trajectories are computed from the a priori

FIG. 10. Real-time pollen selection and trapping: (a) Particle trajectories showing
pollen grain trapping for simulated (green solid line) and experiment (green dashed
line) data. XP1ðt0Þ and XP1ðtf Þ denote pre-defined initial and final locations for the
selected pollen grain, respectively. The black square box marks the measurement
domain. The blue shaded area indicates the manipulation region. The red shaded
area shows the particle trapping location. The video of the actual experiment is
available online, where the particle appears as a white dot on a black background.
(b) Imposed and experimentally determined flow rates. (Inset) Flow rate corrections
by PID controller to minimize the positional error. (c) Positional error as a function of
time. The green shaded area represents the mean pollen diameter, i.e., 70 lm, con-
sidered as the acceptable threshold. In this case, images of trapped pollen are
shown at different time instants during the manipulation process: (d) t ¼ 100 s, (e)
t ¼ 130 s, and (f) t ¼ 160 s. The gray lines depict the streamlines around the pol-
len grain. The circles represent inlet/output ports 1 (filled blue circle), 2 (filled red cir-
cle), and 3 (filled yellow circle), respectively. The scale bar represents 250 lm. A
video shows the animation of the data included in A.-F. Multimedia available online.
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particle manipulation algorithm. Additionally, an adaptive feedback
controller could be developed to dynamically select controller parame-
ters based on the particle locations and the pre-computed flow rates.
Furthermore, optimization could also be performed to identify the
ideal locations and configurations for the inlet/outlet ports, minimizing
both absolute flow rates and flow rate variations.

SUPPLEMENTARY MATERIAL

See the supplementary material for detailed information on the
experimental characterization of the pump response time and the
working principle of the PID controller, including a high-level flow
chart illustrating the experimental sequence using the a priori particle
manipulation algorithm with a PID feedback controller.
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