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Abstract 
The beach recovery process determines the resilience of a sandy coast and is an important aspect of 

the coastal safety. Sediment stored underwater due to storms is transported onshore by the migration 

of subtidal and intertidal bars under mild wave conditions. The intertidal zone is an important inter-

face, connecting the marine and aeolian zone and facilitating the transition of hydrodynamic to aeolian 

sediment transport. The aim of this study is to investigate the cross-shore morphodynamics of inter-

tidal sandbars. 

The dominant cross-shore sediment transport processes can mainly be divided into surf zone and 

swash zone processes. The surf zone processes are primarily determined by the balance of wave non-

linearities, undertow and infra-gravity waves. In the swash zone, the cross-shore sediment transport 

is determined by the balance between the turbulent uprush and the gravity induced backwash.  

A recent terrestrial laser scanning (TLS) measuring campaign conducted at Kijkduin, the Netherlands, 

provided new insight in the intertidal bar behavior. The results of one cross section are analyzed. In a 

period of 6 weeks, two distinctive intertidal bars formed, grew and migrated onshore during mild wave 

conditions and eventually eroded again during a storm. Within 5 days, the upper intertidal bar mi-

grated onshore over a distance of 25m and grew with a height of 0.3m, attributed to swash zone pro-

cesses. Onshore sediment transport fluxes reached values of nearly 2 m3 per meter width in one tidal 

cycle. 

The findings are compared with two XBeach models (surf beat model and hydrostatic swash model) 

which are used to reproduce the observed morphological behavior of the upper intertidal bar. Both 

models partly reproduce the onshore migration but show deviating results regarding the final growth 

of the intertidal bar. In contrast to the surf beat model, the morphological changes in the hydrostatic 

swash model are primarily induced by swash zone processes, which is comparable to the processes in 

the TLS measurements.  

Finally, a conceptual model is developed in which four intertidal bar regimes are classified based on 

the tidal water level. The distinction determines the dominant cross-shore processes for the formation, 

migration, growth and destruction of intertidal bars. The model shows that the swash zone processes 

are dominant for the onshore migration and growth of intertidal bars in the overwash regime, while 

the surf zone processes are dominant in the submersion regime.  

The findings presented in this study provide a better understanding of the intertidal bar behavior. Alt-

hough the XBeach models did not reproduce the observed behavior completely, there are some pro-

nounced similarities. Further research is required to increase the knowledge of intertidal bar behavior 

at a variety of sandy coasts and to improve the performance of processes-based models like XBeach. 

 

Keywords: Intertidal sandbars; cross-shore sediment transport; conceptual model; terrestrial laser 

scanning; XBeach 
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Nomenclature 
Abbreviation    

GLM Generalized Lagrangian Mean  

GPS Global Positioning System  

JONSWAP Joint North Sea Wave Project  

LiDAR Light Detection And Ranging  

MHW Mean High Water  

MLW Mean Low Water  

NAP Normaal Amsterdams Peil, Dutch local datum  

NLSWE Non-Linear Shallow Water Equations  

OET Open Earth Tools  

PLS Permanent laser scanning  

ROI Region Of Interest  

TIN Triangular Irregular Network  

TLS Terrestrial laser scanning  

TMA Texel, Marsen and Arsloe   

   

Symbols   

α Bed-slope calibration factor [-] 

β Beach slope [rad] 

βb Local bed slope [rad] 

βd Turbulent stirring calibration factor [-] 

βs Bed-slope correction factor [-] 

γ Peak enhancement factor  

∆ Relative weight of sediment (≈1.6 for sand) [-] 

εb Surf similarity parameter [-] 

εs Suspended load efficiency [-] 

θ' Non-dimensional shear stress [-] 

θcr Shields criterion for initiation of motion [-] 

θm Mean wave direction [rad] 

υh Turbulent eddy viscosity [m2/s] 

φ Critical bed slope [rad] 

Ω Dimensionless fall velocity [-] 

As Wave asymmetry parameter [-] 

Asb Bed load coefficient [-] 

Ass Suspended load coefficient [-] 



x 

 
C Depth-averaged sediment concentration [m3/m3] 

Ceq,b Depth-averaged equilibrium bed load concentration  [m3/m3] 

Ceq,s Depth-averaged equilibrium suspended load concentration  [m3/m3] 

D Grain size diameter [m] 

Dh Sediment diffusion coefficient [m2/s] 

f2.5 Wave friction factor [-] 

fAs Wave asymmetry calibration factor [-] 

fmor Morphological acceleration factor [-] 

fSk Wave skewness calibration factor [-] 

fTs Adaptation time calibration factor [-] 

g Gravitational acceleration [m/s2] 

Hb Breaking wave height [m] 

Hm0 Significant wave height [m] 

h Water depth [m] 

K Horizontal diffusivity coefficient [m2/s] 

k Turbulent kinetic energy [m2/s2] 

kb Near-bed wave-breaking induced turbulence [m2/s2] 

p Sediment porosity [-] 

Sb Bed load sediment transport volume [m3/m/s] 

Sk Wave skewness parameter [-] 

Ss Suspended load sediment transport volume [m3/m/s] 

Sx Sediment transport volume in the cross-shore direction  [m3/m/s] 

Sx,slope Sediment transport volume (including bed-slope correction) [m3/m/s] 

Sy Sediment transport volume in the longshore direction  [m3/m/s] 

s Wave spreading coefficient [-] 

T Wave period [s] 

Tp Peak wave period [s] 

Ts Adaptation time [s] 

Ucr Critical velocity [m/s] 

ua Mean flow velocity component due to nonlinear waves [m/s] 

uE Eulerian flow velocity [m/s] 

uL Generalized Lagrangian Mean flow velocity [m/s] 

urms Short wave orbital velocity [m/s] 

urms,2 Near-bed short wave orbital velocity [m/s] 

ws Sediment fall velocity [m/s] 

zb Bed level [m] 

zs Surface level [m] 
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1. Introduction 

 Background 
Intertidal sandbars are frequently occurring features in the recovery process of sandy coastal systems 

with a significant tidal range (Masselink et al., 2006a). After a storm, the recovery process is an im-

portant aspect of the coastal safety and determines the resilience of a coast. During storm events the 

beach-dune system is eroding, and a so-called winter profile is created with a relatively gentle slope 

(see Figure 1-1a). After the storm, under mild wave conditions, the coastal system is slowly recovering 

(see Figure 1-1b), ultimately creating a summer profile with a wide beach and steep slope (see Figure 

1-1c). These seasonal changes determine the variability of the coastal system (Wright and Short, 1984). 

In the recovery process, sediment stored underwater is transported onshore by the migration of sub-

tidal and intertidal bars (Houser, 2009), as shown in Figure 1-1b. Ultimately, the bars weld to the beach 

where the sand dries. From there, sand is transported by wind up to the dunes where it can be stored 

more permanently. The intertidal zone plays an important role in this recovery process, where high 

onshore sediment transport rates (Masselink et al., 2006a) and a transition from hydrodynamic to ae-

olian sediment transport can be found (Hoonhout and de Vries, 2017). The cross-shore intertidal sand-

bar behavior is the topic of this MSc thesis, observed in terrestrial laser scanning measurements and 

reproduced by numerical modelling in XBeach. 

 
Figure 1-1: Cross-shore storm and seasonal variability from a winter profile (a), through recovery (b) to a summer profile (c). 

MHW = Mean high water, MLW = Mean low water. 

a. Winter profile 

c. Summer profile 

b. Recovery process 
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 Problem definition 
The recovery of the shoreline by migration of intertidal bars is a process including many mechanisms 

over multiple spatial and temporal scales (Cowell et al., 2003). This is resulting in a complex coastal 

behavior which is hard to measure and predict accurately on the engineering time scale (years to dec-

ades). To map and gain knowledge on the morphological changes, long term coastal measurements 

already exist since several decades. An example is the JARKUS (yearly coastal measurements), per-

formed at the Dutch coast (Verhagen, 1990). These measurements, like most performed long term 

measurement campaigns, do not include the spatial and temporal detail of micro (mm – 100m) and 

mezzo (100m – km) scale mechanisms (Vos et al., 2017) which are important for the understanding 

and predictions on the engineering time scale.  

1.2.1. Recent progress in measuring and modelling 

Measuring with terrestrial laser scanning (TLS) 
Recently, the CoastScan project was setup to provide measurements on both small and long spatial 

and temporal scales (Vos et al., 2017). A measuring campaign was setup at Kijkduin in the Netherlands, 

to monitor a kilometer of beach for up to 6 months. Hourly topography was obtained using a terrestrial 

laser scanner (TLS) with a quality at the centimeter range. These measurements enable to gain 

knowledge on the coastal morphological behavior over multiple spatial and temporal scales with the 

ultimate goal to increase the accuracy of current numerical models. 

From the dataset obtained at Kijkduin, a relation was found between the intertidal bar behavior and 

the neap-spring tidal cycle (Hobbelen, 2018). Analogous to Kroon and Masselink (2002), the observa-

tions show onshore migration of intertidal bars with an increasing tidal range. The onshore migration 

and welding of intertidal bars is important for beach recovery (Houser, 2009) and is therefore exam-

ined further in this study.  

Numerical modelling in XBeach 
In recent decades process-based numerical models have been developed to predict nearshore mor-

phological changes. Some examples are XBeach, Delft3D, Unibest-TC and MIKE. Research into the re-

production of intertidal sandbar dynamics in these numerical models is still limited and appear to be a 

difficult task, as recently showed in Cohn et al. (2019). XBeach has the advantages that it incorporates 

the most relevant processes for cross-shore sediment transport (Trouw et al., 2012), especially close 

to the waterline, and is therefore used in this thesis. 

XBeach is a process-based numerical model that predicts the nearshore and coastal morphological 

change (Roelvink et al., 2009). It was originally developed to assess the natural coastal response during 

time-varying storm and hurricane conditions on the spatial scale of kilometers. Since then, a number 

of additional options have been implemented, allowing to choose which time-scales to resolve 

(Roelvink et al., 2018a).  

In sum, the current knowledge on post-storm recovery by the migration of intertidal bars over multiple 

spatial and temporal scales is limited, resulting in unreliable long term predictions in numerical models 

such as XBeach.  
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 Research questions 
The main research question of this thesis is: 

What is the cross-shore morphological behavior of intertidal bars at Kijkduin on a timescale of hours 

to weeks and to what extent can it be reproduced in XBeach? 

Therefore, the beach recovery by intertidal bars is analyzed using the field measurements at Kijkduin 

and model simulations are performed in XBeach. The following sub-questions are formulated to an-

swer the main research question in a stepwise manner: 

SQ 1: What are the dominant cross-shore sediment transport processes responsible for the dynamic 

behavior of sandbars in the intertidal zone found in literature? 

SQ 2: What is the intertidal bar behavior during mild and energetic wave conditions found in the TLS 

measurements at Kijkduin and which sediment transport processes are responsible? 

SQ 3: What is the performance of the XBeach model with respect to the TLS measurement results? 

SQ 4: How can the intertidal bar behavior be described in a conceptual model? 

 

 Thesis outline 
To answer the research questions defined above, this thesis is divided into 7 chapters as depicted in 

Figure 1-2. This outline provides the basic structure of this report, centered on the TLS measurements 

(chapter 4) and XBeach modelling (chapter 5) of the intertidal bars observed at Kijkduin.   

 
Figure 1-2: Basic thesis structure, divided into 7 chapters. 

After this introduction, the coastal terminology used in this thesis is explained in chapter 2, followed 

by an explanation about cross-shore sediment transport processes and a literature review on intertidal 

bars. Based on this an initial conceptual model is constructed in a basic framework. The chapter con-

cludes by answering the first sub-question (SQ 1). Subsequently, the study area of the measuring cam-

paign is introduced in chapter 3. Besides the TLS measurements additional available data is listed that 

is used for the analyzes and the setup of the XBeach model.  

In chapter 4, the method of collecting, selecting and processing the TLS measurement data is described 

in order to extract the necessary results. Two measuring periods are selected. Period A: both mild and 

energetic (storm) conditions and period B: only mild wave conditions. Furthermore, one cross section 

is chosen of which the cross-shore development is analyzed. This chapter concludes by answering sub-

question 2 (SQ 2).  

CH 1: Introduction 

CH 2: Theoretical background of the physical processes involving intertidal bars (SQ 1) 

CH 3: Study area 

 

CH 6: Conceptual model on the intertidal bar morphodynamics (SQ 4) 

CH 7: Discussion 

CH 8: Conclusion and recommendations 

CH 5: XBeach modelling (SQ 3) 

Method → Results 

CH 4: TLS measurements (SQ 2) 

Method → Results 
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In chapter 5, two hydrodynamic models (the surf beat model and the hydrostatic swash model) of the 

numerical model XBeach are used to calculate the morphodynamics in period B (as described above). 

Firstly, the implementation of the dominant cross-shore sediment transport processes (explained in 

chapter 2) for both hydrodynamic models are described. Then, the setup of the models for the study 

area of Kijkduin are described, followed by the model results in which a comparison with the observa-

tions of the TLS measurements is made. The chapter concludes by answering sub-question 3 (SQ 3).  

The literature review (chapter 2), TLS measurement results (chapter 4) and XBeach modelling results 

(chapter 5) are all combined to develop a conceptual model of the behavior of intertidal sandbars in 

chapter 6. Thus, sub-question 4 (SQ 4) is answered in this chapter. Subsequently, the TLS measure-

ments results and the XBeach modelling results are discussed in chapter 7. Finally, an answer is given 

to the main research question in the conclusion, followed by recommendations for further research 

(chapter 8). 
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2. Theoretical background of the physical 

processes involving intertidal bars 
The intertidal bar behavior is affected by a combination of physical processes. The theoretical back-

ground, involving the dominant processes on the behavior of intertidal bars, used in this study will 

therefore be described in this chapter. First, the coastal terminology found in literature and important 

in this study is formulated (section 2.1). Subsequently, the second section describes the important cross-

shore processes responsible for sediment transport in the intertidal zone (section 2.2). In section three, 

a literature review on the behavior of intertidal bars is discussed (section 2.3). Based on this literature 

review and the cross-shore sediment transport processes an initial conceptual model on the behavior 

of intertidal bars is constructed (section 2.4). Finally, in part five, the chapter concludes by answering 

sub-question 1 (section 2.5). 

 Coastal terminology 

2.1.1. The coastal region 
The coastal region can be divided into areas with each their own characteristics. In literature several 

definitions for the coastal region can be found. Here the definitions described in Bosboom and Stive 

(2015) are followed. The coastal profile or shoreface is defined as the active nearshore zone affected 

by wave action (see Figure 2-1). It extends from water depths of 10 to 20 meters up to the beach and 

dune system. The shoreface can be divided into the lower shoreface, or shoaling zone, where wave 

amplitudes increase up to their breaking point and the upper shoreface consisting of the surf zone, 

swash zone, beach and the first dune row or cliff face. On the engineering time scale nearly all mor-

phological changes take place at the upper shoreface.  

 
Figure 2-1: Schematization of the coastal region, including the positions of the various shoreface zones. Modified from 
Dashtgard et al. (2012). 

 

Upper shoreface Lower shoreface 

Swash 

zone 
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The intertidal zone (part of the upper shoreface) is the transitional zone between water and land, 

emerged at low tidal water levels and submerged at high tidal water levels. This zone is therefore 

subject to both hydrodynamic and aeolian processes. The swash zone is also a transitional zone be-

tween water and land. Alternately being emerged and submerged on the timescale of wind waves and 

swell waves. This region between the wave runup and rundown level is often referred to as the beach 

face (Puleo et al., 2000). Due to changing tidal water levels, the surf zone and swash zone are shifting 

up and down the coastal profile, changing the active sediment transport processes (described in sec-

tion 2.2) at one location in the intertidal zone. 

2.1.2. Beach states 
Wright and Short (1984) classified a series of beach states according to their appearance. Based on 

field studies on Australian beaches they distinguished six beach states, from fully dissipative to highly 

reflective beaches. In between, four intermediate states exist which contain both reflective and dissi-

pative elements. Dissipative and reflective beaches are relatively two-dimensional, characterized by 

their cross-shore profile. Respectively, the beach states roughly correspond to winter and summer 

profiles, as shortly described in the introduction (section 1.1).  

Dissipative beaches are characterized by a wide and flat sandy coastal zone with multi-barred surf 

zones. The sediment material is relatively fine and bed slopes between 0.01 and 0.02 are found. A 

dissipative beach is the result of high energy waves which contain spilling breakers. These high energy 

and short waves are typical for a storm wave climate (such as for the Dutch coast) and the associated 

variability results in a highly dynamic coastal profile (Bosboom and Stive, 2015). 

Reflective beaches are characterized by a relatively steep and narrow beach face with a berm and a 

narrow surf zone without bars. The sediment material is relatively coarse and bed slopes between 0.1 

and 0.2 are found. Reflective beaches typically contain collapsing or surging breakers corresponding to 

long and small amplitude waves. These beaches are the result of a period of mild wave conditions that 

transport sediment onshore (Bosboom and Stive, 2015). 

To indicate the beach state the dimensionless fall velocity can be used (Wright and Short, 1984): 

 
Ω=

Hb

wsT
 (2.1) 

where Hb is the breaking wave height, ws is the sediment settling velocity and T is the wave period. 

Reflective beaches typically have Ω < 1, intermediate beaches 1 < Ω < 6 and dissipative beaches Ω > 6.  

The appearance of a certain beach can change over time and move through a series of beach states. 

The dimensionless fall velocity is used by Wright and Short (1984) to explain what response is expected. 

Mild wave conditions slowly force a beach towards a more reflective beach state through onshore 

sediment transport, whereas storm waves are responsible for fast offshore movement of sediment 

resulting in a more dissipative beach state (Bosboom and Stive, 2015). 

2.1.3. Storm impact regimes 
The classification of storm impact regimes, proposed by Sallenger (2000), is applied in this thesis for 

the construction of a conceptual model for intertidal bars (chapter 6). Sallenger (2000) categorized the 

impact of hurricanes to natural barrier islands in storm impact regimes. A division of four different 

regimes is based on the coupling between the forcing, in terms of the water levels, and the resistance, 

characterized by the dune geometry. The involved water levels are the runup level (Rhigh) and rundown 

level (Rlow), including the astronomical tides and storm surges. The dune geometry is represented by 
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elevation of the dune crest (Dhigh)  and dune foot (Dlow). Using these parameters, the regimes are de-

fined as follows:  

1. Swash regime:  Rhigh < Dlow  

The wave runup level remains below the dune foot. 

2. Collision regime: Dhigh > Rhigh > Dlow 

The wave runup level is above the dune foot but below the dune crest. 

3. Overwash regime: Rhigh > Dhigh & Rlow < Dhigh 

The wave runup level is above the dune crest and the rundown level is below the dune crest. 

4. Inundation regime: Rlow > Dhigh 

The wave rundown level is above the dune crest. 

2.1.4. Sediment transport 
Sediment transport is the movement of sediment particles defined over a certain period of time and 

through a vertical plane. In coastal engineering the sediment transport rates are often expressed in 

m3/m/s indicating the volumes of accretion and erosion. Considering the deposited volumes of sand 

with zero local gains or losses the sediment balance can be formulated as follows (Bosboom and Stive, 

2015): 

 ∂zb

∂t
+

∂Sx

∂x
+

∂Sy

∂y
=0 (2.2) 

where,  

zb Bed level [m] 

Sx   Sediment transport volume in the cross-shore direction (including pores) [m3/m/s] 

Sy  Sediment transport volume in the longshore direction (including pores) [m3/m/s] 
   

Sediment transport can be divided in bed load and suspended load transport. Sediment particles that 

are transported in a thin layer close to the bed is defined as bed load transport. These sediment parti-

cles migrate by rolling, sliding or jumping over the bed and are nearly continuously in contact with the 

bed. For shear stresses just above a critical value, single particles start migrating over the bed. At higher 

shear stresses, an entire layer of particles starts moving which is referred to as sheet flow.  When the 

jumps become larger and the particle loose contact with the bed for some time they become part of 

the suspended load. The mechanism between the two types of sediment transport are different and 

transport formulations are therefore often separated (Bosboom and Stive, 2015). 

Bed load transport is very much dependent on the bed shear stress acting on the sediment particles. 

Many approaches found in literature are therefore describing bed load transport as a function of the 

bed shear stress due to waves and currents. Often the shear stress is raised to a power of 1.5 to 2, for 

example in the formulation of Ribberink (1998). As the shear stress is quadratically related to the shear 

velocity and the velocity direction does not influence the sediment load, the bed load transport can be 

described by 〈𝑆𝑏〉 ∝ 〈𝑢|𝑢|𝑛−1〉 with n = 3 to 4. 

Sediment gets into suspension when the bed shear stress is larger than the critical bed shear stress 

and the upward forces are larger than the downward gravity force of the submerged weight of the 

particles. Assuming the suspended sediment responds instantaneous to the water motion, suspended 

sediment transport can be described by a function of the sediment concentration in the water column 

and the horizontal water velocity. The instantaneous velocity and concentration consist of a current 

related and wave related part. The current related part is often wave induced, for example undertow 

and streaming (described in Section 2.2). The wave related part is the transport by the oscillatory water 
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motion. Amongst others, in the Soulsby Van Rijn formulation (Soulsby, 1997) the wave related part is 

left out in the suspended sediment transport equation. Here, the wave related part is assumed to be 

small compared to the current related part and the contribution of the oscillatory velocity is thought 

to be accounted for in the bed load transport formulation. 

In literature many formulations are found for sediment transport, both for sub-aqueous and aeolian 

transport. They are still largely empirical and often show large differences compared to actual meas-

urements (Bosboom and Stive, 2015).      

 

 Cross-shore sediment transport processes 
Cross-shore sediment transport is the transport in onshore or offshore direction and determines the 

coastal profile shape. As described in section 1.1, the coastal profile shape changes under the influence 

of the hydrodynamic conditions. These conditions drive cross-shore sediment transport processes de-

termining if sediment is transported onshore or offshore. Sediment is transported predominantly from 

the point of wave breaking, in the surf zone and swash zone. The cross-shore sediment transport pro-

cesses are described separately for the surf zone and swash zone in the two subsections below. 

2.2.1. Surf zone processes 
In the surf zone, under normal conditions a mixture of bed and suspended load is present in the water 

column mainly due to breaking induced turbulence. The total net cross-shore sediment transport is 

divided into three components: Wave nonlinearities (short wave skewness and asymmetry), mean 

transport due to the combination of steady flows (Stokes drift, undertow and streaming) and infra-

gravity waves (Aagaard et al., 2013; Roelvink and Stive, 1989). These components together with the 

breaking induced turbulence are described below. 

Wave nonlinearities (short wave skewness and asymmetry) 
When waves propagate towards the coast, non-linear effects start to play an important role in wave-

induced transport. Besides the change in wave height and length in the shoaling zone, waves also 

change in shape. From a sinusoidal type of wave in deep water, the wave crests gradually become 

higher and narrower while the trough is extending and flattens (see Figure 2-2). The result is an asym-

metric shape relative to the horizontal axis called skewness (Grasmeijer, 2002). Wave skewness tends 

to cause net onshore directed transport of sediment due to skewed orbital velocities. However, bound-

ary layer processes caused by, for example, bedforms may introduce phase lags between fluid velocity 

and sediment concentration (Aagaard et al., 2013). In some cases the phase lags are large enough to 

cause net transport opposite to the incoming waves, offshore directed (Osborne and Greenwood, 

1993).  

Subsequently, the waves show an asymmetry relative to the vertical axis. Steepening of the face re-

sulting in a pitched forward and sawtooth-like shape is referred to as wave asymmetry (Elgar and Guza, 

1985). Wave asymmetry contributes to onshore sediment transport due to skewed accelerations (Elgar 

et al., 2001). 
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Figure 2-2: Wave skewness and asymmetry. From Grasmeijer (2002). 

Mean transport (Stokes drift, undertow and streaming) 
Under oscillatory waves, water particles do not describe a closed orbit due to the increase in horizontal 

orbital velocity with increasing distance from the bed. The water particle moves faster under the crest 

in the wave propagation direction and moves slower backward under the trough. As a result, there is 

a net onshore mass transport in the direction of the wave propagation. This is referred to as Stokes 

drift. The process increases in the shoaling zone as the wave amplitude increases and consequently 

decreases in the surf zone where the wave amplitude decreases (Bosboom and Stive, 2015; Walstra 

and Van Rijn, 2003).  

For coastal situations, there is a zero net mass transport as the beach acts as a closed boundary. There-

fore, there must be a return flow balancing the onshore directed Stokes drift (see Figure 2-3). In non-

breaking waves the return flow is relatively small. In the surf zone, the mass transport is substantially 

larger between the wave crest and trough due to the additional roller energy of breaking waves. This 

results in large offshore directed velocities under the wave trough, referred to as the undertow 

(Svendsen, 1984). During storm conditions this return flow is larger due to higher waves. During these 

conditions this is considered to be the dominant offshore sediment transport process (Steetzel, 1993). 

The effect of the undertow on sediment transport is dominant over the effect of Stokes drift as sedi-

ment concentrations are generally relatively large close to the bed, decreasing with the distance from 

the bed. 

 
Figure 2-3: The undertow as a result of the onshore mass transport. From Svendsen (1984). 

Close to the bed in the boundary layer, Longuet-Higgins (1953) demonstrated there is a streaming in 

the direction of the wave propagation, potentially transporting sediment in onshore direction. In non-

breaking conditions (outside the surf zone) this boundary layer streaming is important to onshore sed-

iment transport. However, in the surf zone where waves are breaking the undertow is dominant and 

the contribution of boundary layer streaming to sediment transport is negligible (Ruessink et al., 2007).  
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Infra-gravity waves 
The third component of cross-shore sediment transport are the so-called infra-gravity waves. These 

waves are generated by variations in wave height in time and space, the wave groups. Waves carry 

momentum and the excess momentum flux due to waves is referred to as radiation stress. This radia-

tion stress varies due to the wave height variation in wave groups. The result is a long (infra-gravity) 

wave motion on the wave group scale. Outside the surf zone the long wave is forced, traveling with 

the same length and speed of the wave group. This phenomenon is referred to as the bound long wave. 

For bound long waves the phase shift between the long wave and the short wave envelope of the wave 

group is in the order of π. In other words, the trough of the bound long wave coincides with the highest 

velocity in the wave group. This negative correlation causes an offshore sediment transport (Bosboom 

and Stive, 2015; Deigaard et al., 1999). 

In the surf zone (where short waves are breaking) the bound long waves are released, travelling further 

as free long waves. The phase relationship between the long wave and short wave envelope may there-

fore change to a positive correlation resulting in onshore sediment transport (Roelvink and Stive, 

1989). 

Turbulence 
Wave-breaking induced turbulence may stir sediment into the water column, which can then be ad-

vected by the previously mentioned components. When waves break in the surf zone they introduce 

a turbulent flow penetrating towards the bottom. As this turbulent flow reach the seabed it generates 

large shear stresses entraining the sediment from the bed (van Thiel de Vries et al., 2008).  

2.2.2. Swash zone processes 
The swash zone is a very dynamic region with large and rapid morphological variations (Puleo et al., 

2000). To quantify the cross-shore sediment transport, the swash cycle is in literature separated into 

two phases. The uprush phase is the sediment transport during wave propagation up the beach face 

and backwash during the return flow down the slope of the beach face (Bakhtyar et al., 2009). A sche-

matization of the swash cycle is depicted in Figure 2-4. In practice, the extent, duration and timing 

depend on the swash event, the characteristics of the bed material and the location in the swash zone. 

From Masselink and Puleo (2006b) some fundamental differences between the uprush and backwash 

phases of the swash flow can be distinguished and are described below, followed by a description on 

the forcing waves. 

Turbulence 
Wave-breaking induced turbulence is generally dominant during the uprush, whereas turbulent dissi-

pation is dominant during the backwash phase which is the result of the formation of a boundary layer 

near the bed. Due to this process, sediment is mixed high into the water column during uprush where 

it is transported as suspended load, while sheet flow and bedload transport dominate during the back-

wash phase. 

Groundwater flow (In- and exfiltration) 
There is interaction between the swash motion and the beach groundwater level during a swash cycle. 

Infiltration (into the bed) occurs mainly during uprush and exfiltration (out of the bed) mainly during 

backwash. The amount of in- and exfiltration is strongly depending on the beach groundwater level, 

beach slope and sediment characteristics (Elfrink and Baldock, 2002). The in- and exfiltration behavior 

influence the sediment transport process. However, on sandy beaches their influence is relatively 

small.  
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Figure 2-4: Schematic of sediment transport processes during a swash cycle. From Masselink and Puleo (2006b). 

Gravity 
In general, flow acceleration is less than gravitational acceleration throughout most of the swash du-

ration. However, during the collapse of a wave bore a short burst of accelerating uprush can occur. 

Shear stresses tend to be larger during uprush than during backwash, but for a shorter duration. Flow 

velocities are similar between uprush and backwash, but flow durations are typically slightly longer 

during the backwash phase. As a result, the velocity skewness is directed offshore. 

Forcing waves (short versus long waves) 
The dominance of long (infra-gravity) wave motion over short (sea, swell) wave motion in the swash 

zone depends on a combination of the offshore wave conditions and local bathymetry. The dominance 

can roughly be determined by whether the surf zone is saturated or unsaturated (Elfrink and Baldock, 

2002). In a saturated surf zone, the short wave height is limited by the local water depth. Typical for 

saturated dissipative beaches where generally energetic wave conditions prevail (as described in sub-

section 2.1.2), the swash zone may be expected to be dominated by non-breaking long waves (Elfrink 

and Baldock, 2002). During energetic conditions the short waves break in relatively deep water, in-

creasing the dissipation length. Moreover, on the mildly sloping dissipative beaches the dissipation 

length is large. Therefore, short waves are predominantly dissipated by the time they are reaching the 

swash zone. For unsaturated surf zones on the contrary, short wave motions become more important, 

as short wave bores reach the shoreline (Wright and Short, 1984).  

The dominance of the short versus long waves can be predicted by the surf similarity parameter 

(Masselink and Puleo, 2006b; Guza and Inman, 1975): 

 
ϵb=

4π2Hb

2gT2 tan2 β
  (2.3) 
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where Hb is the breaking wave height, T is the incident wave period and tanβ is the beach face slope. 

Infra-gravity motions are dominant for values of εb > 20 (indicating dissipative conditions), whereas 

short wave motions are dominant for values εb < 2.5 (indicating reflective conditions). 

 

 Literature review on intertidal bars 
Sediment transport in the intertidal zone generally appears in the morphological form of intertidal bars 

(Houser, 2009). There formation, migration and destruction are observed on many tidal beaches with 

a significant tidal range (> 1m). They are oriented parallel to the coast and located between the mean 

low and high water spring levels. Based on their morphology, the intertidal bar system can be divided 

into three main types (Masselink et al., 2006a): 

1. Slip-face bars (or swash bars) occur on gentle beaches (intertidal slopes around 0.035) and 

can be compared to intermediate beach states, as described in subsection 2.1.2. They are char-

acterized by a single intertidal bar with a seaward slope of 0.05 – 0.1 and a pronounced height, 

generally exceeding 1 meter. The onshore migration rates often exceed 1 meter per day.  

2. Low-amplitude ridges occur on very gentle dissipative beaches (intertidal slopes around 0.02). 

They can have 2 to 6 intertidal bars with a seaward slope of 0.035 – 0.07 and heights between 

0.5 and 1 meter. Their onshore migration rates rarely exceed 1 meter per day and are generally 

between 1 and 10 meters per month.  

3. Sand waves occur on nearly horizontal, extremely dissipative beaches (intertidal slopes <0.01). 

The number of bars may range from 4 to more than 10 intertidal bars with seaward slopes of 

0.02 – 0.05 and heights below 0.5 meter. Sand waves appear to oscillate onshore and offshore 

about a mean point and do not migrate in one direction consistently.     

 
Figure 2-5: Three main intertidal bar types (Masselink et al., 2006a) 

An overview of field studies on intertidal sandbars is presented in Table 2-1. Based on the morpholog-

ical features and the hydrodynamic conditions the intertidal bars can be divided in the bar types de-

scribed above. The morphological response of these intertidal bars primarily depend on the wave- and 

tidal conditions and are described below.  

Wave conditions 
The morphological response of intertidal bars forms a strong connection with the wave conditions. 

Generally, bars form and migrate onshore during mild wave conditions, and are destructed and may 

migrate offshore during energetic (storm) conditions (Masselink et al., 2006a). However, the morpho-

logical response is affected by the relaxation time effects and morphological feedback (Cohn et al., 

2017; Wijnberg and Kroon, 2002). 

The formation, migration and destruction of the bars can be a result of both surf zone and swash zone 

processes (Masselink et al., 2006a; Kroon and Masselink, 2002). Surf zone processes can transport in-

tertidal bars onshore when they are exposed to low-medium energy breaking waves (Sunamura and 

Takeda, 1984; Kroon and Masselink, 2002). Waves advancing over the sandbar crest transports sedi-

ment from the seaward to the landward side of the bar. Swash zone processes can also migrate bars 
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onshore. In this process, sediment is entrained at the seaward slope of the bar. Subsequently, uprush 

overtops the bar crest and sediment is deposited landward of the bar crest (Wijnberg and Kroon, 2002). 

Various theories are present on the formation of intertidal sandbars. According to Kroon (1994) a small 

ridge is formed near the low water level by swash zone processes, which develops further into an 

intertidal bar. However, other researchers link the formation of intertidal bars to surf zone processes 

(Kroon and Masselink, 2002). In energetic (storm) conditions, the offshore migration and destruction 

of intertidal bars mainly occurs in the surf zone, where large bed return flows (undertow) are present 

(Kroon, 1994; Houser and Greenwood, 2003).  

Tidal conditions 
The tidal variations are important for the cross-shore sediment transport processes as it shifts wave 

action up and down the beach profile, determining the position and duration of distinct wave action 

(Masselink et al., 2006a). Spring tides result in a large intertidal area and a small residence time for 

morphodynamic (cross-shore sediment transport) processes. In contrast, neap tide narrows the inter-

tidal area and increases the time for morphodynamic processes to occur on one location (Kroon and 

Masselink, 2002). Therefore, morphological changes are potentially larger during neap tide. 

 Morphological features Hydrodynamics  

Field study Stage nb tan β Bh [m] 
dx/dt 
[m/day] 

Tide [m] Hm0 [m] 
Bar  
type 

Egmond beach, NL 
(Kroon, 1994) 

F, M, D 1 - 1.0 ∼+10 1.5-2.0 1-6 1 

Linden beach, Nova Scotia, CA  
(Dawson et al., 2002) 

M 6 ∼0.004 0.5 <-/+0.5 1-2 0.5 3 

Thedlethorpe beach, GB 
(Kroon and Masselink, 2002) 

M 6 ∼0.015 0.5 +2 2.8-6.0 0.5 2 

North Lincolnshire coast, GB 
(Van Houwelingen, 2004) 

M 5 ∼0.015 0.6 < +1 3-6 - 2 

Vejers beach, DK 
(Jensen et al., 2009) 

F, M, D 1 ∼0.026 0.4 ∼+12 0.6-1.2 1-3 1 

Newport, Oregan, US 
(Cohn et al., 2015) 

M 1 to 2 - 1.0 +1.5  2.0-4.0 1-3 1 

Oysterville, Washington, US 
(Cohn et al., 2017) 

M 2 ∼0.015 1.2 +12 1.5-3.5 1-2 1 

Table 2-1: Literature overview of intertidal bar field studies listed by publication year. Intertidal bar stages are separated into 
formation (F), migration (M) and destruction (D). The morphologic characteristics are furthermore defined by the number of 
intertidal bars (nb), intertidal slope (tan β), maximum intertidal bar height (Bh), migration rate of the bar crest (dx/dt) and the 
bar type (1. Slip face bar; 2. Low-amplitude ridges; 3. Sand waves). The hydrodynamics are described by the neap-spring tidal 
range (Tide) and the offshore wave conditions (Hm0 and Tp).  

 

  Initial conceptual model 
Based on the cross-shore sediment transport processes (section 2.2) and the literature review on in-

tertidal bars (section 2.3) an initial conceptual model is developed to help visualize the behavior of an 

intertidal sandbar. As described in section 2.2, the cross-shore sediment transport processes can be 

divided into surf zone and swash zone processes. Within a tidal cycle, the dominance of these pro-

cesses is related to the tidal water level with respect to the intertidal bar. For relatively low water 

levels, the swash zone processes are dominant, acting on the seaward slope and crest of the bar. With 

an increasing tidal level, the surf zone over the intertidal bar gets larger and its sediment transport 

processes become more important. Eventually, when the intertidal bar gets submerged, merely the 

surf zone processes act on the bar.  
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The wave energy approaching the coast can roughly be distinguished in mild and energetic wave con-

ditions. These wave conditions have a strong connection to the morphological response. The morpho-

logical response of the combination of wave and tidal conditions are implemented in the conceptual 

model shown in Table 2-2. The formation and onshore migration (indicated in green) have a positive 

effect on the recovery of the coastal system, whereas the destruction and offshore migration (indi-

cated in red) have a negative effect.  

Intertidal bar 
dominated by: 

        Mild Wave conditions     Energetic 

H
W

 

Surf zone  
processes 

Formation and/or onshore migration 
Offshore bar migration and/or  

destruction 

Ti
d

a
l l

ev
el

 

Swash zone 
processes 

Formation and/or onshore migration Destruction 

LW
 

Table 2-2: Initial conceptual model on the intertidal bar behavior in response to the wave and tidal conditions. 

This (initial) conceptual model is further extended in chapter 6, mainly based on the TLS measurements 

presented in chapter 4. Although significant research is performed to the morphological features of 

intertidal bars (Wijnberg and Kroon, 2002; Masselink et al., 2006a), a conceptual model has not yet 

been developed for its dynamic behavior. A conceptual model helps visualizing the complex behavior 

of intertidal bars. In this way, the understanding of the intertidal bar morphodynamics can be improved 

and processed based numerical models (such as XBeach) can further be developed. In this study, 

mainly the results of the TLS measurements (described in chapter 4), but also the XBeach modelling 

results (described in chapter 5) will support the development of a conceptual model on the intertidal 

sandbar behavior.   
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 Conclusion 
Based on this chapter an answer is given to sub-question 1, described below. 

SQ1: What are the dominant cross-shore sediment transport processes responsible for the dynamic 

behavior of sandbars in the intertidal zone found in literature? 

The dominant cross-shore sediment transport process in the intertidal zone are divided in surf zone 

and swash zone processes. In the surf zone the cross-shore sediment transport is primarily determined 

by the balance of wave nonlinearities (wave skewness and asymmetry), mean transport (undertow) 

and infra-gravity waves, provided that sediment is entrained into the water column by wave-breaking 

induced turbulence. In general, wave nonlinearities contribute to onshore sediment transport whereas 

undertow drives offshore sediment transport. Depending on the phase shift between the infra-gravity 

wave and short wave envelope, infra-gravity waves might contribute to either onshore- or offshore 

sediment transport.  

In the swash zone the cross-shore sediment transport is determined by the balance between the up-

rush and backwash. Generally, the wave-breaking induced turbulent uprush and the gravity induced 

backwash transport sediment onshore and offshore respectively. However, the backwash can also 

transport sediment onshore when the uprush overtops the bar crest and sediment is transported fur-

ther on the landward side. The swash zone dynamics can be forced by the oscillatory wave motions of 

short waves and long waves. The oscillatory wave motion prevailing in the swash zone (on the beach 

face) is depending on the offshore wave conditions and the local bathymetry. Short waves are gener-

ally dominant for mild wave conditions on a reflective beach, whereas long waves are dominant for 

energetic wave conditions on a dissipative beach. 

The dominant processes driving intertidal bar morphodynamics largely depend on the tidal level and 

the wave conditions that prevail. For relatively low water levels with respect to an intertidal bar, the 

swash zone processes are dominant. With a rising tidal water level the surf zone processes become 

more important and ultimately dominant when the intertidal bar gets submerged. The balance of the 

above mentioned surf zone and swash zone processes determine the on- or offshore transport of sed-

iment. Generally, onshore and offshore sediment transport occurs for mild and energetic wave condi-

tions, respectively.   
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3. Study area 
Before describing the TLS measurements (in chapter 4), first the study area of the measurement cam-

paign is described in this chapter. Here, the coastal setting (section 3.1) and the available and relevant 

data (section 3.2) for the comparison with the XBeach model (chapter 5) are described.  

 Coastal setting 
As part of the CoastScan project a measurement campaign was setup at Kijkduin, the Netherlands, in 

the period of November 2016 to May 2017. This coastal area, depicted in Figure 3-1, contains a sandy 

beach and a dune area. The average mean grain size, D50, of the wet coastal area is 300 μm with a 

standard deviation of about 90 μm (Wijsman and Verduin, 2011). In the figure it can be seen that the 

Sand engine is located close to the study area. Since the Sand engine was constructed in 2011, the 

adjacent coast including the study area has been accreting, widening the beach (Luijendijk et al., 2017). 

Earlier constructed groins are largely covered by the accreted sand and are only partly emerged during 

low water. The influence of these structures is therefore expected to be minimal, especially for the 

cross-shore sediment transport processes.  

 
Figure 3-1: Overview of the study area (white circle) including the Sand engine. Modified from Google Maps. Lower right 
image: The study area in the Netherlands, depicted by the blue circle. Two offshore wave data platforms, Europlatform (EUR) 
and IJmuiden Munitiestortplaats (MSP), are indicated in black. Modified from Rijksoverheid (2017).  

Study area 

Sand engine 

Scheveningen 

Hoek van 
Holland 

EUR 

MSP 

Kijkduin 
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The Dutch coast consists of a sand barrier system containing two to three bars (Short, 1992; Wijnberg 

and Kroon, 2002). The inner (intertidal) bar is mostly attached to the beach as a ridge and runnel, cut 

by drains and rips (visible in Figure 3-2 by the variability between the yellow and green areas). The 

beach itself has a rather uniform, concave upward sloping profile up to the beach berm and followed 

by the dune area. The beach berm is a relatively flat area on which local beach pavilions are located 

during the Spring and Summer period. 

 Available data 
Next to the topographic data derived in the measurement campaign, additional topographic (above 

water) and bathymetric (under water) data is available. In September (6th – 9th) 2016, January (24th – 

27th) 2017 and June (4th – 7th) 2017 bathymetry/topography surveys were done by Shore monitoring 

and Research. The survey of January 2017 (shown in Figure 3-2) is performed during the TLS measure-

ment campaign and is therefore the main contributor for the bathymetry in the XBeach model (as will 

be shown in chapter 5).  

 
Figure 3-2: Bathymetry survey of January 2017. The white circle indicates the study area at Kijkduin. Modified from (Weger, 
2017). 

The study area is exposed to an episodic seasonal wave climate with a semi-diurnal tide. In the winter 

(Nov-Jan) the average offshore significant wave height is 1.7 m. Where small waves (Hs <1 m) predom-

inantly originate from the northwest, average waves (1.5 m<Hs <3.5 m) from both the southwest and 

northwest and the highest waves (Hs > 4.5 m) from the west and northwest (Luijendijk et al., 2017). 

Wave data including the wave height, direction and period is taken from the offshore Europlatform in 

the North Sea. This platform is located approximately 40 km of the coast of Goeree, as shown in Figure 

3-1, where the water depth is 30m. The tide at Scheveningen (approximately 5 km northeast of 

Kijkduin) is semi-diurnal and has a spring/neap tidal range of 1.98/1.48 m. The tide is asymmetric with 

on average a rising period of 4 hours and 21 minutes and a falling period of about 8 hours. This causes 

asymmetric alongshore velocities with maximum flood (northeast directed) and ebb (southwest di-

rected) tidal currents of respectively 0.7 m/s and 0.5 m/s (Luijendijk et al., 2017).  

For the TLS measurement campaign at Kijkduin (which is described in chapter 4) additional bathymet-

ric, wave and tidal data is required. An overview of this available and relevant data of the study area is 

presented in Table 3-1. 
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Measured  
parameter 

Means Frequency and/or period  Coverage 

Topography Terrestrial 
Laser  
Scanner (TLS) 

Hourly, November 2016 to 
May 2017 

Study area (Kijkduin), longshore stretch 
of ∼2 km 

Bathymetry 
and 
topography 

GPS on Jetski 
and 
GPS/Echo 
sounder on 
quad bike 

September (6th – 9th) 2016, 
January (24th – 27th) 2017 
and June (4th – 7th) 2017 

Sand Engine and study area 

Wave data Two offshore 
platforms 

Continuous Europlatform 3 (EUR; water depth h=30 
m, ∼40 km of the coast of Goeree) 
IJmuiden Munitiestortplaats (IJM MSP; 
h=24 m ∼30 km of the coast of IJmuiden) 

Tidal data Tide gauge Continuous Located in Scheveningen Harbor (∼5 km 
northeast of Kijkduin) 

Table 3-1: Overview of the available data, relevant for the study area. Modified from Luijendijk et al. (2017).  
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4. TLS measurements 
This chapter is divided in the methodology of the TLS measurements and the subsequent measurement 

results, described and shown in section 4.4. The methodology of the TLS measurement consist of the 

data collection (section 4.1), selection (section 4.2) and processing (section 4.3) of the measurement 

campaign at the study area of Kijkduin (described in the previous chapter). Finally, in section 4.5 sub-

question 3 and 4 are answered. 

 Data collection 
The aim of the measurement campaign was to use permanent laser scanning (PLS) to provide topo-

graphic measurements over multiple spatial and temporal scales (Vos et al., 2017). Permanent laser 

scanning is a form of terrestrial laser scanning where a laser scanner is permanently scanning the beach 

from the same position in a near continuous way. In this measurement campaign, the topography of a 

kilometre of beach and dune area was measured in the period of November 2016 to May 2017. Every 

hour a scan was taken to obtain detailed information on the morphological changes of the study area. 

For the laser scanner it is not possible to penetrate through the turbid seawater. Therefore, only the 

emerged area of the beach is measured. The laser scanner was positioned on top of a hotel building, 

offering a clear view on the coastal study area. To take accurate scans, the laser scanner was mounted 

on a stable measuring frame and protected by a housing (see Figure 4-1a). 

 
Figure 4-1: Laser scanner setup on top of the NH Hotel Atlantic Den Haag (a). A reference point on the roof in front of the laser 
scanner (b)). From Vos et al. (2017). 

a

. 

b

. 
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The scans taken by the laser scanner are related to the coordinate system of the laser scanner itself, 

with its origin at the scanner’s center. To relate the scans to the national coordinate system, referred 

to as Geo-Referencing, five reference points are used which are visible on the scans. As an example, 

one of these reference points is visible in Figure 4-1b. The scans are taken over a horizontal field of 

view of 180 degrees. This window provides the required data of the region of interest (the coastal area) 

but leaves out unwanted areas to diminish the data size. The reference points are spread over the field 

of view, shown in Figure 4-2. Initially, three points are located on the roof of the hotel building (green 

points in Figure 4-2) and two in the dune area (red points in Figure 4-2). The location of these reference 

points was measured accurately using a Leica Viva GS10/GS14 GPS. Further details on the laser scanner 

are described in Appendix A of this thesis. 

 
Figure 4-2: Overview of the study area with the position of the laser scanner and the reference points. The green points are 
clearly visible in the scans while the red points are not. Yellow points are additional points, used for correction (see subsection 
4.3.1 on transformation and corrections). 

 

 Data selection 
A temporal and spatial selection of the collected data is made, which is analyzed in section 4.4 and 

used to compare with XBeach results in section 5.3. Hourly topography of a kilometre of beach and 

dune area is collected for a period of approximately 6 months, as described above. Not all data of this 

large dataset is required for the analyses and comparison. Therefore, a selection in time and space is 

chosen, reducing the computational effort. The data selection in time and space is described below in 

two subsections. 

4.2.1. Period selection 

Period A (mild- and storm conditions) 
In period A, from January 15 to February 28, 2017, a selection of 82 low water scans is used to analyze 

a period of mild  wave conditions followed by a storm (as shown in Figure 4-3). The cross-shore inter-

tidal bar behavior is different for both conditions, as discussed in chapter 2. Therefore, both conditions 

are included in the selected data. Starting with the first scan at 13 hours on January 15, 2017, this 

period counts 86 low water periods. During 4 low water periods the scans were not available or the 

quality was not satisfactory (as listed in Table 4-1).  

            = Laser scanner 

 /   /    = Reference points 
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Figure 4-3: Significant wave heights (a), Mean wave directions (b) and still water levels (c) in period A (January 15 to February 
28, 2017).The vertical dashed lines indicate period B (January 26 to 31, 2017). The horizontal dashed lines in figure b indicate 
the minimum and maximum angles of the domain. In figure c, the blue line is the astronomical tidal level and the red line 
includes the surge level. 

Missing low water Reason 

24/01/2017 (∼20h) Bad quality, probably mist (high humidity) 

18/02/2017 (∼03h) Bad quality, probably mist (high humidity) 

22/02/2017 (∼06h) No scans taken (bug) 

22/02/2017 (∼19h) No scans taken (bug) 

Table 4-1: Missing low waters in period A (January 15 to February 27, 2017). 

Period B (onshore intertidal bar migration) 
In period B, from January 26 to 31 of January a selection of 110 scans is used to analyze a strong on-

shore intertidal bar migration and compare it with XBeach results. Two scans from the 112 hourly scans 

are not usable due to a lack of range of the scans (as listed in Table 4-2). During period B, mild wave 

conditions are prevailing with an increasing tidal range, as depicted between the vertical dashed lines 

in Figure 4-3. 

Missing scans Reason 

27/01/2017, 06h Short range (bug) 

27/01/2017, 10h Short range (bug) 

Table 4-2: Missing scans in period B (January 26 to 31, 2017). 

4.2.2. Cross section selection 
For the periods A & B, one cross section is selected based on a combination of the bathymetry survey 

in January 2017 and the scan of January 26 at 22 hours, depicted by c1 in Figure 4-4. The results of 

cross sections 2 and 3 (c2 and c3) are shown in appendix B. The left figure shows the actual orientation 

of the study area in RD-coordinates. For convenience, the study area is rotated (right figure) such that 

the longshore distance is aligned with the x-axis and the cross-shore distance with the y-axis. At a cross-

shore distance of 100 m and between longshore distances of 400 m and 800 m an intertidal sandbar is 

growing and migrating onshore during period B. Furthermore, around a cross-shore distance of 150 m 

two distinctive intertidal sandbars, located at cross sections 1 and 3 (c1 and c3), are disrupted by a rip 

a. 

b. 

c. 
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channel, located at cross section 2 (c2). Cross sections 1 and 3 are located at the center of the two 

intertidal sandbars, where longshore changes are expected to be minimal. Moreover, cross section 1 

is located relatively far away from the subtidal trough (x ≈ 300m, y ≈ 400m) which might influence the 

cross-shore intertidal behavior. In this case the cross-shore development of cross section 1 is analyzed 

and compared with XBeach results. 

 
Figure 4-4: Bathymetry top view of the study area in RD-coordinates (left) and cross- and longshore distances (right), from a 
combination of the survey in January 2017 and the scan of January 26 at 22 hours. The white dashed lines indicate the long-
shore position of cross sections 1, 2 and 3. The black dotted line indicates the maximum offshore range of the TLS measure-
ments. The black solid line indicates the +0 m NAP elevation contour. 

 

 Data processing 
To obtain reliable representations of the measurements the raw data need to be processed. The raw 

data consist of point clouds such as depicted in Figure 4-5. In this figure it can be observed that the 

point clouds consist of more than the beach area only. Buildings, pavements, a dune area, waterbodies 

and more noise and unwanted objects are polluting the point clouds. Therefore, the data needs to be 

processed. In the following subsections six processing steps are elaborated, containing the steps listed 

in Figure 4-6. 

 
Figure 4-5: Example of a single scan at the beach of Kijkduin, from an offshore perspective. Colors indicate the relative height 
of the points, scaling from low to high (blue->green->yellow->red). 
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Figure 4-6: Data processing steps, to get from the collected raw data to the results.  

4.3.1. Transformation and corrections 
The raw data consist of point clouds in the form of range and rotational files related to the laser scan-

ner. To transform these files to the national coordinate system, a transformation matrix is applied 

(Adopted from S.E. Vos) using the GPS measured reference points.  

In the research of Hobbelen (2018) it appeared that some of the scans contain rotation errors. Visible 

as vertical deviations between subsequent scans the discrepancy increases with increasing distance 

from the laser scanner. Occasionally the vertical deviation between two subsequent low water scans 

exceed 10 cm at the foot of the dune area. Here, well above the water level, the deviations cannot 

occur by natural processes in such a short notice. Therefore, it can be concluded that the deviations 

are caused by errors in the rotational orientation of the laser scanner in the national coordinate sys-

tem.  

In an attempt to correct for the errors, three additional reference points are used (yellow points in 

Figure 4-2). In this way the orientation of the laser scanner in the national coordinate system can be 

positioned more accurately.  

4.3.2. Selecting the ROI 
By selecting the ROI (region of interest) the amount of points of a point cloud can be reduced signifi-

cantly reducing the computational time for the following processing steps. Before selecting the ROI, a 

point cloud typically consists of around 3 million points. The vast majority of these points represent 

the hotel roof (∼75%) and the dune area (∼15%). These parts, together with the low point density 

longshore edges of the beach are excluded for further processing. An example of a point cloud with 

the selected ROI is shown in Figure 4-7. The selected ROI is a cubical shape, limiting both a horizontal 

and vertical area. Some points inside the square are excluded from the region of interest (red points) 

as they are located outside the vertical limitations.   

Results 
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Figure 4-7: The selected region of interest represented in blue. Red points are eliminated for further processing. Scan 
20/01/2017 at 5 pm. 

4.3.3. Noise removal 
The cropped point clouds contain noise, which primarily consist of seawater. This noise needs to be 

filtered and can be done with several methods. Here, LASnoise (developed by Isenburg (2018)) and the 

function ‘pcdenoise’ (available in Matlab) were applied. The methods both use the 3D point density of 

the point cloud as a filtering measure. 

LASnoise 
LASnoise is a tool which removes noise points in LiDAR data based on its isolation (Isenburg, 2018), 

both in horizontal and vertical direction. The tool removes points that only have a few points in its 

surrounding 3 by 3 by 3 grid cells. The size of the 27 grid cells and the threshold of points inside these 

grid cells can be set. When a point has less points in its surrounding grid cells than the set threshold, it 

is denoted as a noise point and will be removed. 

It is difficult to find the optimal grid size and threshold of points as there is overlap between removed 

noise points and retained good points. Therefore, LASnoise is run twice. In the first run a relatively 

large grid size and threshold is used to remove the gross outliers. Subsequently, a smaller grid size and 

threshold is used in order to remove the left over noise points. By running LASnoise twice the vast 

majority of the noise points can be removed without removing to much good points. However, the 

removal of some of the good points cannot be prevented. Especially, on the longshore edges of the 

region of interest where the point density is low and boundary effects occur.  

pcdenoise 
The function pcdenoise filters outliers based on the distance of each point to its nearest neighbors in 

the 3D space (Rusu et al., 2008). In the function, the mean µ and standard deviation σ of nearest neigh-

bor distances are computed. Subsequently, a point is filtered when the mean distance to its k nearest 

neighbors µk is outside  µ ± α · σ. The number of nearest neighbors k and the threshold α determine 

which points are filtered. Pcdenoise is run twice, again to optimize the balance between the removal 

of noise points and retaining of good points.  

The performance of LASnoise and pcdenoise is compared using both a scan with a high and low amount 

of noise. These scans are selected based on a visual inspection of the amount of water points close to 

the beach. From the results, presented in Figure 4-8 and Table 4-3, it can be concluded that LASnoise 



4.3.  Data processing 27 

 
performs best. Although LASnoise removes more good points for the scan on 15/01/2017  it also re-

moves more noise points. For the scan on 27/01/2017 LASnoise performs much better as the percent-

age of filtered points in this low noise level scan is significantly lower. Moreover, pcdenoise has a higher 

filter percentage on the low noise scan than on the high noise scan which should be the other way 

around. 

 Total points 
(before noise 
removal) 

LASnoise Pcdenoise 

Points 
 filtered 

Percentage 
filtered 

Points 
 filtered 

Percentage 
filtered 

High noise level, 

scan 15/01/2017 

234,774  4,526  

(3,925 + 601) 

1.9 % 2,005 

(206+1,799) 

0.9 %  

Low noise level, 

scan 27/01/2017  

252,884  3,510  

(2,693 + 817) 

1.4 % 6,396 

(2,792+3,604) 

2.5 %  

Table 4-3: Comparison on the amount of filtered points by LASnoise and pcdenoise, for both a high noise and low noise level 
scan. The filtered points within the brackets represent the filtered points in respectively the first and second iteration. 

 

a. LASnoise, high noise level (15/01/2017, 13h) b. Pcdenoise, high noise level (15/01/2017, 13h) 

  
c. LASnoise, low noise level (27/01/2017, 11h) d. Pcdenoise, low noise level (27/01/2017, 11h) 

  
Figure 4-8: Comparison on the amount of filtered points by LASnoise and pcdenoise, for both a high noise and low noise level 
scan. 
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4.3.4. Object removal 
After noise filtering the scans still contain unwanted objects like people, bins, poles and even a bull-

dozer. To get rid of these objects the tool LASground is used, developed by Isenburg (2018). This tool 

is based on the progressive morphological filter developed by Zhang et al. (2003).  

In this case a grid is placed over the point cloud with the initial step size (or window size) of 2 meters. 

Within each grid cell the lowest point is classified as a ground point. However, when a point is located 

significantly lower than the lowest point of the neighboring grid cells (in this case 1 m), that point is 

classified as a non-ground point and removed. A triangulation is made of all the lowest points forming 

the initial ground terrain. Subsequently this step is repeated several times for a slightly shifted grid. 

Each iteration a different point might become the lowest point in a grid. In this way a first, rather 

coarse, ground estimate is made. The next step is to refine this estimate by defining the maximum 

bulge that is allowed between the ground estimate points. In this case it is set to 0.4 m, allowing for a 

gently sloping surface. In Figure 4-9a and b an example is shown of an object filtered point cloud using 

LASground. 

 

 
Figure 4-9: A 3D overview (a) and zoomed-in (b) example of an object filtered point cloud. Scan 27/01/2017, 11h. 

  

a. 

b. 
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4.3.5. Interpolation 
Now the point clouds are filtered, they are interpolated to create a surface area. Using a meshgrid with 

a grid size of 0.5 m by 0.5 m the point clouds are linearly interpolated. In general, the point density 

ranges from approximately 1 point/m2 on the offshore edge (near the coastline) to 5 points/m2 on the 

beach berm (at the dune foot). The chosen grid size therefore provides good detail of the study area 

while diminishing the computational effort. 

The intertidal bar behavior is studied in cross-shore direction. Therefore, cross sections are taken and 

only small longshore stretches are interpolated. This diminishes the computational time. 

Interpolation might induce errors in areas with no detected points. Runnels for example, might drain 

water preventing the area to be detected by the laser scanner. As no points are detected, the area is 

interpolated by the ridge and beach face on respectively the offshore and onshore side of the runnel. 

Consequently, the bathymetry at the runnel is shifted upwards erroneously. 

4.3.6. Additional corrections 
Next to initial corrections of the scans, as described in step 1, additional corrections are performed to 

increase the precision of the results based on the data selection in subsection 4.2. In the cross-shore 

stretches with negligible hydrodynamic and human activity, the vertical deviation of subsequent scans 

is significant. Even after the initial corrections. This indicates that measuring errors are still clearly pre-

sent in the processed data. For qualitative analyses in the intertidal area these errors are not obstruc-

tive. However, quantitative results may be affected significantly. Therefore, additional corrections are 

made for the selected periods A and B. For these two periods the additional corrections are described 

below for cross section 1 (from which the same method can be applied on the other cross sections).   

Period A (mild- and storm period) 
In period A, a cross-shore stretch of 12m is used for a better fit of the scans. The blue line in Figure 

4-10 shows the vertical deviation for all 82 scans. In the cross-shore stretch between the dashed lines 

(from x = 42m to x = 54m) the vertical deviation is relatively small. Higher in the profile (x < 42m) 

manmade elevation changes are induced. Bulldozers relocated sand from the dune foot into offshore 

directions at the beach (Anders et al., in press). Lower in the profile (x > 54m) hydrodynamic activity 

resulted in elevation changes. At the end of the period storm conditions caused elevation changes 

relatively high in the cross-shore profile. Therefore, only the small cross-shore stretch between the 

human and hydrodynamic activity can be used for correction. 

A better fit is obtained by a vertical translation for all scans. The correction of the scan is based on the 

mean bed profile of all 82 scans along the 12m transect. Each scan is translated vertically with the 

mean deviation to the mean bed profile. The vertical translation is ranging from -1.1cm to +6cm as 

shown in Figure 4-11. Subsequently, the vertical deviation of all scans is reduced significantly as shown 

in Figure 4-10. It can be seen that the main changes are located in the higher part of the beach profile.   
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Figure 4-10: Vertical deviations along a cross section for the period from 15/01/2017 until 28/02/2017. The black dashed lines 
indicate the cross-shore stretch along which the scans are averaged (x = 42m to x = 54m). 

 
Figure 4-11: Vertical translation for each scan to get a best fit. 

Period B (onshore intertidal bar migration) 
In period B a cross-shore stretch of 65m is used for a better fit of the scans. The blue line in Figure 4-12 

shows the vertical deviation for all 104 scans. In this period no significant manmade elevation changes 

are present. Moreover, the highest water level is relatively low compared to period A. This results in a 

larger cross-shore stretch that can be used for the correction.  

A better fit of the scans is obtained based on a linear least squares approach. The 65m cross-shore 

stretch is long enough to provide a reliable linear trend for the linear least squares approach. Calculat-

ing the linear least squared estimates results in a regression line for each scan. These lines containing 

a rotation and vertical translation with respect to the onshore boundary of the domain. The regression 

lines are presented in Figure 4-13 by means of their standard deviation as a function of the cross-shore 

distance. The position of the laser scanner is located at the right boundary (x = -136m). At a distance 

of 136m from the onshore boundary of the domain (x = 0m). The standard deviation is minimal near 

that cross-shore position of the laser scanner. Therefore, it might be concluded that the vertical devi-

ations are closely related to the cross-shore distance to the laser scanner. After rotating and translating 

the scans, the vertical deviation is reduced significantly.  
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Figure 4-12: Vertical deviations along a cross section for the period from 26/01/2017 until 31/01/2017. The black dashed lines 
indicate the cross-shore stretch along which the scans are averaged (x = 0.5m to x = 65m). 

 
Figure 4-13: Standard deviation of the regression lines obtained in a linear least squares approach. The dashed line indicates 
the minimal standard deviation, located close to the cross-shore position of the laser scanner (at the right boundary).  
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 Results 
With the collected, selected and processed data described above, the results of cross section 1 can be 

extracted. This section is divided in the cross-shore development of period A and B. First the qualitative 

development of period A is analyzed. Subsequently, period B is analyzed in more detail describing both 

the qualitative and quantitative development of cross section 1.  

4.4.1. Period A (mild- and storm period) 

Bed level development 
At cross section 1 two distinctive intertidal sandbars develop, grow and migrate in cross-shore direc-

tion during the period from January 15 to February 28, 2017 as shown in Figure 4-14 and Figure 4-15. 

In Figure 4-14, all 82 low water bed levels are shown in a 3D view. Figure 4-15 shows a selection of 

seven low water bed levels between which distinctive changes are observed. Initially the bed level 

shows a relatively smooth parabolic shape from the low water line up to the berm near the foot of the 

dune. At the offshore boundary a small intertidal bar starts developing. Over time, the crest of the bar 

moves onshore over a distance of 50m (x = 170m to x = 120m) raising with a height of 0.7m (-0.3m to 

+0.4m NAP) as indicated by the dashed arrow.  

Higher in the profile a more pronounced intertidal sandbar develops. The development of this sandbar 

is indicated by the arrows and with numbers 1 to 4 in Figure 4-15. From an initially small perturbation, 

the sandbar develops quickly in about 5 days (arrow 1). Its vertical movement in particular, raising with 

a height of 0.7m (+0.5m to +1.2m NAP) while it  moves onshore over a distance of 10m (x = 110m to x 

= 100m). Hereafter in about the same time interval (arrow 2), the crest experiences a fast onshore 

movement of 25m (x = 100m to x = 75m) raising with a height of 0.3m (+1.2m to +1.5m NAP). In the 

following 20 days the sandbar widens and increases in height relatively slow (arrow 3). Just before the 

storm hits a short and rapid onshore movement and elevation of the crest is visible (arrow 4). Finally, 

the intertidal sandbars are vanished by the storm creating a smooth parabolic beach shape (arrow 5).  

 
Figure 4-14: 3D view of 82 low water bed levels at cross section 1, from January 15 to February 28, 2017.  
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Figure 4-15: Bed levels at cross section 1 of 7 low water periods, from January 15 to February 25, 2017. The dashed arrow 
inidicates the movement of the lower intertidal bar and the arrows with numbers 1 to 5 indicate desicive movements of the 
upper intertidal bar. 

At the berm, near the foot of the dune, manmade profile changes are induced. Approximately halfway 

the measuring period (around February 26) a distinctive change is visible in the upper part of the profile 

(x < 40m). The elevation significantly increases in one to two days. Here, bulldozers relocated sand 

from the dune foot (just outside the domain, x < 0m) into offshore directions at the beach, as described 

in subsection 4.3.6.  

Sediment transport patterns 
The bed level development in cross-shore direction can be translated into sedimentation and erosion 

patterns, indicating sediment transport. In Figure 4-16 a sedimentation and erosion stack plot are 

shown between each subsequent low water period. Except for the four missing low water periods 

indicated by the vertical dotted lines (as described in subsection 4.2.1). Despite of some measurement 

errors, sedimentation and erosion patterns are clearly visible. The lower intertidal bar is fed by small 

amplitude bars, indicated by the dashed arrows. The distinctive upper intertidal bar changes (shown 

in Figure 4-15) can also be observed in the stack plot, indicated by the arrows with numbers. Especially 

the strong onshore movement from the 26th until the 31st of January (arrow 2). Here, sedimentation 

and erosion occur respectively on the onshore and offshore side of the intertidal bar. This sandbar 

migration is analyzed in more detail in the next section. 

 1  2 
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Figure 4-16: Sedimentation and erosion stack plot at cross section 1 in the period from January 15 to February 28, 2017. The 
black contour lines indicate isobaths at +0.5 m, +1 m and +1.5 m NAP. The vertical dotted lines indicate the date of the missing 
low water periods from which the 3th line represents two missing low water periods. The dashed arrows indicated the move-
ment of small amplitude sandbars. The solid arrows with numbers 1 to 5 indicate decisive movements of the upper intertidal 
bar as shown in Figure 4-15.  

4.4.2. Period B (onshore intertidal bar migration) 

Bed level development 
In the period from the 26th to the 31st of January a fast onshore upper intertidal bar movement is visible 

without inundation of the bar crest. The onshore bar movement is clearly visible in Figure 4-17. The 

dashed dotted lines indicate the highest water level (including surge) after each low water period, 

observed at Scheveningen. It can be observed that this water level does not rise above the bar crest at 

any time. However, the sediment transport of the sandbar is significant. Therefore, it can be concluded 

that swash zone processes are dominant (as described chapter 2) and consequently cause the onshore 

migration of the intertidal bar. 

 
Figure 4-17: Low water bed levels at cross section 1, from January 26 to 31, 2017. The dashed dotted lines indicate the still 
high water level (including surge) after each subsequent low water period.    

 1 
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The lower intertidal bar shows a slow onshore movement. The lower intertidal bar with its crest initially 

at a cross-shore distance of 130m slowly migrates onshore. Lower in the profile a small amplitude bar 

(around a cross-shore distance of 150m) is catching up with the other intertidal bar. The small ampli-

tude bar feeds the lower intertidal bar and ultimately might feed the upper intertidal bar.  

Sediment transport patterns 
The transport of sediment during the high water levels occurs mainly within periods of one to two 

hours. In Figure 4-18 the hourly sedimentation and erosion patterns are visualized in a stack plot. The 

sedimentation and erosion for each scan is calculated with respect to its previous low water scan (ver-

tical black lines). In general, no data is available of the sandbar during a period of one to two hours, 

indicated by the gray area. In these intervals al the sediment is transported, migrating the sandbar 

onshore. In the periods just after the second, third and fourth high water levels a decreasing sedimen-

tation pattern can be observed (1). These patterns indicate the retreat of water from the runnel on-

shore of the sandbar.   

 
Figure 4-18: Hourly sedimentation and erosion stack plot at cross section 1 in the period from January 26 to 31, 2017. The 
sedimentation and erosion are calculated with respect to the previous low water scan, indicated by the vertical black lines. 
The black contour lines indicate isobaths at +0.5 m, +1 m and +1.5 m NAP. The circled ones indicate the retreat of water. 

Sediment transport volumes 
The bed level height difference between subsequent low water scans quantifies the transported sedi-

ment volumes during a tidal cycle. In period B (from January 26 to 31) transported sediment volumes 

(Sx) of up to 0.4 m3/m per meter width in a tidal cycle can be observed from Figure 4-19. Integrating 

the sediment transport volumes starting at the onshore boundary, result in the cumulative sediment  

transport volume in cross-shore direction. During most of the nine tidal cycles a clear net onshore 

movement is visible at the intertidal sandbar (Qx > 0). The fourth and fifth tidal cycle contain the largest 

onshore flux (Qx) of up to nearly 2 m3 per meter width in a tidal cycle.  

Most of the sediment budgets are not closed at the offshore boundary (Qx ≠ 0). This can partly be 

explained by measurement and interpolation errors. When low water scans eight and nine where 

taken, the runnel between cross-shore distances x = 105m and x = 120m (between the lower and upper 

intertidal bar) has not run dry completely. Therefore, no data is available in this area resulting in an 

interpolation error as discussed in 0. This error can be observed in Figure 4-19 by relatively large sedi-

mented volumes (tidal cycle 7) followed by eroded volumes (tidal cycle 8 and 9). Apart from these 

errors, subtidal sediment transport and longshore sediment transport might also contribute to the 

export or import of sediment.   

1  1  1  
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Figure 4-19: Transported sediment volumes Sx and cumulative sediment transport volumes Qx for nine tidal cycles in the period 
from the January 26 to 31. 
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 Conclusion 
Based on this chapter an answer is given to sub-question 2, described below. 

SQ 2: What is the intertidal bar behavior during mild and energetic wave conditions found in the TLS 

measurements at Kijkduin and which sediment transport processes are responsible? 

In a period of approximately 6 weeks (period A), two distinctive intertidal bars develop, grow and mi-

grate onshore during mild wave conditions and eventually erode again during a storm. In this period, 

the lower and upper intertidal bars grow vertically with a height of 0.7m and 1.4m and move onshore 

over a cross-shore distance of 50m and 35m, respectively. While the lower intertidal bar develops 

more gradually, fed by smaller bars, the upper intertidal bar develops in five distinctive steps:  

1. Formation (fast vertical growth) 

2. Fast onshore migration 

3. Gradual horizontal and vertical growth 

4. Fast and short vertical growth and onshore migration 

5. Fast destruction  

In a period of less than 5 days (period B), the fast onshore migration of the upper intertidal bar (second 

distinctive step) can largely be explained by a shift of sediment from the offshore side to the onshore 

side of the bar. In nine tidal cycles the upper bar grows vertically with a height of 0.3m and moves 

onshore over a cross-shore distance of 25m. Sediment is transported onshore up to nearly 2 m3 per 

meter width in one tidal cycle. 

Based on the results it can be concluded that the swash zone processes are the dominant forcing 

mechanism for the onshore migration of the upper intertidal bar in period B. The intertidal bar is not 

submerged in the period of nine tidal cycles. Therefore, the onshore migration occurred due to swash 

zone processes. The wave-breaking induced turbulent uprush transports sediment over the bar crest 

where the gravity induced backwash takes over. It is not possible to state the dominant sediment 

transport processes for the lower intertidal bar.  
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5. XBeach modelling 
This chapter describes the reproduction of the TLS measurement results (from the previous chapter) for 

a period of less than 5 days (period B) in two XBeach models, the surf beat model and the hydrostatic 

swash model. The chapter is divided in the model selection and description (section 5.1), the model 

setup for the two selected models (section 5.2) and the simulated results (section 5.3). Finally, in section 

5.4, sub-question 4 is answered. 

 Model selection and description 
XBeach is a numerical model that simulates hydrodynamic and morphodynamic processes following 

the model setup given in Figure 5-1. Starting with a specified initial bathymetry, coupled 2D horizontal 

equations for wave propagation, flow, sediment transport and bottom change are solved for varying 

boundary conditions (Roelvink et al., 2009). In this case only the 1D cross-shore development is mod-

elled and therefore treated here. After each timestep the bathymetry is updated and the calculations 

are repeated until the model end time is reached. The following sections describe the important model 

formulations in XBeach related to the morphodynamics. These model formulations depend on the hy-

drodynamic model chosen and is therefore treated first. For the hydrodynamic formulations, apart 

from the hydrodynamic model, is referred to [Roelvink et al. (2009); Roelvink et al. (2018b); Reniers et 

al. (2013)]. 

 

 
Figure 5-1: XBeach model setup. 
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5.1.1. Hydrodynamic model selection 
Four hydrodynamic models can be used to calculate the fluid motions and concurrent sediment 

transport. In the current XBeach model there are three hydrodynamic model options: Stationary, surf 

beat and non-hydrostatic (Roelvink et al., 2018b). Additionally an earlier version of XBeach is extended 

to the hydrostatic swash model (Reniers et al., 2013). In the stationary model wave-averaged equa-

tions are solved. The cross-shore sediment transport in this model is induced by the mean return flow 

(due to mass flux and roller) and wave asymmetry and skewness effects. In the surf beat model the 

variations of the short waves on the scale of wave groups (short wave envelope) are resolved. These 

variations drive the (longer period) infra-gravity waves which are therefore included in this model. 

Finally, in the non-hydrostatic and hydrostatic swash models, the propagation and decay of short 

waves are modelled by the non-linear shallow water equations (NLSWE) with and without a non-hy-

drostatic pressure correction term respectively. 

Both the surf beat and hydrostatic swash model are used for the analysis of Kijkduin. In section 2.5 it 

was concluded that the forcing oscillatory wave motion in the swash zone might be the long (infra-

gravity) waves and/or the short waves. As the stationary model neglects both the short and the long 

waves this model is not applicable for this case. The non-hydrostatic model is not applicable either as 

the simulation of morphology on sandy beaches is still in development and has not (yet) been validated 

extensively (Roelvink et al., 2018a). The surf beat and hydrostatic swash model do include the most 

important cross-shore sediment transport processes (as concluded in section 2.5). The main differ-

ences between these two models are described below: 

• The surf beat model simulates morphological changes on the wave group timescale, whereas 

the hydrostatic swash model on the individual short wave timescale. In the surf beat model 

the NLSWE are fed by the wave and roller forces, which are calculated by the wave action- and 

roller energy balance. Subsequently, the depth-averaged velocities and the water surface ele-

vation can be calculated on the wave group timescale. In the hydrostatic swash model, the 

depth-averaged velocities and surface elevation of all the wave motions (including the short 

waves) are directly calculated by applying the boundary conditions onto the NLSWE.    

• The surf beat model can be used in relatively deep water, whereas the hydrostatic swash 

model cannot. As in the surf beat model only the longer period waves are simulated in the 

shallow water equations, the shallow water criterion (kh << 1 or h/L < 0.05) is met for deeper 

water. Offshore wave and flow boundary conditions can therefore be applied directly to the 

model, keeping in mind the shallow water criterion. 

• The hydrostatic swash model is computationally more expensive than the surf beat model. The 

hydrostatic swash model requires a higher spatial resolution to resolve the short wave mo-

tions, increasing the computational time. To provide numerical stability the numerical 

timestep needs to be small, further increasing the computational time. Although the wave 

action balance is not required, saving computational time, the hydrostatic swash model is still 

much more computational expensive.        

It can be concluded that the preference of the model depends on the importance of the individual 

short waves for the sediment transport. When the long waves are dominant the surf beat model is 

preferred as it is computationally less expensive and offshore boundary conditions can be applied 

more easily. However, when the sediment transport on the short wave timescale is significant, the 

hydrostatic swash model might be preferred.  
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The sediment transport is described by different formulations for the surf beat and hydrostatic swash 

model. These formulations, followed by the implementation of the dominant cross-shore sediment 

transport processes (see section 2.5), are described separately for both models in the following two 

subsections.  

5.1.2. Sediment transport: surf beat model 

Transport formulations 
The sediment transport in the surf beat model for both the bed load and the suspended load are mod-

elled using a depth-averaged advection diffusion equation by Galappatti and Vreugdenhil (1985). The 

1D cross-shore (x-direction) advection diffusion equation is given by:  

 ∂hC

∂t
+

∂hCuE

∂x
+

∂

∂x
[Dhh

∂C

∂x
] =

hCeq-hC

Ts
 (5.1) 

where C represents the depth-averaged sediment concentration varying on the wave group time scale, 

uE is the Eulerian velocity (the short-wave-averaged velocity observed at a fixed point) and Dh is the 

sediment diffusion coefficient. Consequently, the 1D cross-shore sediment transport is calculated ac-

cording to:  

 
Sx=Sb+Ss=hCuE+Dhh

∂C

∂x
. (5.2) 

The right hand side of equation (5.1) represents the source and sink term, where the difference be-

tween the actual concentration, C, and the equilibrium concentration, Ceq, determines the entrainment 

or deposition of sediment. The response of the entrainment of sediment is determined by the adapta-

tion time, Ts. Based on the local water depth, h, and the sediment fall velocity, ws, the adaptation time 

is given by (Reniers et al., 2004):  

 
Ts= max (fTs

h

ws
,Ts,min) (5.3) 

where fTs is a calibration factor (default value 0.1) and Ts,min is the minimum adaptation time (default 

at 0.5 second). In shallow water the adaptation time becomes small (Ts ≈ Ts,min), corresponding to nearly 

instantaneous sediment response for changing hydrodynamics. 

The equilibrium sediment concentration can be calculated with several transport formulae. The default 

sediment transport formulation used in the present version of XBeach (Roelvink et al., 2018b) are the 

Van Thiel-Van Rijn equations. In these equations the equilibrium sediment concentrations  for bed load 

Ceq,b and suspended load transport Ceq,s are calculated separately according to (van Rijn, 2007; Van 

Thiel de Vries, 2009):    

 
Ceg,b=

Asb

h
(√|uE|2+0.64urms,2

2-Ucr)
1.5

 (5.4) 

 
Ceg,s=

Ass

h
(√|uE|2+0.64urms,2

2-Ucr)
2.4

 (5.5) 

where sediment is set in motion when a combination of flow stirring, by the Eulerian velocity uE, and 

wave stirring, by the near-bed short wave orbital velocity urms,2, exceeds a threshold of motion, Ucr. The 

sediment grain size, relative density and the local water depth are included in the bed load coefficient, 

Asb, and the suspended load coefficient, Ass.   
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Cross-shore sediment transport processes 
The effect of wave nonlinearities, wave skewness and asymmetry, on sediment transport is not simu-

lated directly as the individual (short) waves are not modelled. To include their influence however, 

they are implemented by a mean flow velocity component due to nonlinear waves, ua, in the advection 

diffusion equation (5.1). In the advection term the Eulerian velocity (uE) is replaced by:  

 uE-uasinθm (5.6) 

where θm is the mean wave direction. The additional advective velocity is defined as (Van Thiel de 

Vries, 2009): 

 ua=(fSkSk-fAsAs)urms (5.7) 

where fSk and fAs are two calibration factors and urms is the orbital velocity due to short waves. The 

wave skewness ,Sk, and the wave asymmetry, As, are calculated based on the water depth, dimension-

less wave height and dimensionless wave period (Van Thiel de Vries, 2009).  

The undertow and the infra-gravity waves are included in the advective velocity and flow stirring. The 

undertow and the infra-gravity waves are included in the Eulerian velocity, uE. This flow velocity is  

implemented in the advection diffusion equation (5.1) as an advective velocity. Moreover, the Eulerian 

velocity is implemented in the equilibrium sediment concentration equations for bed load (5.4) and 

suspended load (5.5) in the form of flow stirring.  

The turbulence is accounted for by the wave stirring term urms,2 in the equilibrium sediment concentra-

tion. urms,2 is a combination of the orbital velocity due to short waves, urms, and the breaking induced 

turbulence near the bed due to short waves, kb, according to the empirical formulation (Van Thiel de 

Vries, 2009): 

 urms,2=√urms
2+1.45kb. (5.8) 

Finally, the effect of gravity on the sediment transport is implemented in a bed-slope correction factor. 

This correction factor is based on the bed slope, where sediment transport is enhanced or inhibited 

for an up- or down-sloping bed respectively. The magnitude of the cross-shore sediment transport 

including the bed-slope correction factor is given by: 

 
Sx,slope=Sx-αhCuL

∂zb

∂x
 (5.9) 

where α is a calibration factor and uL is the Lagrangian velocity according to the GLM approach 

(Roelvink et al., 2018b). 

5.1.3. Sediment transport: hydrostatic swash model 

Transport formulations 
The sediment transport for the bed load and suspended load is modelled separately in the hydrostatic 

swash model. The bed load transport is calculated based on the model of Meyer-Peter and Müller 

(1948): 

 
Sb=12βs [max[|θ'(t)|-θcr,0]] √θ'(t)

u(t)

|u(t)|
√∆gD3 (5.10) 

where sediment is set in motion when the non-dimensional shear stress, θ’(t), exceeds a threshold 

value, θcr. Furthermore, the sediment transport is depended on the bed-slope correction factor, βs, the 
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instantaneous cross-shore velocity, u(t), the relative weight of the sediment, ∆ (≈1.6 for sand), and the 

grain size diameter, D. The non-dimensional shear stress is given by: 

 
θ'(t)=

0.5f2.5(u2(t)+kb)

gΔD
 (5.11) 

where f2.5 is the wave friction factor and kb is the near-bed wave-breaking induced turbulence (Reniers 

et al., 2013). 

The suspended load transport is calculated (in a similar way as the surf beat model) with the depth-

averaged advection diffusion equation (5.1). The cross-shore suspended sediment transport is thus 

given by (similar to equation (5.2)): 

 
Ss=hCu+Kh

∂C

∂x
 (5.12) 

where in this case the sediment diffusion coefficient Dh, is replaced by the horizontal diffusivity coeffi-

cient K. This coefficient is set equal to the turbulent eddy viscosity, υh, given by: 

  υh= max(0.1,0.3h√k) (5.13) 

where k is the turbulent kinetic energy calculated according to (Reniers et al., 2013). The depth-aver-

aged equilibrium concentration associated with wave breaking only is calculated according to (Roelvink 

and Stive, 1989) by rewriting the suspended load transport formulation: 

 
Ceq=

ϵs

gΔwsh
βdkb

3
2 (5.14) 

where εs is the suspended load efficiency (Bailard, 1981) and βd is a turbulent stirring calibration fac-

tor.  

Cross-shore sediment transport processes 
The effects of wave skewness and asymmetry, the undertow and infra-gravity waves are all imple-

mented in the instantaneous cross-shore velocity, u(t). In the hydrostatic swash model, the short wave 

motion is simulated where waves are breaking individually and the wave shape changes, such that 

wave skewness and asymmetry can be computed. Infra-gravity waves can be included at the offshore 

boundary. They are no longer included by the radiation stress source term in the NLSWE (as the case 

in the surf beat model) and should therefore be applied directly at the offshore boundary. Finally, the 

undertow balances the onshore mass transport due to wave breaking and rollers.  

The instantaneous cross-shore velocity, and therefore the above mentioned processes, is included in 

the advective velocity (both bed load and suspended load) and sediment stirring (only bed load). In the 

bed load transport, equation (5.10), the cross-shore velocity is implemented in the non-dimensional 

shear stress and is therefore partly determining the stirring and advection of the sediment. Moreover, 

u(t) determines the direction of the sediment transport. In the suspended load transport, equation 

(5.12) the cross-shore velocity determines the advection of the sediment. 

The turbulence is implemented in both the bed load and the suspended load sediment transport by 

the turbulent kinetic energy, k. In the suspended load transport the turbulent kinetic energy is included 

directly as part of the turbulent eddy viscosity. Additionally, the turbulence is included by the near-

bed wave-breaking induced turbulence, kb. This term is a function of the turbulent kinetic energy ac-

counting for the vertical decay with the distance from the surface according to Roelvink and Stive 
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(1989). The near-bed wave-breaking induced turbulence is included in the non-dimensional shear 

stress as expressed in equation (5.11), representing the initiation of motion for the bed load transport. 

kb is also included in the equilibrium sediment concentration for suspended load transport in equation 

(5.14). Here, the suspended load efficiency, εs, and the calibration factor, βd, can be adjusted to in-

crease or decrease the suspended sediment load in the water column. 

The effect of gravity is implemented in the bed load sediment transport by the bed-slope correction 

factor βs, in equation (5.10). the bed-slope correction factor is given by: 

 
βs=cosβb (1-

u(t)

|u(t)|

tanβb

tanϕ
)   (5.15) 

where βb is the local bed slope and φ is a critical bed slope.  

5.1.4. Bottom change 
The next step in both the surf beat and the hydrostatic swash model is the simulation of the bottom 

change based on the conservation of mass. The gradients of the calculated cross-shore sediment 

transport, Sx,slope (surf beat model) or Sx (hydrostatic swash model), result in the bottom change (ero-

sion or accretion). Similar to equation (2.2), the bed level changes according to:  

 ∂zb

∂t
+

fmor

(1-p)

∂Sx

∂x
= 0 (5.16) 

where zb is the bed level, fmor is a morphological acceleration factor and p is the porosity. With these 

bed level changes the bathymetry gets updated and the hydrodynamic and morphodynamic calcula-

tions are repeated. 
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 Model setup 
The model setup, for the above selected and described surf beat model and hydrostatic swash model, 

is described in this section. Both the surf beat model and the hydrostatic swash model are used to 

simulate the morphological response at cross section 1 and for period B (January 26 to 31, 2017). This 

cross section and period were described and selected in section 4.2.  

5.2.1. General setup 
To simulate the cross-shore morphology in XBeach the simulation time, the bathymetry and grid and 

the boundary conditions need to be stated first. In period B an onshore growing and migrating inter-

tidal sandbar is observed, described in subsection 4.4.2. This period of nine tidal cycles is simulated in 

the XBeach surf beat and hydrostatic swash models and therefore represents the simulation time. The 

survey in January 2017 is used to setup the bathymetry for both the surf beat model and the hydro-

static swash model. In Figure 5-2 it can be observed that the survey fits well with the TLS measure-

ments for cross section 1. When zooming in at the intertidal bar in Figure 5-2b, it appears that the TLS 

measurements of the 26th at 22 hours and the 27th at 11 hours fit best with the survey. In this case, the 

first of these two measurements is used as the starting point for the simulations in XBeach. The ba-

thymetry and grid, the boundary conditions and some general settings are described separately for 

the surf beat and hydrostatic swash model in their model setup (subsections 5.2.2 and 5.2.3 respec-

tively).  

 
Figure 5-2: Bed levels at cross section 1. Observed during the bathymetry survey in January 2017 and TLS measurements on 
the 26th and 27th of January 2017. Figure b clarifies the differences around the intertidal bar indicated by the box. 

5.2.2. Surf beat model setup 

Bathymetry and grid 
The bathymetry, based on the survey of January 2017, is extended in cross-shore direction down to a 

depth of approximately 11m with respect to NAP. In Figure 5-3 the bed levels of three surveys (Sep-

tember 2016, January and July 2017) are shown for cross section 1. There are significant changes visible 

between the subsequent surveys. Both in the intertidal area as well as in the subtidal area. However, 

around the cross-shore distance of 500 m the bed levels changes seem to diminish in offshore direc-

tion. Therefore, the bathymetry obtained from January (reaching up to a depth of 6 m) can be extended 

to a depth of 11 m, using the survey of July 2017. 

b. a. 
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Figure 5-3: Bed levels at cross section 1. Observed during the surveys in September 2016 and January and July 2017.  

The bathymetry is extended further, to a depth of 30m, such that the wave conditions can directly be 

applied to the offshore boundary of the model. Moreover, sufficiently deep water is required to ensure 

realistic long wave boundary conditions with no wave breaking (cg/c < 0.8). The wave conditions are 

known at the Europlatform which is located 40 km offshore of the coast of Goeree at a water depth of 

30m (see Figure 3-1 in chapter 3). To extend the bathymetry to the required water depth a slope of 

1/25 is applied. In contrast with extrapolating the flat slope of the survey at July 2017, this slope di-

minishes the cross-shore length of the bathymetry. Ultimately reducing the computational effort of 

the model. The total bathymetry used for the surf beat model, consisting of the surveys at January and 

July 2017 and the extension to the Europlatform, is shown in Figure 5-4. 

A variable cross-shore grid size is used to optimize the model. Using the function xb_grid_xgrid from 

the Open Earth Tools (OET), the grid size is determined based on the water depth and the long (infra-

gravity) wave resolution (Van Koningsveld et al., 2010; Hoonhout, 2015). The grid resolution should be 

sufficiently high to describe infra-gravity waves (10 – 20 points) and morphological features (5 – 10 

points) (Roelvink et al., 2018b). On the contrary, the grid resolution should be low to diminish the 

computational effort. In this case the grid size of the intertidal area is 0.5m, providing good detail on 

small scale changes. With increasing water depth, the grid size increases up to 13m at the offshore 

boundary. 

 
Figure 5-4: The total bathymetry used as a reference situation for the surf beat model. The original bathymetry (yellow and 
blue) obtained from two surveys is extended up to a depth of 30 m (red). 
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Boundary conditions 

Waves 

The wave boundary condition is defined by time varying JONSWAP spectra obtained from the Euro-

platform. As the XBeach grid extends down to the Europlatform water depth, the wave conditions from 

this platform can directly be applied at the offshore boundary. The wave spectra are described by a 

set of parameters, listed in Table 5-1.  

XBeach parameter Description Unit 

Hm0 Significant wave height of the wave spectrum [m] 
Tp Peak wave period of the wave spectrum [s] 
θm Mean incident wave angle [degrees] 
s Directional spreading coefficient  [-] 
γ Peak enhancement factor [-] 
duration Duration of the wave spectrum [s] 

Table 5-1: Wave boundary condition parameters as input for XBeach. 

The significant wave height, Hm0, peak wave period, Tp, and mean incident wave angle, θm, are shown 

in Figure 5-5 (a, b and c). In the period of less than 5 days the significant wave height varies between 

0.5m and 1.6m with an average peak period of 5 seconds. The mean wave direction is primarily di-

rected offshore outside the model domain (indicated by the horizontal dashed lines in Figure 5-5c), 

especially the first two days. Therefore, large amounts of energy are lost at the offshore boundary, 

reducing the wave energy approaching the coast. The observed mean incident wave angle is accom-

panied by the directional spreading coefficient, s, indicating the wave directional spreading. The peak 

enhancement factor is set to γ = 3.3 and corresponds to a JONSWAP spectrum shape for deep water 

conditions. Finally, the duration of the wave spectra is a compromise between stationary time series 

(requiring a short enough duration) and reliable averages (requiring a long enough duration). 

 
Figure 5-5: Significant wave heights (a), peak periods (b), mean wave directions (c) and still water levels (d) in the period from 
January 26 to 31, 2017. The horizontal dashed lines in figure c indicate the minimum and maximum angles of the domain. In 
figure d, the blue line is the astronomical tidal level only and the red line includes the surge level. 

a. 

b. 

c. 

d. 
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Tide and surge 

The astronomical tide and surge boundary condition is defined by time varying data obtained from 

Scheveningen. The tide and surge levels (varying every 10 minutes), shown in Figure 5-5 (d), are applied 

on the offshore boundary of the domain. A uniform water level change can be assumed as the tide is 

a slowly varying long wave, preventing surface gradient induced flow.   

Default and WTI settings 
A large number of parameters (around 300) can be adjusted to control the performance of the model. 

Default settings haven been defined by XBeach developers for all these parameters. These default 

settings have been re-determined in the WTI2017 project (‘Wettelijk Toets Instrumentarium’) (Van 

Geer et al., 2015) in order to apply XBeach on the Dutch coast more accurately. The derivation of the 

WTI settings is based on the comparison of numerical results to measured result from 30 test cases. 

Nine parameters were found to be most sensitive to the influence on the numerical results, listed in 

Table 5-2 (Van Geer et al., 2015). 

XBeach 
Parameter 

Default 
setting 

WTI 
setting 

Description 

wetslp 0.300 0.260 Critical avalanching slope under water  

dryslp 1.000 1.000 Critical avalanching slope above water 

alpha 1.000 1.262 Wave dissipation coefficient in Roelvink formulation 

facSk 0.100 0.375 Calibration factor time averaged flows due to wave skewness 

facAs 0.100 0.123 Calibration factor time averaged flows due to wave asymmetry 

gamma 0.550 0.541 Breaker parameter in Baldock or Roelvink formulation 

fw 0.000 0.000 Short-wave friction coefficient 

cf 0.003 0.001 Dimensionless friction coefficient flow 

gammax 2.000 2.364 Maximum ratio wave height to water depth 

beta 0.100 0.138 Breaker slope coefficient in roller model 

Table 5-2: Default and WTI settings for XBeach (Van Geer et al., 2015). 

5.2.3. Hydrostatic swash model setup 

Bathymetry and grid 
The survey in January 2017 is used to setup the bathymetry for the hydrostatic swash model, at the 

offshore boundary to a depth of -0.5m NAP (cross-shore distance x = 170m). The water depth in the 

hydrostatic swash model should be very small to agree to the shallow water criteria (kh << 1 or h/L < 

0.05), where vertical accelerations in the water can be ignored and a hydrostatic pressure is present. 

In this case, with an average peak wave period of 5 seconds, the water depth should be smaller than 

0.6m to agree to that criteria. As the intertidal zone ranges from approximately -1.2m to +1.4m NAP 

during period B (as shown in Figure 5-5) the shallow water criteria cannot be met if the entire intertidal 

zone is simulated. The bathymetry is therefore shortened up to a bed level of -0.5m NAP, focusing on 

the upper intertidal bar development. 

The entire bathymetry has a cross-shore grid size of 0.5m. Both the hydrodynamics as well as the mor-

phodynamics require a small grid size to simulate short waves and morphological features respectively. 

To correctly describe the (nonlinear) wave shape of the short waves it is preferred to have 30 points 

per wave or more. On the contrary, it is preferred to set the grid size such that the computational effort 

is reasonable. In this case a grid size of 0.5m is used for the entire cross-shore domain.   
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Boundary conditions 

Waves 

The wave boundary condition is defined by a shallow water wave spectrum similar to a TMA spectrum. 

In shallow water a JONSWAP wave spectrum changes to a TMA wave spectrum. In the TMA spectrum 

the peak reduces and the high frequency tail of the short waves transforms from a f-5 shape (for the 

JONSWAP spectrum) to a f-3 shape (Bouws et al., 1985) reducing the wave energy in the high frequency 

tail. In this case, a TMA spectrum is approximated by reducing the peak enhancement factor of a JON-

SWAP spectrum (γ=3.3) to 1.0, mimicking the peak reduction of a TMA spectrum. Moreover, the high 

frequency tail is cut of at 1.5 times the peak frequency to reduce the wave energy in the high frequency 

tail. An example is shown in Figure 5-6 where the solid line represent the approximation of the TMA 

spectrum and the dashed line the original JONSWAP spectrum.  

 
Figure 5-6: TMA wave spectrum approximation compared to a JONSWAP wave spectrum, for a significant wave height of 0.4m 
and peak wave period of 5s. 

The significant short and long wave height for period B applied at the offshore boundary are 0.2m and 

0.08m respectively. Waves observed at the Europlatform are transformed towards the coast using the 

surf beat model. The average peak short wave period at the Europlatform is about 5 seconds. In shal-

low water the peak wave frequency generally shifts to somewhat lower frequencies as the higher fre-

quency waves start breaking first. Therefore, a peak wave period of 6 seconds is used for the simulation 

in the hydrostatic swash model. Additionally, a long wave peak period of 50s is assumed. With these 

wave conditions the wave spectra can be defined, as described above. 

Tide and surge 

Only the high water level periods are applied in the hydrostatic swash model as depicted in Figure 5-7. 

The offshore boundary is located at a depth of -0.5m NAP. The still water level is reaching below this 

depth during the low water level periods and therefore do not contribute to any morphological 

changes. Moreover, morphological changes of the upper intertidal bar only occur during the high water 

level periods, as shown and described in subsection 4.4.2. In this case the high water periods above a 

still water level of +0.0m NAP is applied in the hydrostatic swash model. In addition, it has the ad-

vantage that the simulation time decreases to less than 45 hours. 
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Figure 5-7: Still water levels (astronomical tide + surge) during high water periods (> 0m NAP) applied in the hydrostatic swash 
model.  

Discharge outflow 

A discharge outflow point is implemented in the model to simulate 3D effects through rip channels. In 

practice, waves that overtop the intertidal bar accumulate in the trough to form a channel of water. 

When the water level in the trough rises above the still water level or when the still water level drops, 

the accumulated water flows alongshore to rip channels where it flows back offshore to sea (3D effect). 

Once the still water level does not rise above the bar crest during high water, no return flow is expected 

to flow offshore over the bar crest. In the model, only cross-shore flows are simulated. Therefore, the 

water level in the trough might rise above the bar crest due to wave overtopping. Consequently, return 

flow and offshore sediment transport is induced erroneously. To overcome this error an outflow point 

with a discharge capacity of 0.01 m3/s is applied in the trough, simulating the 3D effect. The outflow 

point is located at a cross-shore distance (x = 84m) such that the intertidal bar has some space to 

migrate onshore will the outflow point remains in the trough. Preferably, several outflow points are 

implemented across the trough that migrate onshore with the intertidal bar and trough. This however, 

is not (yet) implemented in the model.   

Settings 
The settings of the hydrostatic swash model are based on settings in the surf beat model and the set-

tings described in Reniers et al. (2013). Additionally, a suspended load efficiency, εs = 0.025, is used 

according to Bailard (1981) and a turbulent stirring calibration factor, βd = 0.1, is applied (Roelvink and 

Stive, 1989) both implemented in the equilibrium concentration for suspended load, equation (5.14). 

Furthermore, a critical wave slope, mcr = 0.1, is applied. Wave fronts that exceed this slope are defined 

as breaking waves. The bed level is fixed over a distance of 20 grid points at the offshore boundary to 

prevent boundary effects. Moreover, the tidal cycles are not completed omitting the low water periods 

which affect the lower bed levels near the offshore boundary.  
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 Results 
Based on the model setup described in the previous section, the morphological response is simulated 

for cross section 1 in period B (January 26 to 31, 2017). The results are described in this section for the 

surf beat model (subsection 5.3.1) and the hydrostatic swash model (subsection 5.3.2), focusing on the 

upper intertidal bar changes. In subsection 5.3.3, these results are compared with the observed mor-

phological changes in the TLS measurements (subsection 4.4.2). 

5.3.1. Surf beat model 

Bed level development and sediment transport volumes 
In the period of less than 5 days (period B) the upper intertidal bar migrates onshore over a distance 

of 10m and the bar crest height slightly reduces, as shown in Figure 5-8. In the first three tidal cycles, 

morphological change is merely visible at the seaward side of the intertidal bar crest. The seaward 

slope of the bar flattens as sediment just below the crest is transported offshore to the bar toe. This 

can also clearly be observed from Figure 5-9 in the first three figures. Due to the offshore transport a 

beach scarp (near vertical beach slope) develops at the bar crest by avalanching, slightly reducing the 

bar crest height. From the fourth tidal cycle onwards, the intertidal bar starts to develop differently. In 

the fourth tidal cycle, the bar crest height reduces with about 0.1m and migrates onshore over a dis-

tance of 5m. Subsequently in the remaining five tidal cycles, the bar gradually grows and migrates 

onshore over a distance of 5m. Ultimately, the crest height nearly reaches its initial elevation. Further-

more, the seaward slope of the bar continuously flattens, from an initial slope of 0.15 to a slope of 

0.05, while the landward slope steepens up to a slope of 0.25.  

The slow growth and onshore migration in the second half of the simulation primarily occurs while the 

bar crest is submerged. The dashed dotted lines in Figure 5-8 indicate the highest still water level (in-

cluding surge) after each low water period, observed at Scheveningen. This water level rises above the 

bar crest during several high water periods. In these periods it can therefore be concluded that surf 

zone processes are dominant at the sandbar. In tidal cycles five to eight (Figure 5-9), the sediment 

transport at the bar is mainly a shift of sediment in onshore direction (Qx > 0, at x ≈ 90m to 100m). 

Moreover, onshore directed processes are dominant in the intertidal zone as the sediment budget is 

increasing (Qx > 0 at the offshore edge).  

 
Figure 5-8: Surf beat model simulated low water bed levels at cross section 1 in period B (January 26 to 31, 2017). The dashed 
dotted lines indicate the still high water level (including surge) after each subsequent low water period. 
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Figure 5-9: Surf beat model simulated sediment transport volumes Sx and cumulative sediment transport volumes Qx for nine 
tidal cycles in period B (January 26 to 31, 2017). 

5.3.2. Hydrostatic swash model 

Bed level development and sediment transport volumes 
In the hydrostatic swash model, the upper intertidal bar migrates onshore over a distance of 5m and 

the bar crest height grows in vertical direction with 0.3m, as shown in Figure 5-10. In the first five tidal 

cycles, the morphological change is small and the sandbar merely grows with a height of 0.1m. In the 

next three tidal cycles, the sediment transport is larger as shown in Figure 5-11. The seventh and eight 

tidal cycles contain relatively large sediment transport volumes (Sx) of up nearly 0.4 m3/m per meter 

width, reaching an onshore flux (Qx) of about 0.6 m3 per meter width.  In these tidal cycles the sandbar 

clearly narrows creating a peaked crest with a seaward and landward slope of about 0.15. 
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2. 
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The sediment transport at the intertidal bar occurs while the bar crest remains above the tidal water 

level. The dashed dotted lines in Figure 5-10 indicate the highest still water level after each low water 

period. This water level does not rise above the bar crest. It can therefore be concluded that swash 

zone processes are prevailing. Sediment-laden uprush overtops the bar crest and is deposited on top 

and at the landward side of the crest. This results in the onshore migration and growth of the intertidal 

bar. From Figure 5-11, it can be observed that the sediment transport is primarily in onshore direction 

(Qx > 0, around x = 100m). The intertidal zone does not lose or gain sediment during the simulation 

period as the sediment budget is closed at the offshore boundary (Qx = 0).  

 
Figure 5-10: Hydrostatic swash model simulated low water bed levels at cross section 1 in period B (January 26 to 31, 2017). 
The dashed dotted lines indicate the still high water level (including surge) after each subsequent low water period. 

 



54 5.  XBeach modelling 

 

 
Figure 5-11: Hydrostatic swash model simulated sediment transport volumes Sx and cumulative sediment transport volumes 
Qx for nine tidal cycles in period B (January 26 to 31, 2017). 

5.3.3. XBeach model performance 
In this section, the morphological changes of the XBeach models are compared with respect to the 

observed TLS measurement results, for both the surf beat and the hydrostatic swash model. 

Surf beat model 

The results of the surf beat model show some similar patterns, but largely different magnitudes com-

pared with the TLS measurement results. Both results show an onshore migration of the intertidal bar, 

although with a different magnitude. From Figure 5-12 it can clearly be observed that the onshore 

migration and growth in the surf beat model cannot keep up with the bar movements in the measure-

ment results. According to the measurements the bar migrates onshore over a cross-shore distance of 

25m, whereas in the surf beat model a migration distance of 10m is observed. Moreover, the bar crest 
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2. 

3. 
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height in the surf beat model slightly decreases, while it grows vertically with a height of 0.3m in the 

measurement results. These dissimilarities are the results of different sediment transport volumes. 

Where the onshore flux reaches up to nearly 2 m3 per meter width in a tidal cycle according to the 

measurements, the maximum onshore flux in the surf beat model is just over 0.5 m3 per meter width. 

The onshore sediment transport in the second half of the simulation period is mainly induced by surf 

zone processes in the surf beat model, while swash zone processes are prevailing according to the 

observations of the TLS measurements. The slow growth and onshore migration in the second half of 

the simulation period primarily occurs while the tidal water level is located above the crest of the bar. 

This indicates that the surf zone processes are the dominate sediment transporting processes. In the 

observation of the TLS measurements it is shown that the tidal water level does not rise above the bar 

crest, which can also be observed in Figure 5-12 (indicated by the dashed dotted lines). Therefore, it 

was concluded in section 4.5 that the swash zone processes are prevailing. 

 
Figure 5-12: Surf beat model simulated (solid lines) and TLS measured (dotted lines) low water bed levels at cross section 1 in 
period B (January 26 to 31, 2017). The dashed dotted lines indicate the still high water level (including surge) after each sub-
sequent low water period. 

Hydrostatic swash model 

The results of the hydrostatic swash model show some similar patterns, but with clearly different mag-

nitudes compared to the TLS measurement results. The hydrostatic swash model simulates an onshore 

migration of the intertidal bar, although with a vastly smaller magnitude as in the measurements. Fig-

ure 5-13 shows that the intertidal bar behavior in the hydrostatic swash model cannot keep up with 

the bar movements in the measurement results. Where according to the measurements the bar mi-

grates onshore over a cross-shore distance of 25m, the migration distance in the hydrostatic swash 
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model does not reach further than 5m. The simulated and measured bar crest heights match better, 

with final elevations just under and above +1.5m NAP respectively. Although this crest height is fairly 

similar, the shape of the sandbar is different. The simulated bar is narrow with steep seaward and 

landward slopes, whereas the measured bar is broad with relatively flat slopes. These dissimilarities 

are the results of different sediment transport volumes. Where the onshore flux reaches up to nearly 

2 m3 per meter width in a tidal cycle according to the measurements, the maximum onshore flux in 

the hydrostatic swash model is about 0.6 m3 per meter width.  

The sediment is mainly transported by swash zone processes, similar to the measurement results. The 

growth and slow onshore migration of the sandbar occurs while the tidal water level does not rise 

above the crest. The onshore sediment transport in the hydrostatic swash model is therefore mainly 

induced by swash zone processes. During the seventh tidal cycle the water level nearly reaches the bar 

crest height such that surf zone processes might also become important. 

 
Figure 5-13: Hydrostatic swash model simulated (solid lines) and TLS measured (dotted lines) low water bed levels at cross 
section 1 in period B (January 26 to 31, 2017). The dashed dotted lines indicate the still high water level (including surge) after 
each subsequent low water period. 
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 Conclusion 
Based on this chapter an answer is given to sub-question 3, described below. 

SQ3: What is the performance of the XBeach model with respect to the TLS measurement results? 

In a period of 5 days (period B) the morphological changes in the surf beat model and the hydrostatic 

swash model show similar patterns but largely different magnitudes. As shown in Table 5-3 , the surf 

beat model corresponds better to the measurements regarding to the onshore migration distance. 

However, the hydrostatic swash model shows a better match with the TLS measurements regarding 

the vertical growth of the intertidal bar. Finally, the maximum onshore sediment flux is similar for the 

surf beat model and the hydrostatic swash model, with values of about four times smaller than the 

maximum onshore flux of nearly 2 m3 per meter width observed in the TLS measurements. 

 Onshore migration 
distance [m] 

Vertical growth  
[m] 

Maximum onshore 
flux [m3/m width] 

TLS measurements 25 0.3 2  

Surf beat model 10 -0.1 0.5 

Hydrostatic swash model 5 0.3 0.6  

Table 5-3: Onshore migration distance, vertical growth and maximum onshore sediment flux of the TLS measurements com-
pared with the surf beat model and hydrostatic swash model for period B (January 26 to 31, 2017). 

Comparing the models in relation to the sediment transport processes that drive the onshore transport 

of sediment, the hydrostatic swash model performs best. The TLS measurements shows that the swash 

zone processes are dominant for the onshore sediment transport. This is matching the hydrostatic 

swash model that also shows that the onshore transport is primarily induced by the swash zone pro-

cesses. However, the dominant driver in the surf beat model are the surf zone processes, especially in 

the second half of the simulation period. 
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6. Developing a conceptual model 
In this chapter a conceptual model of the intertidal bar dynamics is developed to help visualize its com-

plex behavior. In section 2.4 an initial conceptual model is developed, based on the theory and literature 

review in chapter 2. This model is further developed and extended in this chapter, mainly based on the 

observations of the TLS measurements (chapter 4). 

The morphological behavior of an intertidal sandbar is largely dependent on the tidal water level and 

the nearshore wave conditions (Wijnberg and Kroon, 2002; Masselink et al., 2006a) as concluded in 

chapter 2. In the initial conceptual model, a distinction is made between surf zone and swash zone 

processes acting on an intertidal bar. Which processes are prevailing depends on the tidal water level 

with respect to an intertidal bar. This concept is extended here by categorizing the tidal water level 

into four intertidal bar regimes as presented in Figure 6-1. The intertidal bar regimes are similar to the 

storm impact regimes proposed by Sallenger (2000), as described in subsection 2.1.3. During a low 

tidal water level, the swash regime prevails, where the runup level (Rup) remains below the bar toe 

(Btoe). When the water level increases and the runup level gets above the bar toe, the runup regime is 

reached. With a further increasing water level where the runup level gets higher than the bar crest 

(Bcrest) but the rundown level (Rdown) stays below the bar crest, the overwash regime is reached. Finally, 

for a high water level the submersion regime prevails, when also the rundown level is above the bar 

crest. 

 
Figure 6-1: Overview of the intertidal bar regimes 
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Intertidal bar regimes: 
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Next to the tidal water level, the nearshore wave conditions (mild or energetic) in the surf zone and 

swash zone are important for determining the behavior of intertidal bars. In the TLS measurement 

results (section 4.4) the following five distinctive intertidal bar movements are observed: 

1. Formation (fast vertical growth) 

2. Fast onshore migration  

3. Gradual horizontal and vertical growth 

4. Fast and short vertical growth and onshore migration 

5. Fast destruction 

In these movements, four development stages are recognized: Formation, Migration, Growth and De-

struction. The formation, migration and growth occurred during mild wave conditions while the de-

struction of the intertidal bars occurred during energetic (storm) wave conditions. Within a regime, 

the wave conditions in the surf zone and swash zone together with the local bathymetry and the sed-

iment characteristics determine the magnitude and direction of sediment transport based on the dom-

inant cross-shore sediment transport processes. 

Combining the observed intertidal bar behavior with the prevailing intertidal bar regime and the wave 

conditions, the conceptual model presented in Table 6-1 is developed. The five observed intertidal bar 

movements are classified in this model and indicated by the circled numbers. The conceptual model is 

explained and described below for each development stage.  

 

Development stage A. Formation B. Migration C. Growth D. Destruction 

Wave conditions Mild Mild Mild Energetic 

H
W

 1. 
Submersion regime 

 Onshore  migration No (significant) growth (Fast) destruction  
Intertidal bar 

dominated by surf 
zone processes 

Ti
d

al
 le

ve
l 

2. 
Overwash regime 

 
  (Fast) onshore migration 

Horizontal and/or vertical 
growth 

Destruction  
Intertidal bar 

dominated by swash 
zone processes 

3. 
Runup regime 

Formation, if: 
 

• Mild wave conditions 
Figure 6-2a 

 

• Significant tidal range 
Figure 6-2b 

No migration Horizontal growth Destruction (avalanching) 
Intertidal bar 

dominated by swash 
zone processes 

LW
 

4. 
Swash regime 

No migration No growth No destruction 
No sediment transport 

processes 

Table 6-1: Conceptual model on the formation, migration, growth and destruction of an intertidal bar, based on the prevailing 
regime: swash, runup, overwash or submersion. The development of the intertidal bar might be positive (green), negative 
(red) or insignificant (white) for beach recovery. 
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3 

5 



5.4.  Conclusion 61 

 

A. Formation 
Initially, when no intertidal bar is present, the four intertidal bar regimes cannot be distinguished. In-

stead the swash or runup regime is considered. For energetic wave conditions the beach face tends to 

be flattened due to a strong undertow resulting in a net offshore sediment transport (Kroon, 1994; 

Houser and Greenwood, 2003). In this case an intertidal bar cannot be formed.  

An intertidal bar might form during mild wave conditions with a significant tidal range (observed move-

ment 1). For mild wave conditions the beach face tends to steepen, where the net onshore sediment 

transport is dominant. Ultimately, an equilibrium profile is reached when the wave breaking induced 

turbulent uprush is balanced by the gravity induced backwash. When the tidal range is insignificant an 

intertidal bar cannot be formed. The wave action merely results in an equilibrium profile where the 

beach face is relatively steep and a beach berm is created as depicted in Figure 6-2a. However, when 

the tidal range is significant (i.e. > 1m, according to Masselink et al. (2006a)), an intertidal bar might 

form as depicted in Figure 6-2b. With an increasing tidal water level, the wave action moves along the 

beach profile. Sediment is stirred around the rundown level and transported onshore to the runup 

level where flow velocities decrease and sediment settles to form an initial intertidal bar. 

  
Figure 6-2: Beach face steepening (a) and intertidal bar formation (b). WL = water level.  

The duration of the wave action at one location, or in other words the residence time for cross-shore 

sediment transport processes to occur (Masselink et al., 2006a; Kroon and Masselink, 2002) is im-

portant for the formation of the intertidal bar. As described above, an insignificant tidal range does 

not support the formation of an intertidal bar. In contrast, a large tidal range (macro tidal range) might 

inhibit the formation. A large tidal range result in a short wave action duration at one location. The 

formation process can therefore not catch up with the rising tide. Consequently, the area is submerged 

and different sediment transport processes become dominant. 

B. Migration 
Once an intertidal bar is formed, four regimes can be distinguished where bar migration can occur 

within the overwash and submersion regime. In the swash and runup regime, with low tidal water 

levels, the bar is not migrating. However, in the runup regime the seaward slope of the bar might 

steepen or flatten depending on the wave conditions.  

A (fast) onshore migration might occur in the overwash regime due to swash zone processes, as ob-

served in the TLS measurements (movements 2 and 4). Waves overtop the bar when the still water 

level is just below the bar crest elevation. Sediment is transported over the crest by wave-breaking 

induced turbulent uprush changing to gravity induced backwash on the landward site of the bar. 

Where generally these two processes (uprush and backwash) counteract each other, in the overwash 

regime they are complementary. This can result in a fast onshore migration. The water that overtops 

the bar crest might infiltrate the soil or flow back offshore through the trough and rip channels (3D 

effect). For energetic wave conditions the bar crest might be eroded due to high flow velocities, chang-

ing from the overwash to the submersion regime.  

WL 

a. 

WL 

b. 
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Surf zone processes are prevailing in the submersion regime and can also migrate a bar onshore as 

observed in the surf beat model. In this regime the rundown level remains above the bar crest. There-

fore, the swash zone processes occur higher in the profile and do not prevail at the bar. The balance 

between the surf zone processes determine the magnitude of the on- or offshore migration of the bar. 

Generally, onshore and offshore migration occurs for mild and energetic wave conditions, respectively. 

However, during energetic conditions the intertidal bars are generally destructed (Kroon, 1994; Houser 

and Greenwood, 2003). The offshore migration of intertidal bars in the submersion regime is therefore 

not included in the conceptual model.  

C. Growth 
In the runup regime the intertidal bar can grow horizontally, widening the bar (observed movement 

3). During mild wave conditions, sediment (in the form of small amplitude bars) can migrate onshore 

by surf- and swash zone processes. In the runup regime this sediment transport might feed the existing 

intertidal bar, by welding to the seaward slope due to swash zone processes as observed in the TLS 

measurements (movement 3). 

In the overwash regime the intertidal bar can grow horizontally and vertically (observed movement 3 

and 4). Horizontal growth can occur due to surf and swash zone processes. Sediment transported on-

shore might feed the seaward slope of the bar or might be transported further resulting in vertical 

growth of the intertidal bar due to swash zone processes. When flow velocities on the bar crest are 

small, sediment advected from the surf zone and stirred in the uprush might settle, increasing the bar 

height.  

In the submersion regime no significant growth is expected. When the intertidal bar is submerged the 

surf zone processes are prevailing. Flow velocities are usually relatively large over the bar crest as the 

water depth is relatively small. Therefore, it is unlikely that sediment will settle on top of the bar crest. 

D. Destruction 
Destruction of an intertidal bar generally occurs during energetic wave conditions (observed move-

ment 5). In the runup regime destruction of the intertidal bar might occur due to avalanching, as oc-

curred in the simulation of the surf beat model. Sediment is eroded on the seaward slope of the bar. 

When a critical slope angle is exceeded, sediment is slumping down resulting in destruction of the 

intertidal bar. In the overwash regime flow velocities over the crest can be large for energetic wave 

conditions. Sediment gets stirred in the water column decreasing the bar height. Finally, when reaching 

the submersion regime, the intertidal bar can be destructed fast for energetic wave conditions. Under 

these conditions the return flow becomes dominant resulting in a strong offshore flow, especially 

above the bar crest where the water depth is relatively small. Strong offshore sediment transport ulti-

mately flattens the beach resulting in a smooth cross-shore profile of the beach. 

Conclusion 
Based on this chapter an answer is given to sub-question 4, described below. 

SQ 4: How can the intertidal bar behavior be described in a conceptual model? 

The intertidal bar behavior observed in the TLS measurements can be described in a conceptual model 

as presented in Table 6-1. The five distinctive movements of the upper intertidal bar observed in the 

measurements at Kijkduin are indicated by the circled numbers. In this conceptual model, the behavior 

of the intertidal bar depends on the tidal level by means of the prevailing intertidal bar regime on one 

hand, and the wave conditions through the development stage on the other hand. 
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7. Discussion 
In this chapter the results from the TLS measurements (chapter 4) and XBeach models and their com-

parison (chapter 5) are discussed.  

 TLS measurement accuracy 
The accuracy of the TLS measurements is sufficient for this research, although some errors occur. In 

this research the cross-shore morphology is studied and therefore also interpolated and corrected in 

this direction. Comparing the TLS measurements with the survey of January 2017 indicates height dif-

ferences in the order of centimeters (as was shown in Figure 5-2) being sufficient for this research. 

Additional corrections (described in subsection 4.3.6) significantly improved the precision of the scans 

and reduced erroneous sediment transport volumes.  

The cross-shore interpolation (described in subsection 4.3.5) of cross section 1 in period A (6 weeks) 

and B (5 days) induced some interpolation errors. This can be attributed to the existence of water 

draining runnels, areas that are too wet to detect or areas that are in the shadow zone of the laser 

scanner. These errors occur in a few scans throughout the study period, resulting in additional sedi-

ment transport volumes between two subsequent scans. Although these errors affect the results, the 

sediment transport patterns can still clearly be detected. As this is the main objective for the TLS meas-

urements the interpolation errors do not obstruct this research.  

 TLS measurement and XBeach model comparison 
Based on the theory and the methodology used in this study, arguments for the mismatch between 

measurement and XBeach model are discussed.  

Uncertainty in wave spreading 
The wave boundary condition in the surf beat model is defined by a two-dimensional frequency-direc-

tion spectrum (an example is shown in Figure 7-1). In this spectrum, the frequency spreading is de-

scribed by a JONSWAP spectrum shape and the directional spreading by a cos2sθ model (Roelvink et 

al., 2018b), as shown in Figure 7-2. Based on the directional spreading coefficient (s) the directional 

spreading is defined. From Figure 7-2 it can be observed that the wave direction is limited to 90° on 

either side of the mean wave direction (as s ≥ 1). Therefore, no wave energy would approach the coast 

when the mean wave is directed offshore perpendicular to the shoreline. In practice, the wave spec-

trum can have a different shape from these frequency and directional distributions leading to different 

amounts of wave energy approaching the shoreline. 

To cope with the uncertainty of the directional spreading, an additional case with increased wave en-

ergy is applied for both the surf beat model and the swash zone model. The observed wave conditions 

at the Europlatform, including the mean wave direction and directional spreading, were applied to the 
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surf beat and hydrostatic swash model as described in chapter 5. The directional spreading coefficient 

observed at the Europlatform generally have value s = 1 to s = 3. This implies a large directional spread-

ing, indicating that the wave energy is approaching over a broad directional space. To see what the 

result would be if the wave energy is increased, a second wave case is applied. In this case, the maxi-

mum possible wave energy approaching the coast would be if the observed waves at the Europlatform 

are approaching the coast shore normal. This wave condition is therefore applied in the second wave 

case shown in appendix C, using the same directional spreading as implemented in chapter 5. 

From the XBeach results in appendix C it can be observed that the increased wave energy in case 2 

does increase the sediment transport volumes significantly. However, sediment is also transported in 

offshore direction, especially in the surf beat model. Ultimately, the intertidal bar is diffused and de-

structed largely in the surf beat model. The morphological changes in the hydrostatic swash model 

show more promising results. Although the onshore sediment transport volumes found in the TLS 

measurement results are still nearly two times larger the onshore sediment transport and migration 

of the intertidal bar is significantly improved for the hydrostatic swash model. Therefore, it might be 

concluded that the uncertainty in the wave directional spreading could partly contribute to the mis-

match.  

 
Figure 7-1: Two-dimensional wave frequency-di-

rection spectrum, from (Holthuijsen, 2007). 

 
Figure 7-2: Directional spreading as formulated in XBeach. 

The frequency spectrum applied to the hydrostatic swash model is described by a TMA spectrum shape 

approximation. This spectrum approximation might induce several errors in the model. Firstly, the 

wave energy approaching the coast is overestimated in this approximation. The surface elevation ap-

plied at the offshore boundary is obtained from the surf beat model, which transforms waves observed 

at the Europlatform to the hydrostatic swash model boundary at -0.5m NAP. The obtained waves in-

clude the reflected waves which are therefore erroneously applied to the hydrostatic swash model. 

Another error is induced by missing the wave nonlinearities at the offshore boundary. The TMA spec-

trum merely applies linear waves to the model, omitting wave skewness and asymmetry at the off-

shore boundary. An onshore sediment transport component is therefore missing. An attempt was 

made to include these wave nonlinearities by transforming the observed waves from the Europlatform 

to the offshore boundary of the hydrostatic swash model using the non-hydrostatic XBeach model. 

However, the wave energy obtained from this model was significantly lower than obtained from the 

surf beat model. This might be caused by numerical damping over the relatively long cross-shore dis-

tance with over 2000 grid cells. Therefore, this wave condition is not used.      

Importance of waves on the short wave timescale 
The main difference between the XBeach models is the morphological response on the timescale of 

short waves and long waves in the hydrostatic swash model and the surf beat model, respectively. The 
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model results clearly show differences in the intertidal bar behavior. The morphological response in 

the swash zone model is based on cross-shore sediment transport processes matching best with the 

measurement results (as concluded in section 5.4). Therefore, it might be stated that the morphologi-

cal change on the timescale of the (individual) short waves do contribute significantly to the morpho-

logical response. However, there are more differences between the models which might explain the 

different morphological response in the two models. For example, the sediment transport formula-

tions. In the surf beat model the bed load and suspended load are calculated together in a advection-

diffusion equation according to Galappatti and Vreugdenhil (1985), whereas in the hydrostatic swash 

model the bed load and suspended load are calculated separately. The bed load transport is calculated 

based on the model of Meyer-Peter and Müller (1948) and the suspended load with the same advec-

tion-diffusion equation as in the surf beat model. This might lead to different sediment transport vol-

umes and patterns. Moreover, the discharge output implemented in the hydrostatic swash model is 

not included in the surf beat model. This results in different currents over and behind the bar crest (in 

the trough) and is discussed next.  

3D effects 
A discharge outflow point is implemented in the hydrostatic swash model to simulate 3D effects 

through rip channels. Alongshore variations can induce additional sediment transport in the cross-

shore direction. In this case, the alongshore (upper and lower) intertidal bars are disrupted by rip chan-

nels inducing 3D effects. In the hydrostatic swash model an attempt to implement this effect is made 

by including a discharge output at the trough, as described in subsection 5.2.3. This discharge output 

helps in reducing offshore sediment transport due to return flow over the bar crest, when the over-

wash or submersion regime prevails. To see the effect of this outflow point, the morphological change 

is also simulated without the discharge output. The comparison is presented in Figure 7-3, where the 

black line indicates the initial profile, the brown solid line the final profile of the simulation without a 

discharge outflow point and the brown dotted line the final profile of the simulation with a discharge 

outflow point. It can be observed that the onshore sediment transport is larger for the simulation with 

a discharge outflow. Therefore, the discharge outflow point has a positive effect on the onshore sedi-

ment transport.   

 
Figure 7-3: Hydrostatic swash model simulated low water bed levels at cross section 1 at the start (black line) and end (brown 
lines) of period B (January 26 to 31, 2017) for a simulation with (dotted line) and without discharge outflow (solid line). The 
dashed dotted lines indicate the still high water level (including surge) after the first low water period. 
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The influence of rip channels with a rising tide and before reaching the overwash regime is not imple-

mented in the hydrostatic swash model. Before the rising tide is reaching the overwash regime, no 

water is present in the trough in the model simulations. However, in practice the trough is filling up 

with water flowing around the intertidal bar through the rip channels. The filled up trough with low 

flow velocities provides the opportunity for sediment, transported by overtopping waves, to settle in 

the trough and at the landward side of the intertidal bar.     

Concluding remarks 
Despite of the above mentioned discussions, an additional or enhanced sediment transport compo-

nent is required to improve the model performance. The onshore migration of the intertidal bar is 

largely underestimated in the two models. This can partly be explained by the discussion points de-

scribed above. However, it cannot explain the complete ascertained differences between the models 

and measurement results. Therefore, onshore sediment transport need to be enhanced in order to 

approach the TLS measurement results. 
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8. Conclusion and recommendations 

 Conclusion 
The main research question stated in section 1.3 is answered in this section based on the four sub-

questions answered throughout this thesis at the end of chapter 2 (SQ 1), 4 (SQ 2), 5 (SQ 3) and 6 (SQ 

4). The main research question of this thesis was formulated as follows: 

What is the cross-shore morphological behavior of intertidal bars at Kijkduin on a timescale of hours 

to weeks and to what extent can it be reproduced in XBeach? 

This study has shown that two distinctive intertidal bars formed, grew and migrated onshore after a 

storm during mild wave conditions in a period of approximately 6 weeks (period A). Within this period, 

a fast onshore migration of the upper intertidal bar occurred in less than 5 days (period B) which can 

partly be reproduced in XBeach.  

The cross-shore morphological behavior of the upper intertidal bar in period A can be described in a 

conceptual model as presented in Table 8-1. While the lower intertidal bar develops more gradually, 

fed by smaller bars, the upper intertidal bar develops in five distinctive steps: 1. Formation (fast vertical 

growth); 2. Fast onshore migration; 3. Gradual horizontal and vertical growth; 4. Fast and short vertical 

growth and onshore migration; 5. Fast destruction. These five development steps are classified in the 

conceptual model depicted in Table 8-1 (circled numbers). 

In period B, the fast onshore migration of the upper intertidal bar (distinctive movement 2 in period 

A) can largely be explained by sediment transport due to swash zone processes. In nine tidal cycles the 

upper bar grows vertically with a height of 0.3m and moves onshore over a cross-shore distance of 

25m. Sediment is transported onshore up to nearly 2 m3 per meter width in one tidal cycle. The sedi-

ment is primarily transported from the seaward side to the landward side of the bar when the over-

wash regime prevails (see Table 8-1). The onshore migration of the intertidal bar can therefore be 

attributed to swash zone processes. Sediment is transported over the bar crest due to turbulent uprush 

(induced by wave-breaking) and continues at the landward site of the bar by (gravity induced) back-

wash. 

Two hydrodynamic model options in XBeach, the surf beat model and the hydrostatic swash model, 

partly reproduce the morphological behavior of the upper intertidal bar. The onshore migration of the 

bar in the surf beat model is mainly induced by surf zone processes, not matching the results of the 

measurements. In contrast, the hydrostatic swash model shows onshore migration and vertical growth 

primarily induced by swash zone processes, comparable to the processes in the TLS measurements. 

However, for both models the onshore sediment transport is vastly smaller than observed in the TLS 

measurements and the maximum onshore fluxes are about four times smaller.  
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Development stage: A. Formation B. Migration C. Growth D. Destruction 

Wave conditions: Mild Mild  Mild Energetic 

H
W

 1. Submersion regime 

 Onshore migration 
No (significant) 

growth 
(Fast) destruction  

 

Ti
d

al
 le

ve
l 

2. Overwash regime 

 
 (Fast) onshore migra-

tion 
Horizontal and/or 

vertical growth 
Destruction  

 
3. Runup regime 

Formation 

No migration Horizontal growth 
Destruction  

(avalanching) 

 

LW
 

4. Swash regime 

No migration No growth No destruction 

 
Table 8-1: Conceptual model on the formation, migration, growth and destruction of an intertidal bar, based on the prevailing 
regime: swash, runup, overwash or submersion. The development of the intertidal bar might be positive (green), negative 
(red) or insignificant (white) for beach recovery.  

 

  

2 4 3 

3 

5 4 
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 Recommendations 
This study has provided more insight into the onshore sediment transport through intertidal bars using 

TLS measurements. Its reproducibility in a numerical model has been tested by using two hydrody-

namic options in XBeach, the surf beat model and the hydrostatic swash model. Some recommenda-

tions are made here to further improve the understanding of the beach recovery behavior through 

intertidal bars and to further improve the reproducibility in a numerical model like XBeach. 

Additional data for TLS measurement campaigns 
The TLS measurement presented in this thesis provided accurate results, which clearly showed the 

sediment patterns. However, for the quantification of sediment transport it might be useful to further 

increase the accuracy and precision of the TLS measurements such that no additional corrections need 

to be made, as performed in this study (section 4.3.6). This could be done by applying additional ref-

erence points for Geo-Referencing, especially in the direction shore normal to the coastline.   

New TLS measurement campaigns can give more insight in the circumstances in which intertidal bars 

develop and migrate, further improving the conceptual model. When a new measuring campaign is 

setup, additional data would be useful besides the TLS data. One example is nearshore wave data. 

When nearshore wave data (wave height, wave period and wave direction) is available the develop-

ment of an intertidal bar might be correlated more accurately with the wave conditions that prevail. 

Moreover, the sensitivity to changing wave conditions might be investigated. Next to a better under-

standing of the intertidal bar behavior, also the boundary conditions applied to a numerical model are 

more accurate when nearshore wave data is available. Therefore, the uncertainties in the wave condi-

tions discussed in chapter 7 are decreased.  

The TLS measurements can also be assisted by video recording or photogrammetry. These methods 

might help in detecting wave overtopping and runup levels. As the laser scanner cannot detect sub-

merged or wet areas, video recording or photogrammetry can fill in this gap. Moreover, it is not known 

to what extend the laser scanner does detect a wet beach surface. Therefore, imaging can determine 

the applicability of laser scanning on these (partly) wet areas more distinctively. 

Extending and improving the modelling work 
In this case the morphological response is simulated in cross-shore direction. Longshore variations 

however, might also contribute to the behavior of intertidal bars as discussed in chapter 7. Therefore, 

2D modelling in XBeach can give a more complete result of the morphological response including the 

2D effects in a depth-averaged sense. 

Further developing the non-hydrostatic model can be beneficial for the reproduction of intertidal bar 

behavior. As was stated in subsection 5.1.1 the non-hydrostatic model is not used in this thesis as the 

morphodynamics for sandy beaches are not yet fully integrated and validated in that model. When this 

would be accomplished, the intertidal bar behavior might be modelled more accurately. The offshore 

boundary conditions from the Europlatform can be applied in deeper water (compared to the hydro-

static swash model) as a two layer system is implemented in the model and a non-hydrostatic pressure 

term is added. Similar to the hydrostatic swash model, both short waves and long waves are included 

which can both be important for the intertidal bar response. 

The onshore sediment transport is clearly underestimated by the surf beat model and hydrostatic 

swash model. Further research need to be done to improve the reproducibility and enhance the on-

shore sediment transport.  
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A. Laser scanner details 
The Riegl-VZ2000 laser scanner is equipped with the LiDAR (Light Detection And Ranging) sensor tech-

nology. A single (near infrared) laser pulse is emitted and is reflected on a surface spot, back to the 

receiver. The two way travel time of the pulse is converted in a range distance using the speed of light. 

In this way, the position of the detected (reflection) point is determined with respect to the laser scan-

ner (Vosselman and Maas, 2010). Additionally, the strength of the reflected pulse is measured which 

is referred to as the reflectance. This might give an indication on the type of surface. All the detected 

points together form a point cloud including the reflectance and the 3D point coordinates with respect 

to the laser scanner.  

The accuracy and precision of the laser scanner are respectively 8 and 5 mm (GmbH, 2017). These 

characteristics give the opportunity to detect small scale height profile changes between subsequent 

scans. Furthermore, the level of detail of the scans and the size of the data is determined by the angular 

resolution. Higher resolution leads to more detail, which comes with larger data files and therefore a 

higher computational effort. In this case the resolution is set such that the data size is kept low and 

workable. Consequently, the visibility of the two reference points in the dune area (red points in Figure 

4-2) is bad and the center could not be detected accurately. These reference points are therefore ex-

cluded for Geo-Referencing the point clouds. 
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B.      TLS measurement results for cross 

sections 2 and 3 
This appendix shows the results of two more cross sections, besides cross section 1. In section 4.2 the 

longshore location of cross section 2 and 3 are described and depicted in Figure 4-4. The bed level 

development and sediment transport volumes in period B (January 26 to 31, 2017) for these cross 

sections are depicted in the figures below. 

Bed level development 

Cross section 2 

 
Figure B-1: Low water bed levels at cross section 2, from January 26 to 31, 2017. The dashed dotted lines indicate the still 
high water level (including surge) after each subsequent low water period.   

Cross section 3 

 
Figure B-2: Low water bed levels at cross section 3, from January 26 to 31, 2017. The dashed dotted lines indicate the still 
high water level (including surge) after each subsequent low water period.   
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Sediment transport volumes 

Cross section 2 

 
Figure B-3: Transported sediment volumes Sx and cumulative sediment transport volumes Qx for nine tidal cycles in the period 
from the January 26 to 31 at cross section 2. 
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Cross section 3 

 
Figure B-4: Transported sediment volumes Sx and cumulative sediment transport volumes Qx for nine tidal cycles in the period 
from the January 26 to 31 at cross section 3. 
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C.      XBeach model results for increased 

wave energy 
This appendix shows the results of an additional simulation for both the surf beat model and the hy-

drostatic swash model. In this simulation the wave energy is increased with respect to the simulation 

described in chapter 5 by applying shore normal approaching waves. The bed level development and 

sediment transport volumes in period B (January 26 to 31, 2017) for this wave case are depicted in the 

figures below. 

Bed level development 

Surf beat model 

 
Figure C-1: Surf beat model simulated low water bed levels at cross section 1 in period B (January 26 to 31, 2017). The 
dashed dotted lines indicate the still high water level (including surge) after each subsequent low water period.  

Hydrostatic swash model 

 
Figure C-2: Hydrostatic swash model simulated low water bed levels at cross section 1 in period B (January 26 to 31, 2017). 
The dashed dotted lines indicate the still high water level (including surge) after each subsequent low water period.   
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Sediment transport volumes 

Surf beat model 

 
Figure C-3: Surf beat model simulated sediment transport volumes Sx and cumulative sediment transport volumes Qx for nine 
tidal cycles in period B (January 26 to 31, 2017) for shore normal approaching waves. 
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Hydrostatic swash model 

 
Figure C-4: Hydrostatic swash model simulated sediment transport volumes Sx and cumulative sediment transport volumes Qx 
for nine tidal cycles in period B (January 26 to 31, 2017) for shore normal approaching waves. 

 

 

 

 


