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Abstract

Building predictive models using cloud metrics for a task like incident prediction
in the cloud is becoming ubiquitous in cloud monitoring. For such a forecasting task,
if we know beforehand which system metrics are predictable then we can easily build
good models. Quantifying the predictability of cloud metrics can help us rank the
available system metrics and select a subset of cloud metrics with the lowest com-
plexity. Moreover, storing informative metrics for a longer period can result in better
forecasting.

This thesis presents a novel entropy method for quantifying the complexity of time
series: Reverse weighted Dispersion Entropy (RWDE). We also present an exploratory
study to understand and quantify the complexity of cloud metrics. This exploratory
case study has been carried out at ING, a large banking company with in-house cloud
architecture. We perform simulation experiments on simulated signals to compare
RWDE with other entropy methods. We apply RWDE on cloud metric data from ING
to approximate the predictability of these cloud metrics. The experimental results
show that RWDE has better performance than other entropy methods and can be used
to select informative cloud metrics for a forecasting task.

Further, we establish a relationship between RWDE and model-based predictabil-
ity of cloud metrics. For each cloud metric, we compare RWDE with predictions from
various forecasting models. Our results show that this relationship can be used as a
heuristic by practitioners to identify unsuitable forecasting models for certain cloud
metrics. We make RWDE and other entropy methods discussed in this study available
as an open-source Python package.
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Chapter 1

Introduction

1.1 Motivation

Lately, the software industry has witnessed a shift from stand-alone local software to on-
line services. One such example is the shift from stand-alone Microsoft Office to Microsoft
Office 365. We can also witness this trend in the banking and e-commerce industry, Which
invest heavily in online banking systems and online services. To that end, Organizations
need to set up (or hire) sufficient Information Technology (IT) infrastructure to provide a
large-scale service online. This results in a typical IT infrastructure setup for an online ser-
vice shown in the Figure 1.1 [51].

The important characteristic of online services is that they aim to run continuously with
24x7 availability. However, IT incidents that occur at the site lead to unscheduled system
downtime, unplanned costs, and cause a huge impact since the recovery process can re-
quire time and resources that may not have been considered. Service outages could lead
to judicial consequences and financial loss for an organization. For example, in 2018, the
estimated cost of one-hour downtime for amazon.com on a sale day was $72 million [72].

Due to the rising complexity of online services and flaws in software and hardware, cloud
systems are prone to failures and decreased reliability. To ensure high availability of on-
line services, DevOps [21] and site reliability engineering practices are deployed. However,
manual inspection of complex services and infrastructure can become a tedious job. For
tackling this, Artificial Intelligence for IT Operations (AIOps) is an emerging discipline
that uses artificial intelligence tools for automating operational tasks such as system moni-
toring, anomaly detection, root cause analysis, and recovery [11]. Dang et al. [18] defined
AIOps as tools that empower software and service engineers to efficiently and effectively
build and operate services that are easy to support and maintain by using artificial intel-
ligence and machine learning techniques. If administrators can predict IT incidents using
AIOps, they can better allocate their resources and services to mitigate the financial costs.
Successfully predicting the future states of IT systems that are complex, stochastic, and po-
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1. INTRODUCTION

Figure 1.1: Overview of IT infrastructure of a service.[51]

tentially chaotic is a major challenge in the emerging AIOps field.

One of the ways to predict IT incidents is to identify incident alerts from system metrics
(CPU usage, disk read/write operations, etc.) [51]. Irregularity in a subset of system met-
rics values are early symptoms of an incident and can be used to predict an incident. Most
of the system metrics collected over time are basically time-series 1 data. The complexity of
the time-series dataset spans a wide range. Time series lying on the lower end of the spec-
trum have a predictive structure and can be easily modeled. Time series lying on the higher
end of the spectrum are complex and difficult to model. Moreover, not every time-series
dataset is predictable, i.e., some of them could be completely random or white noise. If we
know beforehand which system metrics are predictable then we can easily build models for
IT incident prediction. Hence, quantifying the complexity of time series can help us rank
the available system metrics and select a subset of system metrics with the lowest complex-
ity.

1Note that throughout this work we use the convention of hyphenating ‘time-series’ when used as an ad-
jective, but not when used as a noun (‘time series’).
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1.2. Problem Statement

Quantifying complexity or ”predicting predictability” is not a new concept and has been
central in many disciplines [30]. Understanding complexity of heart rate dynamics in bio-
medicine [64], understanding dynamics of earthquake tremors in seismology [29] and pre-
dicting stock prices in finance [78]. The forecasting performance, in the before mentioned
applications, is measured by the realized predictability [57], i.e., by using Forecasting Error
(FE) or Mean Absolute Error (MAE), which is dependent on the model being used. Ide-
ally, the system’s intrinsic predictability should be used to judge the proficiency of a model,
but often this intrinsic predictability is unknown, or, in certain cases, beyond what we can
know. It is vital to understand the relationship between realized and intrinsic predictability
to judge the proficiency of a model. Most importantly, intrinsic predictability has the po-
tential to indicate whether the model is limiting the realized predictability of time series.
Therefore, if we know the intrinsic predictability of a system and its realized predictability
using a specific model, the difference between the two indicates how much predictability
can be improved [10].

However, to the best of our knowledge, no research has been done to understand the com-
plexity or dynamics of IT infrastructure. This thesis presents an exploratory study to under-
stand and quantify the complexity of IT infrastructure. In particular, we focus on predicting
the predictability of system metrics to identify informative system metrics. Knowing the
intrinsic complexity of IT infrastructure components can help administrators to understand
the state of infrastructure at a given point in time. Computing the exact intrinsic complexity
of a system isn’t always possible, but we can approximate the upper bound intrinsic com-
plexity using complexity measures [7].

The research for this thesis is performed in cooperation with ING, a Dutch multinational
banking and financial services corporation headquartered in Amsterdam. ING offers over a
dozen online banking applications to its 8.5 million customers and has a huge IT infrastruc-
ture setup for the same.

1.2 Problem Statement

In IT incident management, one important problem is anomaly detection on system metrics
[27]. The normal approach to this is to first recognize the normal behavior, then predicting
future behavior, and then assessing whether an incoming point is an anomaly based on the
fitted model. Very often, applications stacked on a system yield a lot of metrics, and data
points are often recorded in minute granularity. The task of handling this data quickly be-
comes difficult in terms of storage capacity. Normally, these metrics get aggregated and are
stored in a database or cloud, and later on are deleted, which makes it pretty difficult to have
good forecasting models on system metrics. Hence, determining which system metrics are
valuable to keep and structural enough to be analyzed for anomaly detection can be very
helpful.

3



1. INTRODUCTION

Quantifying the predictability or complexity of a system metric can help in ranking sys-
tem metrics based on predictability and then identifying a subset of the most informative
system metrics for the IT incident prediction task. Most importantly, a forecasting model
might not work on certain system metrics or time series, simply because it cannot capture
the underlying linear or non-linear process. If a forecasting model is not a good fit, a practi-
tioner needs to know if it is due to the absence of predictive structure (i.e., complex) in the
time series or the model used by the practitioner is simply not good enough to exploit the
structure of time series.

1.3 Approach

There has been a lot of research work conducted in the field of measuring the complexity of
data [43][50][25], and most of the research corroborates that complexity of data is a major
challenge for the prediction task. Most importantly, it is critical for a forecasting model
to understand the underlying information generating process of a system. Among different
approaches to measuring the complexity of data, entropy-based ones are inspired by non-
linear dynamics. To quantify the complexity of time series and tackle the problem at hand,
in this research, we focus on entropy methods. The intrinsic predictability of time series
can be approximated with model-free methods, such as entropy. Entropy is defined as the
average level of ”information”, ”surprise” or ”complexity”.

The thesis presents a new quantitative metric (entropy method) named Reverse Weighted
Dispersion Entropy (RWDE) for quantifying the intrinsic predictability of nonlinear time
series. We analyze the entropy method on system metrics collected from deployed systems
on ING Private Cloud (IPC) and try to gain valuable insights from the relationship between
intrinsic and realized predictability. The major application of the developed entropy method
in this thesis will be to address the problem of quantifying the predictability or complexity
of system metrics.

1.4 Main Research Questions & Contributions

To characterize the proposed Reverse Weighted Dispersion Entropy (RWDE) method, in
this study we address 3 research questions. These research questions focus on the charac-
teristics of RWDE. Over the last two decades, different studies have proposed quite a few
entropy methods. It is important to understand how different RWDE is from them and how
its performance compares to existing entropy methods. This leads us to our first research
question :

RQ1: How does RWDE perform compared to other entropy methods?

RWDE is derived from Permutation Entropy (PE) by adding a couple of features. In order to
understand the role of these features in RWDE’s performance, we formulate the following
sub-questions:

4



1.4. Main Research Questions & Contributions

RQ1.1 what is the effect of the weighted entropy method?

RQ1.2 what is the effect of adding ”distance to noise” in entropy calcula-
tion?

RWDE is an entropy method that requires defining a set of parameters to calculate the
entropy value. Therefore, it is important to understand the sensitivity of RWDE towards
these parameters. So, our second research question is as follows:

RQ2. what is the effect of parameters on RWDE?

Finally, given that RWDE is a method to quantify the intrinsic predictability of time series, it
would be interesting to explore the relationship between intrinsic predictability and realized
predictability. Insights in such a relationship could help in determining if a model is a
mismatch for forecasting a time series. This leads us to our last research question :

RQ3. What is the relationship between intrinsic predictability and realized
predictability?

To the best of our knowledge, this is the first exploratory study to understand and quantify
the complexity of system metrics. As a step towards better understanding the complexity of
system metrics, this thesis makes three contributions :

1. Entropy Method : The first contribution is a novel generalizable entropy method;
Reverse Weighted Dispersion Entropy (RWDE).

2. Experiments : The second contribution is a statistical analysis of RWDE thorough
experiments and comparison to other existing entropy methods. Further, we present
an empirical analysis of RWDE’s performance on real-world large-scale system met-
ric data from ING.

3. Open Source Contribution. We make RWDE and other entropy methods discussed
in this study available as an open-source Python package.

4. Critical Analysis : The last contribution is a critical analysis of RWDE in relation
to model-based predictability of time series. We discuss our findings to conclude the
usability of RWDE for identifying informative system metrics and determining the
suitability of forecasting strategy for these metrics.

Among our findings, we establish that on an average RWDE performs better than exist-
ing entropy methods. Our experiments show that RWDE can detect sudden fluctuations,
spikes, changes in information density over time, which makes RWDE a suitable feature for
applications such as anomaly detection, and clustering. Further, our data analysis on intrin-
sic predictability calculated by RWDE and realized predictability using forecasting models

5



1. INTRODUCTION

support that RWDE can approximate the true complexity of a time series. Lastly, based on
our data analysis we discuss how RWDE can be used to rank and select system metrics for
IT incident prediction tasks or forecasting tasks.

1.5 Thesis Outline

The remainder of this thesis is structured as follows. In Chapter 2, we discuss background
information and related work on entropy methods. In Chapter 3, we introduce the novel en-
tropy method: Reverse Weighted Dispersion Entropy (RWDE). In Chapter 4, we describe
the deployment context of ING and how the bank monitors IT infrastructure and collects
system metrics. Chapter 5 presents simulation experiments to evaluate the performance of
RWDE in comparison to other entropy methods. In Chapter 6, we apply RWDE on cloud
metric data collected at ING and establish a relationship between entropy and model-based
forecasting error. We discuss our main findings on the performance of RWDE and answer
the research questions in Chapter 7. Here we also discuss and consider implications, threats
to the validity of this study, and present directions for future work. Lastly, in Chapter 8 we
conclude the main contributions and findings of this study.

To readers who are interested in learning about the Reverse Weighted Dispersion Entropy
(RWDE) only, we recommend reading Chapter 3.

6



Chapter 2

Background and Related Work

This chapter presents background and related work to this study. A lot of research has been
performed in the area of quantifying the complexity of time series using entropy. First, we
discuss previous research work similar to this thesis. Later in this chapter, we discuss time
series data types, different time-series entropy methods and how they have been applied in
different domains.

2.1 Related Work

In the year 1948, Claude Shannon [66] defined entropy as the measure of ”information” in-
herent in a system’s outcome. Since then quite a few entropy methods have been introduced
to measure the information or complexity of time series. In 2002, Bandt and Pompe pro-
posed Permutation Entropy (PE) to quantify the complexity of time series [7]. Permutation
Entropy has been used in a wide range of data analysis applications such as finance, manu-
facturing, and especially in the Bio-medical field [6][3][75]. Due to its advantages, PE has
attracted a lot of attention from practitioners and academics. In the last decade, Permuta-
tion Entropy has been very popular in research and a lot of studies have proposed variants of
PE. Some of the most noticeable variants of PE are Weighted Permutation Entropy (WPE)
[22], Reverse Permutation Entropy (RPE) [8], Dispersion Entropy (DE) [62], and Reverse
Dispersion Entropy (RDE) [48]. We will understand these entropy methods in detail later
in this chapter.

Use of entropy methods in IT system monitoring tools or cloud monitoring tools such as
Amazon cloudwatch, Graphite, etc. is common. However, the entropy values are mostly
ignored and only taken into account when a threshold is surpassed. There has been only a
handful of research on the use of entropy in IT incident detection. Navaz et al. [52] built an
anomaly detection system based on Shannon entropy to detect Distributed Denial of Service
(DDoS) attacks on cloud systems. Wang et al. [71] in their patent used the entropy method
to design a cloud anomaly detection system. However, the system is still a design and has
not been deployed in a practical scenario. These studies use very limited cloud metrics for a
specific application. The dearth of research in using system metrics for IT incident manage-

7



2. BACKGROUND AND RELATED WORK

ment can be accredited to the complexity and abundance of system metrics [53][26]. The
applications stacked on a system yield a lot of metrics, and data points are often recorded
in minute granularity. Many of these cloud metrics have high complexity and most of the
forecasting strategies fail to perform well. These factors make it pretty difficult to select the
right set of metrics for building a good forecasting model for any application.

Cloud systems yield a large number of system metrics with minute granularity. Mostly,
such large-scale metrics are not labelled by experts for applications like anomaly detec-
tion. Therefore, many studies have used unsupervised machine learning techniques such
as neural networks for anomaly detection [14][59]. Miranskyy et al. [36] used Gated-
Recurrent-Unit-based auto-encoder for detecting anomalies from multi-dimensional cloud
metric data. Similarly, Gander el al. [24] and Liu et al. [49] proposed frameworks based on
unsupervised machine learning for detecting security attacks on a cloud system. However,
these studies consider well-known dataset with a limited number of cloud metrics. They do
not explain the selection of metrics for anomaly detection applications, rather they consider
all of them due to the limited number of metrics.

In this study, we first ”predict the predictability” of system metrics using the entropy method
to identify informative system metrics. We call the predictability quantified by the entropy
method as intrinsic predictability. Secondly, we focus on the relationship between intrin-
sic predictability and realized predictability. Realized predictability is the predictability
quantified by model-based methods (forecasting models). The most closely related work,
exploring such a relationship has been done by Garland et al.[26]. They used Weighted
Permutation Entropy (WPE) with linear and non-linear forecasting models to establish a
relationship between intrinsic predictability and realized predictability. They use experi-
mentally generated computer-performance data for establishing the relationship. Our study
differs in mainly two aspects: i) We use a more sophisticated method, Reverse Weighted
Dispersion Entropy (RWDE) to quantify intrinsic predictability, ii) Secondly, we focus on
real-world cloud metric data from a global, large scale cloud system. Such data cannot
be experimentally manufactured. Huang et al. [31] also proposed a very similar study.
They used limited time series data with a known predictive structure to establish a relation-
ship. However, in most of the real-world scenarios, data with known predictive structure is
hardly available. Most of the system metrics considered in this study exhibit an unknown
non-linear structure. In this study, we establish a relationship between intrinsic predictabil-
ity and realized predictability with RWDE, based on cloud metric data from a large cloud
system.

To the best of our knowledge, no research study has been done to understand the complexity
of cloud metrics using entropy methods. In this study, we present the first attempt of quanti-
fying the complexity of cloud metrics using a new entropy method : Reverse Weighted Dis-
persion Entropy (RWDE). We also focus on the relationship between intrinsic predictability
determined using RWDE and model-based predictability to determine if a model is not per-
forming as expected according to intrinsic predictability.

8



2.2. The Time Series Data Type

2.2 The Time Series Data Type

Observing the dynamics of a real-world process is part of human experience or a result
of human curiosity. For example, understanding the complexity of heart rate dynamics in
bio-medicine [64], understanding dynamics of earthquake tremors in seismology [37] and
predicting stock prices in finance [78]. The dynamics of each system is understood by
collecting measurements of a system over a regular time interval. This collection of mea-
surements of a variable or system over time is known as time series or time-series data type
[23]. Figure 2.1 shows some examples of real-world time-series.

Formally, a time series can be represented as vector of measurements xi, each collected
at time-stamp ti. Generally, time series measurements are sampled uniformly through time
(also known as uniformly-sampled time series) i.e after constant period of time. Uniformly
sampled time series basically form an ordered sequential data vector x= (x1,x2, ...,xN) mea-
sured at time t = (0,∆t,2∆t, ...,(N−1)∆t), where ∆t represents constant sampling period.

Figure 2.1: Some examples of real-world time-series or
sequential data. A represents temperature measurements at
different time steps. B is a sequence of trunk widths from top to
bottom of a tree. C represents the frequency of signal over time
sent by satellite. [23]

The examples shown in Figure 2.1 are time series obtained by measuring a single entity.
These types of time series are known as univariate time-series. We get a multivariate time-
series if we measure multiple entities related to a system simultaneously. In this study, we
specifically focus on univariate time-series. We are primarily interested in quantifying the
complexity or predictability of univariate time-series.

9



2. BACKGROUND AND RELATED WORK

2.3 Information Theory and Entropy Basics

The field of information theory concerns itself with the study of quantification, storage, and
communication of information. It is at the intersection of various research fields such as
probability theory, statistics, computer science, statistical mechanics, information engineer-
ing, and electrical engineering [66]. This study is closely related to the field of information
theory, as it focuses on quantifying information with respect to a random variable or the
distribution associated with it.

One of the most important measures of information in information theory is entropy. The
entropy of a system or process is defined as the average level of ”information”, ”surprise”,
or ”uncertainty” inherent in the system’s possible outcomes. An example is the informa-
tion or uncertainty present with respect to specifying outcome from a roll of fair dice. The
entropy of a system is high if the uncertainty with respect to its outcome is high i.e un-
predictable. Similarly, the entropy of a system is low if the uncertainty with respect to its
outcome is low, i.e., predictable. The term entropy was first defined by Claude Shannon
[66], to measure information content in communication signals.

The foundation of most of the entropy methods is the classical Shannon entropy. It is
inspired by and named after Boltzmann’s H-theorem [12]. The Shannon entropy (H) of a
discrete random variable X = (x1,x2, ...,xn) with probability mass function P(X) is defined
as:

H(X) = E[I(X)] = E[−log(P(X))]

Where E is the Expected value and I represents the information content of X . The above
entropy equation can be written explicitly as:

H(X) =−
n

∑
i=1

P(xi)logbP(xi)

Where b is the base of the entropy method and is generally set to 2. Further, Shannon
entropy has a maximum value H(X) = logb(n) when the random variable X has a uniform
distribution, i.e., P(xi) = 1/n, i = 1, ...,n). Similarly, it has minimum value H(X) = 0 when
X has single-point distribution i.e. P(xi0) = 1 for a specific value i0. Therefore, the bounds
of Shannon entropy are 0 ≤ H(X) ≤ logb(n). Based on the upper bound, the normalized
Shannon entropy is defined as follows :

H(X) =− 1
logbn

n

∑
i=1

P(xi)logbP(xi)

2.4 Time Series Entropy

Entropy as a measure for quantifying disorder or complexity of time series has been heavily
researched in the field of time-series analysis. In our study, we assume the behavior of the
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IT system is captured by the properties of the time series produced by the system. There-
fore, the entropy measure of such a time series is a measure of the system’s complexity.
Quite a few entropy methods have been proposed in the last decades. However, the most
commonly used entropy methods are Sample Entropy (SampEn) and Approximate Entropy
(ApEn).

Approximate Entropy [58] was proposed by Pincus in the year 1991 to quantify the unpre-
dictability of time-series data collected from medical systems such as heart rate monitors.
Later in the year 2000, Richman and Moorman proposed Sample Entropy [60], which is a
modification of Approximate Entropy. ApEn and SampEn are popularly used as statistical
techniques to quantify regularity and the unpredictability of fluctuations over time-series
data. At present, Sample Entropy is commonly is used method for assessing complexity of
psychological signals due to its relatively easier implementation. Although both the algo-
rithms have a complexity of O(N2), the number of operations required for Sampled Entropy
is slightly less than for Approximate Entropy [69].

Disparate to Approximate Entropy and Sample Entropy, in 2002 Bandt and Pompe pro-
posed Permutation Entropy (PE) to quantify the complexity of time series [7]. In this sec-
tion, we introduce Permutation Entropy and its prominent variants. We do not consider
Sample Entropy and Approximate Entropy in this study, because it has been shown in pre-
vious studies that PE performs better than SampEn and ApEn [76][44].

2.4.1 Permutation Entropy

The idea behind Permutation Entropy is to capture the distribution of permutation patterns
of values present in a time series. In PE method, The patterns formed by assigning rank
order to every value are known as Ordinal Patterns. Moreover, Ordinal patterns are the
defining aspect of all entropy methods derived from PE. Hence in this study, these methods
are called ordinal pattern based entropy methods. Bandt and Pompe [7] described Permuta-
tion Entropy as a “natural complexity measure for time series”. The main properties of PE
are:

• PE is a model-free method to quantify the complexity of time series based on entropy
and symbolic dynamics.

• PE is robust with respect to non-linear, noisy data, and computationally efficient.

Consider a one-dimensional time series X(t) = xt ; t = 1, ...,T . We explain PE similar to
the way Reverse Dispersion Entropy (RDE) is explained in [48]. The PE algorithm can be
divided into 4 simple steps, as follows:

1. Partitioning state space: The first step is to partition the time series X(t) in vectors
to form a matrix. The partition is based on two hyper-parameters shown in Table 2.1.
Further, we get the matrix by joining all the (L) partition vectors of length m with
time delay τ:
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Table 2.1: Hyper-parameters for partitioning time series in vectors.

Parameter Time Delay (τ) Embedding Dimension (m)

Description
Defines the number of time periods
between two partition vectors.

Defines the length of each
partition vector.

Valid Range Any positive integer Any integer > 1
Recommended Value 1 3 ≤ m≤ 7



x1 x1+τ x1+2τ . . . x1+(m−1)τ
x2 x2+τ x2+2τ . . . x2+(m−1)τ

. . . . . . . . . . . . . . .
xi xi+τ xi+2τ . . . xi+(m−1)τ

. . . . . . . . . . . . . . .
xL xL+τ xL+2τ . . . xL+(m−1)τ


In this study, we keep τ = 1 as recommended by Bandt and Pompe [7]. This would
mean that we don’t miss on any patterns in a time series. Therefore, the matrix we
get after substituting τ = 1 is :



x1 x2 x3 . . . x1+(m−1)
x2 x3 x4 . . . x2+(m−1)

. . . . . . . . . . . . . .
xi xi+1 xi+2 . . . xi+(m−1)

. . . . . . . . . . . . . .
xL xL+1 xL+2 . . . xL+(m−1)



2. Generating ordinal patterns: In the second step we assign ranks R = 0,1, ...,m−1
to the real-values in each vector or row of the matrix based on value. That is, we
replace the element with lowest value in row with 0 and element with highest value
with m−1. If two elements have same value then the later element in position will get
higher rank.Therefore, each row of the matrix becomes a pattern πi = [ j1, j2, ..., jm]
where i = 1,2, ...,L and j = 0,1,...,m-1. Each pattern πi is one of the m! possible
permutations.

3. Calculating relative frequencies: In the third step we calculate the relative frequency
of each observed pattern πi. We represent the relative frequency distribution as prob-
ability distribution:

P(πi) =
number o f occurrences o f pattern πi

total number o f patterns or partition vectors (L)

4. Computing PE: Finally, we use the probabilities calculated in the previous step and
calculate Permutation entropy defined as the Shannon Entropy of permutations:
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PE(X ,m,τ) =−
m!

∑
i=1

P(πi)log2P(πi)

Permutation Entropy has maximum value PE(X ,m,τ) = log2(m!) when the permu-
tations of time series X has a uniform distribution, i.e., P(πi) = 1/m!, i = 1, ...,m!).
Similarly, it has minimum value H(X ,m,τ) = 0 when there is only a single permuta-
tion, i.e., P(πi0) = 1 for a specific value i0 = [1,m!]. Therefore, the bounds of PE are
0≤ PE(X ,m,τ)≤ log2(m!). Based on the upper bound, the normalized Permutation
Entropy with bounds 0≤ PENE(X ,m,τ)≤ 1 is defined as follows :

PENE(X ,m,τ) =− 1
log2m!

m!

∑
i=1

P(πi)log2P(πi)

Example: Consider a time series of seven values

x = {4,7,9,10,6,11,3}

We set the embedding dimension or order m = 3. Then, after performing step 1, the
partition state space we obtain is:4 7 9 10 6

7 9 10 6 11
9 10 6 11 3


From the partition state, we obtain the ordinal patterns :0 0 1 1 1

1 1 2 0 2
2 2 0 2 0


In the third step, we calculate the relative frequencies of ordinal patterns. From
above matrix, the patterns have following frequencies : (0,1,2)=2/5, (1,2,0)=2/5 and
(1,0,2)=1/5. Finally, we calculate the Shannon Entropy of these frequencies :

PE(x) =−2 · 2
5

log2
2
5
− 1

5
log2

1
5
≈ 1.522

2.4.2 Weighted Permutation Entropy

Weighted Permutation Entropy (WPE) was introduced in the year 2013 by Fadlallah et al.
[22] to incorporate amplitude changes of time series in Permutation Entropy. The idea be-
hind WPE is to make PE robust towards observational noise which is larger locally but
smaller than the overall trend of the time series. For example, consider a signal switching
between two points with very small additive noise. The PE of such a signal would be close
to 1, i.e., a complex signal, due to noise around fixed points. However, we know that the
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signal has pretty much a deterministic structure. In this case, if we weigh the permutations
with respect to amplitude changes in the time series, we get a better approximation of the
predictive structure in time series.

All the steps for computing WPE are the same as for PE apart from step 3, i.e., calculating
relative frequencies of permutations. For WPE, we calculate the weight of each permutation
xm

i , i = 1,2, ...L as follows :

ω(xm
i ) =

1
m

i+m

∑
j=i

(x j− x̄m
i )

2

where xm
i is a sequence of values xi, ...,xi+m or the ith embedding vector of length m

and x̄m
i is the arithmetic mean of the embedding vector. Using the calculated weights, we

calculate the weighted probability of each pattern as follows:

Pw(π) =
∑i≤N−m ω(xm

i ) ·δ(xm
i ,π)

∑i≤N−m ω(xm
i )

where N is the length of the time series and δ(x,y) = 1 if x = y,0 otherwise. Using
the above equation we calculate the weighted probability of each possible permutation
πi, i = 1,2, ...,m!. The weighted probability of each permutation gives more weight to
permutations that contain large amplitude changes compared to permutations with small
amplitude changes. Lastly, we compute the WPE similar to PE in step 4 :

WPE(X ,m,τ) =−
m!

∑
i=1

Pw(πi)log2Pw(πi)

Further, we divide WPE with log2(m!) to get the normalized WPE (0≤WPENE(X ,m,τ)≤
1) :

WPENE(X ,m,τ) =− 1
log2m!

m!

∑
i=1

Pw(πi)log2Pw(πi)

Example: We again consider the same time series of seven values:

x = {4,7,9,10,6,11,3}

The first two steps of WPE are similar to WPE. In the third step, we calculate the weight
each permutation. For example, the weight for first two appearance of (0,1,2) are :

ω(0,1,2)1 =
1
3
[(4−6.67)2 +(7−6.67)2 +(9−6.67)2]≈ 4.22

ω(0,1,2)2 =
1
3
[(7−8.67)2 +(9−8.67)2 +(10−8.67)2]≈ 1.55
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Similarly, we calculate weights for other ordinal patterns. We get the sum of weights
for all patterns ≈ 24.22. Then, we compute the relative weight of each unique pattern. For
example for pattern (0,1,2) :

Pw(0,1,2) =
4.22+1.55

24.22
≈ 0.238

Finally, we compute the Shannon entropy of relative weights to get WPE(x)≈ 1.413.

2.4.3 Reverse Permutation Entropy

Reverse Permutation Entropy (RPE) was proposed by Bandt in the year 2017. Bandt used
RPE to identify different sleep stages from human brain signals. RPE quantifies the com-
plexity of time series by calculating the distance of a given time series from white noise. The
terminology ”Reverse” comes from the fact that the convention for interpreting the entropy
value of RPE is opposite with respect to PE. A high RPE value (i.e., close to 1) indicates a
large distance from white noise, i.e., predictable time series, whereas, a low RPE value (i.e.
close to 0) indicates an insignificant distance from white noise, i.e., complex time series. Li
et al. [47] applied RPE on ship-radiated underwater signals to extract features from signals
and concluded RPE was more stable than PE.

All the steps for computing RPE are the same as for PE apart from the last step. Unlike
PE, Reverse Permutation Entropy uses the Euclidean distance to calculate entropy rather
than Shannon Entropy. Generally, a white noise signal is expected to have a uniform distri-
bution of patterns. For each pattern given in a time series, RPE uses the Euclidean distance
to calculate the distance of the respective pattern distribution from a uniform distribution of
patterns. RPE is defined as :

RPE(X ,m,τ) =
m!

∑
i=1

(P(πi)−
1

m!
)2 =

m!

∑
i=1

P(πi)
2− 1

m!

Reverse Permutation Entropy has a minimum value RPE(X ,m,τ) = 0 when the permu-
tations of time series X has a uniform distribution, i.e., P(πi) = 1/m!, i = 1, ...,m!). Simi-
larly, it has maximum value RPE(X ,m,τ) = 1− 1

m! when there is only a single permutation
pattern, i.e., P(πi0) = 1 for a specific value i0 = [1,m!]. Therefore, the bounds of RPE are
0≤ RPE(X ,m,τ)≤ 1− 1

m! . Based on the upper bound, the normalized Reverse Permutation
Entropy with bounds 0≤ RPENE(X ,m,τ)≤ 1 is defined as follows :

RPENE(X ,m,τ) =
∑

m!
i=1 P(πi)

2− 1
m!

1− 1
m!

Example: We again consider the same time series:

x = {4,7,9,10,6,11,3}

For RPE, only the last step differs from PE. In the last step, we calculate the distance of
each pattern distribution from a uniform distribution of patterns as follows:
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RPE(x) = [2 · (2
5
)2 +(

1
5
)2]− 1

3!
≈ 0.193

2.4.4 Dispersion Entropy

Dispersion Entropy (DE) was introduced in the year 2016 by Azami and Rostaghi [62] to
quantify the complexity of time series and was first applied to the bearing fault database
[77]. The bearing fault database consist of vibration signals of the ball bearings used in ma-
chinery. The authors used DE to distinguish normal bearing vibrations from the faulty ones.
Unlike PE, Dispersion Entropy does not use ordinal patterns for computing entropy. Rather
DE uses the Normal Cumulative Distribution Function (NCDF) [20] to generate permuta-
tions. Dispersion Entropy is as computationally efficient as PE. However, it performs better
than PE in terms of detecting amplitude changes and distinguishing different databases. In
a different study [63], Rostaghi compared the performance of Dispersion Entropy, Permu-
tation Entropy, and Approximate Entropy on time series data from real-time systems to
conclude that DE is more suitable for real-time systems.

Similar to PE, the Dispersion Entropy algorithm can be computed in four steps :

1. Mapping time series to c classes: Consider a time series X = {x(i), i=1,2,...,N} with
N values. We map X to Y = {y(i), i=1,2,...,N} using NCDF, where y(i) ranges from
0 to 1. Then, We map Y to Z = {z(i), i=1,2,...,N} using a linear mapping function
round(c ·y(i)+0.5). Where c is the number of classes and z(i) is a positive integer in
the range [1,c].

2. Phase space reconstruction: We construct Z into L embedding vectors with the same
time delay τ and embedding dimension m, respectively. Here we consider that time
delay is unity i.e. τ = 1. The matrix consisting of all embedding vectors can be
represented as follows:



z1 z2 z3 . . . z1+(m−1)
z2 z3 z4 . . . z2+(m−1)

. . . . . . . . . . . . . .
zi zi+1 zi+2 . . . zi+(m−1)

. . . . . . . . . . . . . .
zL zL+1 zL+2 . . . zL+(m−1)


Where the number of embedding vectors L is equal to N− (m−1). Each embedding
vector is of length m and has values in the range [1,c]. Therefore, the total number of
possible permutation patterns is cm.

3. Calculate the probability of each Dispersion pattern : The probability of ith possible
pattern is expressed as:

P(πi) =
number o f occurrences o f pattern πi

L
where(1≤ i≤ cm)
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4. Calculating Dispersion Entropy: Finally, the probabilities calculated in the third step
are used to calculate Dispersion Entropy defined as the Shannon Entropy of Disper-
sion patterns:

DE(X ,m,c,τ) =−
cm

∑
i=1

P(πi)log2P(πi)

Further, the normalized Dispersion Entropy DENE is calculated by dividing DE by
log2(cm) :

DENE(X ,m,c,τ) =− 1
log2(cm)

cm

∑
i=1

P(πi)log2P(πi)

Example: We consider the following time series for Dispersion Entropy:

x = {9,8,1,12,5,3,1.5,8.01,2.99,4,1,10}

We set order m = 2 and classes c = 3. First, we map the time series to c classes using
the NCDF function. We get the following series after passing x to the NCDF function:

x = {0.82,0.75,0.21,0.94,0.52,0.05,0.241,0.75,0.35,0.43,0.11,0.87}

Then, similar to PE we generate the partition space in step 2 and then compute the prob-
ability or frequency of each dispersion pattern. We get the following pattern distribution:

P(π11) =
1

11
,P(π12) =

0
11

,P(π13) =
3
11

,

P(π21) =
2

11
,P(π22) =

1
11

,P(π23) =
0
11

,

P(π31) =
1
11

,P(π32) =
2
11

,P(π33) =
1
11

Finally, DE(x =−∑
cm

i=1 P(πi)log2P(πi)≈ 2.66 is computed. Remember, we use log2 in
this example for calculation.

2.4.5 Reverse Dispersion Entropy

In 2019, Li et al. [48] proposed Reverse Dispersion Entropy (RDE) which combined all the
characteristics of PE, DE, and RDE, i.e., ordinal patterns, amplitude variance, and distance
information. Similar to RPE, RDE uses Euclidean distance to measure the distance of the
dispersion pattern distribution from a uniform distribution.

All the steps for computing RDE are the same as DE apart from the last step. RDE is
computed as follows:
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RDE(X ,m,c,τ) =
cm

∑
i=1

(P(πi)−
1

cm )2 =
cm

∑
i=1

P(πi)
2− 1

cm

Reverse Dispersion Entropy has a minimum value RDE(X ,m,c,τ) = 0 when the disper-
sion patterns of time series X have a uniform distribution i.e. P(πi) = 1/cm, i = 1, ...,cm).
Similarly, it has maximum value RDE(X ,m,c,τ) = 1− 1

cm when there is only a single Dis-
persion pattern, i.e., P(πi0) = 1 for a specific value i0 = [1,cm]. Therefore, the bounds of
RDE are 0≤ RDE(X ,m,c,τ)≤ 1− 1

cm . Based on the upper bound, the normalized Reverse
Dispersion Entropy with bounds 0≤ RDENE(X ,m,c,τ)≤ 1 is defined as follows :

RDENE(X ,m,c,τ) =
∑

cm

i=1 P(πi)
2− 1

cm

1− 1
cm

Example: For RDE, we consider the same time series as for Dispersion Entropy:

x = {9,8,1,12,5,3,1.5,8.01,2.99,4,1,10}

We keep all the parameters the same as the example for DE. All the steps for RDE
are the same as DE apart from last step. In last step, we compute the distance of each
dispersion pattern distribution from a uniform distribution RDE(X ,m,c,τ) = ∑

cm

i=1 P(πi)
2−

1
cm ≈ 0.0624

2.5 The Kolgomorov-Sinai Entropy

In dynamical systems, it is difficult to explain or quantify the random behavior exhibited
by the system. In the year 1958, Kolmogorov introduced Kolmogorov Complexity [4]; an
ideal entropy for quantifying chaos in dynamical systems [9]. Kolmogorov Complexity was
later reformulated by Sinai and was later known as Kolmogorov-Sinai Entropy (KSE) [70].
At present, KSE is known as a central measure for quantifying the complexity of a dynami-
cal system [28]. Russian mathematician Yakov Pesin showed that a dynamical will display
chaotic behavior if the KSE is greater than zero. However, determination or approximation
of KS Entropy is a hard problem and is not feasible. All the entropy methods discussed in
this study, attempt to approximate KS entropy.

First, we discuss the theoretical background of KS Entropy. Consider a dynamical system
represented as (Ω,B,P,T ). We establish that (Ω,B,P) is a probability space with a map-
ping function or transformation function T : Ω→Ω satisfying µ(T−1(B)) for all B ∈ B . In
other words, Ω is the set of states of the system, and P is the probability distribution of these
states. The mapping function T specifies the state of system T (ω) at time t+1 if the system
was in state ω ∈Ω at time t.

Consider a finite partition α = C1,C2, ...,Ck of the dynamic system Ω such that α ⊂ B .
The Shannon Entropy of such partition is given as :

18



2.5. The Kolgomorov-Sinai Entropy

H(α) =−
k

∑
i=1

P(Ci)logP(Ci)

For A = 1,2, ...k, consider a partition αl of Ω formed by set A(l) of words a1,a2, ...,a(l)
of length (l) . Then we have:

Ca1,a2,...,al =
{

ω ∈Ω|(ω,T (ω), ...T ol−1(ω)) ∈Ca1×Ca2×, ...,Cal

}
Where T ok denotes the k− f old concatenation of T and T o0 is the identity map. The

probability distribution of these words P(Ca1,a2,...,al) represent the information om complex-
ity of system. As the length of words l→ ∞, we get the entropy rate of α as :

EntroRate(α) = lim
l→∞

1
k

H(αk) = lim
l→∞

(H(αk)−H(αl−1))

In other words, the above equation represents the mean information provided by each
symbol or word.

However, we want a complexity measure that is not dependent on a fixed partition. There-
fore, The Kolmogorov-Sinai Entropy of a system with regard to a finite or countably infinite
partition α is given as:

KS = sup
α

EntroRate(α),

Where the supremum is considered overall finite and countably infinite partitions α.
However, in absence of a feasible partition known as generating partition [38] that contains
all information of the system, it is difficult to determine KS Entropy.

2.5.1 Relationship Between KS Entropy and Ordinal Pattern Entropy
Methods

Keller et al. [6] in their study proved the inequality relationship between KS Entropy and
ordinal pattern entropy methods. In this sub-section, we discuss the proof in terms of PE,
but the concept is valid in the general context of ordinal pattern methods.

We again, consider a dynamical system represented as (Ω,B,P,T ). Then the Permuta-
tion Entropy for the system is defined as :

Definiton 1. For m ∈ N,PEX (m) = 1
d H(αX (m)) is called the Permutation Entropy of

order m with respect to X . Moreover, by the Permutation entropy with respect to X , we
understand PEX = limsupm→∞PEX (m)

The above definition of PE is derived from [7]. Given that if T is a piece-wise mono-
tone interval map, then PE id ≤ KS holds. Where, Ω is and interval and id is identity on Ω.
If, we have well behaved increments of entropy of successive ordinal partitions such that
the following exists,
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lim
m→∞

(H(αX (m+1))−H(αX (m)))

then by using Stolz–Cesàro theorem, we get the desired inequality:

KS≤ lim
m→∞

in f (H(αX (m)2)−H(αX (m)))

≤ lim
m→∞

(H(αX (m+1))−H(αX (m)))

= lim
m→∞

(H(αX (m))−H(αX (m−1)))

= lim
m→∞

1
m

m

∑
i=1

(H(αX (i))−H(αX (i−1)))

= lim
m→∞

1
m

H(αX (i))) = PEX ,

The above inequality sheds some light on the relationship between KS Entropy and all
the ordinal pattern-based entropy methods.
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Chapter 3

Reverse Weighted Dispersion
Entropy

This chapter presents a novel pattern-based entropy method: Reverse Weighted Dispersion
Entropy (RWDE). In section 3.2, we theoretically explain the RWDE algorithm, and then
in section 2.5 we prove that RWDE provides an upper bound of the intrinsic complexity of
time series.

3.1 Introduction

All the entropy methods discussed in the previous chapter: Weighted Permutation Entropy
(WPE), Dispersion Entropy (DE), Reverse Permutation Entropy (RPE), and Reverse Dis-
persion Entropy (RDE); are derived from Permutation Entropy (PE) by adding an extra
characteristic of time series for computing entropy. In this section, we introduce Reverse
Weighted Dispersion Entropy (RWDE), which incorporates all the characteristics of the
aforementioned entropy methods in a single entropy method. Therefore, RWDE takes into
account four characteristics of time series for computing entropy: ordinal patterns, ampli-
tude, variance, and distance information. As a new complexity measure for analyzing time
series, RWDE takes PE as its theoretical basis and combines the advantages of WPE, DE,
and RDE. The flow chart of PE and RWDE is shown in Figure 3.1. We can observe simi-
larities between steps for both the entropy methods.

3.2 Algorithm

The specifics of the steps (as shown in Figure 3.1) of RWDE are as follows:

1. Mapping time series to c classes:
Consider a time series X = {x(i), i=1,2,...,N} with N values. We map X to Y = {y(i),
i=1,2,...,N} using NCDF, where y(i) ranges from 0 to 1. Then, We map Y to Z =
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Figure 3.1: Flow chart of Permutation Entropy (PE) and Reverse
Weighted Dispersion Entropy(RWDE). Figure inspired from
[48].

{z(i), i=1,2,...,N} using a linear mapping function round(c · y(i)+ 0.5). Where c is
the number of classes and z(i) is a positive integer in the range [1,c]. This step exactly
same as the first step of Dispersion Entropy.

2. Phase space reconstruction:
We construct Z into L embedding vectors with the same time delay τ and embedding
dimension m, respectively. Here we consider that time delay is unity, i.e., τ = 1. The
matrix consisting of all embedding vectors can be represented as follows:



z1 z2 z3 . . . z1+(m−1)
z2 z3 z4 . . . z2+(m−1)

. . . . . . . . . . . . . .
zi zi+1 zi+2 . . . zi+(m−1)

. . . . . . . . . . . . . .
zL zL+1 zL+2 . . . zL+(m−1)


Where the number of embedding vectors L is equal to N− (m−1)

3. Calculate the relative weight of each pattern:
The amplitude of the switches plays a key role in predictability, so weighting the
scale of ordinal changes is important for quantifying predictive structure accurately.
To accomplish this, RWDE takes into account the weight of a permutation:

ω(xm
i ) =

1
m

i+m

∑
j=i

(x j− x̄m
i )

2

where xm
i is a sequence of values xi, ...,xi+m or the embedding vector of length m and

x̄m
i is the arithmetic mean of those values.

4. Calculate the relative weighted frequency or probability of each pattern:
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3.2. Algorithm

Since the embedding dimension and the number of classes are m and c respectively,
there exist cm possible patterns. Each of the embedding vectors can be mapped to a
dispersion pattern π. Using the calculated weights in the previous step, we calculate
the weighted probability of each pattern as follows:

Pw(π) =
∑i≤T−m ω(xm

i ) ·δ(xm
i ,π)

∑i≤T−m ω(xm
i )

5. Calculate RWDE:

RWDE is expressed as:

RWDE(X ,m,c) =
cm

∑
i=1

(Pw(πi)−
1

cm )2 =
cm

∑
i=1

Pw(πi)
2− 1

cm

We just take the squared Euclidean distance of the observed pattern frequencies from
the uniform pattern frequencies 1

cm in the space of all pattern distribution. when
Pw(πi) =

1
cm , the value of HRWDE(X ,m,c) is 0 (minimum value). When there is

only one dispersion pattern, that is Pw(πi) = 1 , the value of HRWDE(X ,m,c) is 1− 1
cm

(maximum value). Therefore, the normalized RWDE can be expressed as:

RWDENE(X ,m,c) =
∑

cm

i=1 Pw(πi)
2− 1

cm

1− 1
cm

In Chapter 5, we redo the simulation experiments performed in RDE [48] and DE [62]
research studies. For now, we reuse the recommended parameters in these studies:
m = {2,3,4,5,6} and c = {4,5,6,7,8}.

Example: Consider a time series of seven values:

x = {9,8,1,12,5,3,1.5,8.01,2.99,4,1,10}

We set the order m = 3 and classes c = 2. First, we map the time series to c classes
using NCDF function to get:

x = {0.82,0.75,0.21,0.94,0.52,0.05,0.241,0.75,0.35,0.43,0.11,0.87}

Similar to DE we generate the partition space in step 2 and then we compute the relative
weight of each dispersion pattern using ω(xm

i ) =
1
m ∑

i+m
j=i (x j− x̄m

i )
2. In the fourth step we

compute the weighted frequency of each pattern. We get the following distribution :

P(π11) = 5.06,P(π12) = 0,P(π13) = 0.548,

P(π21) = 22.25,P(π22) = 0.25,P(π23) = 0,

P(π31) = 12.25,P(π32) = 18.55,P(π33) = 0.25
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3. REVERSE WEIGHTED DISPERSION ENTROPY

Finally, we compute the distance of the observed pattern frequencies from the uniform
pattern frequencies:

RWDE(X ,m,c) =
cm

∑
i=1

Pw(πi)
2− 1

cm ≈ 0.249

In this Section 2.5, we established a relation relationship between PE and KS Entropy
and showed that PE provides aa upper bound for KS Entropy. RWDE also provides an
upper bound to KS Entropy, as RWDE is theoretically completely derived from Permutation
Entropy.
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Chapter 4

Context Of ING

In this study we focus on applying entropy methods for quantifying complexity of real-
world cloud metrics. For this, we consider cloud metric data from a large scale private
cloud operational at ING bank. This chapter presents the context of ING related to this
study. Fist, we discuss some background on IT system monitoring. In section 4.2, we
introduce the cloud platform used at ING. Further, in section 4.3 we discuss how the cloud
platform at ING is monitored and how system metrics are collected. Finally, in section 4.4
we present the different time-series system metrics used further in this study.

4.1 Background on IT System Monitoring

Tech organizations heavily invest money and efforts in IT infrastructure or cloud services
to ensure high-quality services to their customers. To ensure stability and reliability of ser-
vices it is important to monitor the state of cloud infrastructure [19][5]. Most importantly,
parameters such as performance, power usage, security, etc. need to be monitored on a
cloud platform to make sure Quality of Service parameters (QoS) specified in the Service
Level Agreement (SLA) are met [40]. Cloud monitoring is important for i) managing hard-
ware and software resources; ii) incident management [1].

Incident management is an important aspect of cloud monitoring and QoS. Generally, when
a cloud monitoring tool detects an incident or service violation it sends an alert to the on-
call engineer. After an alert is raised, the on-call engineer needs to find the root cause of the
incident and fix the problem quickly. Often finding the root cause of incidents is a difficult
problem and takes time, which leads to service downtime. Many times, engineers simply
restart the service component as a quick fix, and the root cause is analyzed later. Some of
the popular cloud monitoring tools such as Amazon CloudWatch, Netdata.cloud, and Data-
dog automate such procedures. Lou et al. [51], in their case study at Microsoft, proposed
three ways to combat IT incidents:

1. Identification of incident alerts from system metrics

2. Mining suspicious execution patterns from logs
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4. CONTEXT OF ING

3. Leveraging previous actions for similar incidents

In this study, we focus on identifying informative system metrics for applications such
as IT incident prediction. Raising incident alerts by monitoring system metrics leads to
early detection and helps in reducing the mean time to restore service.

System metrics of a cloud platform are raw measurements of resource usage of systems
in the cloud. System metrics are imprints of behavior and health of cloud platform. They are
typically collected from operating systems, applications, and networks. Examples include,
CPU load, disk read operations, number of request to an application per second, number
of packets received by system etc. Figure 4.1 shows different system metrics collected
across different layers of a cloud stack such as Software-as-a-Service (SaaS), Platform-as-
a-Service (PaaS) and Infrastructure-as-a-Service (IaaS) [1].

Figure 4.1: System metrics collected across different cloud
platform layers [1].

4.2 ING Private Cloud (IPC)

In 2015, ING started to build a private cloud known as the ING Private Cloud (IPC). The
idea behind the IPC was to provide an ideal environment for the standardization of applica-
tion platforms, data analytics, API platforms, and much more. The goal was to streamline
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4.3. Monitoring in IPC

processes by introducing simpler, more automated processes on top of the standardized in-
frastructure, thus making the cloud a key enabler for simplified banking systems.

In the short term, the Private Cloud has helped ING to rapidly scale standard platform ser-
vices resulting in a faster time to market for new initiatives and increased security reliability
through a simpler, integrated design. The Private Cloud also provided standardization of the
infrastructure services catalog, flexible on- and off-boarding of workloads, a significantly
lower cost of operation, and the creation of a platform that responds quickly to changing
customer and market demands.

IPC provides self-service capabilities for engineers to order, build, and manage their en-
vironment. Its purpose is to provide an automated self-service IT delivery process. The
IPC introduced a new relationship between consumer, i.e., local application team or De-
vOps team and provider, i.e., the Global Cloud Engineering team, in which the consumer is
empowered with larger responsibilities. At present, IPC consists of more than 30 services
deployed on over ten thousand Virtual Machines (VM) in 13 countries.

4.3 Monitoring in IPC

Monitoring in the ING Private Cloud is a shared responsibility that allows the DevOps team
to be in control of their stack while the Infrastructure is monitored by the Global Cloud En-
gineering team. Monitoring is essential to understand the health state of ING’s infrastructure
and applications. Besides health state monitoring it is also important to diagnose and an-
alyze incidents that occurred and metric values originating from the managed platform in
order to determine the root cause of failures and to predict potential performance/capacity
bottlenecks. However, thousands of metrics are collected by monitoring applications. The
problem we want to solve is identifying the most informative metrics among them. The
more informative metrics can be stored for a long period of time, while less informative
metrics can be stored for relatively smaller period of time.

The IPC provides standard Linux and Windows services via the ING Private Cloud
Self-Service Portal, including resource and availability monitoring. For Linux machines,
vROps is included while SCOM 1 is included for Windows machines. A tool like vROps2

of VMWare monitors the different infrastructure layers for both Windows and Linux. Ap-
plication DevOps teams are responsible to monitor the layers that are not included in the
service by using monitoring tools. In this study, we focus on system metrics collected from
IPC. The IPC uses a range of monitoring tools like Kibana3, Graphite4 and Grafana5. The
IPC uses monitoring tools to collect the following type of data at different layers :

1https://docs.microsoft.com/en-us/system-center/scom/welcome?view=sc-om-2019
2https://www.vmware.com/nl/products/vrealize-operations.html
3https://www.elastic.co/kibana
4https://graphiteapp.org/
5https://grafana.com/
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• Log Data: The monitoring solution offers the DevOps team log analytics function-
ality for their application logging data. It helps to gather unstructured log data and
recognize application log patterns and trends over a selected period. These log pat-
terns can be used as a baseline, which then can help visualize unexpected behavior.
The next great value is that the monitoring solution can simplify and reduce the time
for root cause analysis because all application logs are accessible for analysis. The
log analytic functionality itself can be accessed by a graphical and REST interface
such as Kibana. The underlying monitored technical products are known as the Elas-
tic Stack and collected data is known as the Elasticsearch data.

• Cloud Metrics: The monitoring solution also offers the DevOps team metric data
graphing and analytics functionality to monitor the application and infrastructure met-
rics. The collected metrics are stored in a data lake for a specified period of time. On
the first day, the metrics are collected at a small time resolution/interval. Over time,
the metrics are aggregated with a granularity of minutes and hours. Most importantly,
the gathered metrics can be used to recognize application metric patterns and trends
over a selected period. These patterns can be used as a baseline, which then can
help visualize unexpected behavior. The metric gathering functionality itself can be
accessed by a graphical dashboard and web interface such as Grafana.

Figure 4.2 represents a simplified overview of the monitoring architecture for a deployed
VM at ING. Due to confidentiality reasons, only relevant parts and an abstract overview of
the architecture is shown in the Figure 4.2.

4.4 Collected System Metrics

In this study, we primarily focus on time-series system metrics or cloud metrics and attempt
to quantify the complexity of these metrics. The raw system metrics are collected and
stored by Graphite. We focus on system metrics collected by CollectD, highlighted with
a red box in Figure 4.2. CollectD is a daemon that periodically collects application and
system performance metrics. For this study, we use seven system metrics collected for a
year from 4 random VM’s. The table 4.1 describes the different system metrics present in
the database used in this study. The monitoring tool collects some more metrics but they
are redundant to the metrics the shown in Table 4.1. For instance, the tool also collects
disk time read which represents the average amount of time it took to do a read operation,
which is very much dependent on the number of disk operations done at a time.
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4.4. Collected System Metrics

Figure 4.2: Overview of monitoring tools deployed at different
layers of infrastructure for collecting system metrics. 29



4. CONTEXT OF ING

Table 4.1: Description of system metrics collected and stored in database used for this
study

Measurement
Component

Measurement Type Description

CPU
cpu.system

Percent CPU time spent running in the kernel. This value
reflects how often processes are calling into the kernel for
services (e.g to log to the console). A sustained high value for
this metric may be caused by: 1) A process that needs to be
re-written to use kernel resources more efficiently, or 2) A
userspace driver that is broken.

cpu.user

Percent CPU time spent running in userspace. If this value is
high: 1) A process requires more CPU to run than is available
on the server, or 2) There is an application programming
error which is causing the CPU to be used unexpectedly.

cpu.idle Percent CPU time spent not in any other state.

Disk
disk.io time Amount of time spent doing IO in ms.
disk ops.read The number of disk read operations.
disk ops.write The number of disk write operations.

Network packets.tx Count of packets transmitted by the network interface.
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Chapter 5

Evaluation on Synthetic Time Series

In Chapter 2, we discussed ordinal pattern based entropy methods and in Chapter 3 we
introduced a novel entropy method called Reverse Weighted Dispersion Entropy (RWDE).
This chapter presents disparate experiments to facilitate the empirical evaluation of RWDE.
We compare RWDE with other entropy methods using simulated synthetic time series data.

5.1 Experimental Setup

In Chapter 2, we introduced Permutation Entropy (PE) and all the entropy methods derived
from PE. In this section, we try to compare all the before-mentioned entropy methods with
the novel entropy method proposed in this study, i.e., RWDE . To evaluate the performance
of RWDE, we set-up 4 simulations of synthetically generated time-series data. In each sim-
ulation, we try to target a specific property of entropy methods such as sensitivity, stability,
robustness. These simulation experiments follow the exact same setup as experiments per-
formed to compare entropy methods in Reverse Dispersion Entropy (RDE) [48].

In particular, we replicate the experiments performed in [48] and use these experiments
as a standard framework to evaluate RWDE’s performance. However, we do not replicate
simulation 5 from [48], as we believe it is fundamentally similar to simulation 4. We also
add Spectral Entropy (SE) [54] to the pool of entropy methods being compared as a repre-
sentative of non ordinal pattern based entropy methods. In simple terms, SE can be defined
as the Shannon Entropy of Power Spectral Density (PSD) [67]. Moreover, disparate from
[48], we perform an independent T-test as a significance test in simulation 1 and 2.

Open-source Contribution. All the ordinal pattern based entropy methods (PE and all the
entropy methods derived from PE) used in this study are made available as an open-source
contribution, in the form of a GitHub repository named OrdinalEntroPy [55]. OrdinalEn-
troPy is a Python 3 package providing several time-efficient, ordinal pattern based entropy
algorithms for computing the complexity of one-dimensional time-series. Moreover, all the
simulation experiments performed in this chapter are available as python code on GitHub
[56]. The following simulation experiments in this section are focused on characterizing
RWDE. With these experiments we try to answer our first research question (RQ1):
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5. EVALUATION ON SYNTHETIC TIME SERIES

RQ1: How does RWDE perform compared to other entropy methods?

5.2 Simulation 1: Sensitivity

In our first simulation, we assess the sensitivity of RWDE. The sensitivity of an entropy
method can be defined as the ability to quickly detect or respond to slight changes in signals.

Experimental Setup. To evaluate the sensitivity of RWDE method, we consider a muta-
tion signal similar to the one considered in [48] [45]. Mathematically, the synthetic signal
(mutation signal) is produced as follows:

y = x+ s

x =

{
50, if t = 0.498
0, otherwise

s = randn(t) (0≤ t ≤ 1)

1 import numpy as np
2 np.random.seed(42)
3

4 def simulation1():
5 # initialize time series
6 time_series = np.zeros(1000)
7 # generate random noise
8 noise = np.random.normal(0, 1, 1000)
9 time_series [498] = 50

10 time_series = time_series + noise
11 return time_series

Listing 5.1: Python code for Simulation 1.

In the above equations, y represents the final synthetic signal which is sampled at 1 kHz
frequency. That means a data point is recorded at every 0.001-second interval for 1 second
(total 1000 data points) to obtain the time series. The synthetic signal y is composed of
white Gaussian noise s and deterministic impulse signal x. The Python code for generating
the synthetic signal y is shown in Listing 5.1.

The resultant signal y or simulation 1 is shown in Figure 5.1. To calculate the seven en-
tropies (SE, PE, WPE, RPE, DE, RDE, and RWDE), we use a sliding window of the length
of 80 data samples with a jump of 10 samples for the next window (i.e., 70 overlapping sam-
ples). We set the embedding dimension m to 2 and delay τ to 1 for all the entropy methods.
Note that in this simulation, we do not use the recommended/best embedding dimension
(but we will do so in simulation 2 described in the next section). We want to test the ability
of entropies to detect the mutation signal, independent of parameters. For DE, RDE, and
RWDE we set the number of classes c to 6. We also perform an independent T-test on mean
entropy values of different windows to confirm a difference between entropy values when
the entropy method encounters a spike.
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5.2. Simulation 1: Sensitivity

Figure 5.1: The time-domain waveform of mutation signal y in
simulation 1.

Results. Figure 5.2 shows the seven calculated entropies of simulation 1. Table 5.1 shows
the entropy value of the six methods for windows 41 to 50 (windows consisting of impulse
signal x are 42-49). We can observe from Figure 5.2 and Table 5.1 that SE, DE, RDE, and
RWDE show a significant increase and decrease when the windows contain impulse signal
x. For the non-reverse entropy methods, a high entropy value (close to 1) indicates a com-
plex time series, which is the normal convention for interpreting entropy values. Whereas,
for reverse entropy methods, a high entropy value (close to 1) indicates a deterministic or
non-complex time series and a low value (close to 0) indicates a complex time-series. For
further comparison, we compare the means of the seven entropies and their variation ratios
as shown in Table 5.2. A is the mean of the 82 windows excluding the windows consisting
of the impulse signal, B is the mean of 8 windows consisting of the impulse signal, and the
variation ratio is defined as the ratio of maximum to minimum of A and B. We can observe
from Table 5.2, for SE, PE, WPE, and RPE the variation are very small (from 1.0004 to
1.16). For DE, RDE, and RWDE there is a significant difference between A and B, since
the variation ratios are greater than 2 for all of them.
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Table 5.1: The seven entropies in the windows from 41 to 50 of simulation 1.

Window 41 42 43 44 45 46 47 48 49 50
SE 0.047 0.456 0.456 0.458 0.458 0.458 0.454 0.458 0.458 0.090
PE 0.997 0.994 0.990 0.997 0.999 0.998 0.998 0.997 0.997 0.985
WPE 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.994
RPE 0.004 0.007 0.012 0.004 0.000 0.001 0.001 0.004 0.004 0.019
DE 0.919 0.415 0.382 0.408 0.428 0.396 0.442 0.455 0.433 0.965
RDE 0.016 0.287 0.330 0.288 0.263 0.304 0.252 0.225 0.272 0.006
RWDE 0.055 0.456 0.461 0.457 0.457 0.459 0.457 0.456 0.457 0.039

To back our results statistically, we also include an independent T-test performed on A
and B for each entropy method in Table 5.2. As shown in Table 5.2, SE, DE, RDE, and
RWDE have p-values less than 0.01. This Indicates that averages of entropy values without
impulse signal are significantly different from the averages of entropy values with impulse
signal for these entropy methods. Hence, they are sensitive to information present in these
time series.

The simulation results show that SE, DE, RDE, and RWDE are sensitive and can
detect information in mutation signals.

Figure 5.2: Comparison of the seven calculated entropies of
simulation 1.
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Table 5.2: The means of the seven entropies, variation ratios and their independent T-test.

Parameters SE PE WPE RPE DE RDE RWDE
A (Means of 82 windows) 0.8859 0.9972 0.9966 0.0038 0.9370 0.0110 0.0698
B (Means of 8 windows) 0.9435 0.9967 0.9999 0.0044 0.4205 0.2782 0.4579
Max(A,B)/Min(A,B) 1.0649 1.0004 1.0033 1.1638 2.2282 25.0840 6.5588
independent/Welchs T-test 5.804e-8 0.7055 0.0262 0.7048 4.422e-87 6.931e-85 6.427e-64

5.3 Simulation 2: Using Recommended Parameter Settings

In simulation 1, we did not use the recommended embedding dimension for calculating
the entropy with WPE, DE, RDE, and RWDE, because we wanted to check the ability of
entropy methods to detect mutation signals independent of parameters. In simulation 2, we
use the recommended parameters considered in [48].

Experimental Setup. We consider the same mutation signal considered in simulation 1
(shown in Figure 5.1). The number of data points and the window size are kept the same.
The embedding dimension m is changed from 2 to 4. Also, we set the number of classes
c to 4, keeping in mind the length of window T (80) over which we compute the entropy
should be greater than cm(= 44 = 64). That is, T > cm.

Figure 5.3: Comparison of the seven calculated entropies of
simulation 2.
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Table 5.3: The means of the seven entropies and variation ratios.

Parameters SE PE WPE RPE DE RDE RWDE
A (Means of 82 windows) 0.8859 0.9504 0.9229 0.0126 0.7479 0.0130 0.0224
B (Means of 8 windows) 0.9435 0.9361 0.4686 0.0149 0.4088 0.1434 0.2577
Max(A,B)/Min(A,B) 1.0649 1.0152 1.9691 1.1775 1.8291 10.9786 11.4705
independent/Welchs T-test 9.03e-10 0.4138 9.63e-68 0.3527 2.29e-78 1.76e-52 1.04e-49

Results. The seven calculated entropies with new parameters on simulation 2 are shown
in Figure 5.3. Similar to observations in simulation 1, DE shows a significant drop in en-
tropy value, while RDE and RWDE show a steep increase in entropy values. However,
unlike simulation 1, with the recommended parameters WPE was able to detect the muta-
tion signal as well. This observation is in line with results from Li et al. [48]. The results
indicate that WPE is sensitive to embedding dimension for detecting mutation signals.

Similar to the Table 5.2, Table 5.3 shows the seven entropies and their variation ratios. A
is the mean of the 82 windows excluding the windows consisting of the impulse signal, B is
the mean of 8 windows consisting of the impulse signal, and the variation ratio is defined as
the ratio of maximum to minimum of A and B. We can observe from Table 5.3, For PE and
RPE the variation are very small (from 1.0152 to 1.177). For WPE and DE, the variation
ratios are close to 2 (1.9691 and 1.8291 respectively). Finally, for RDE and RWDE there is
a significant difference between A and B,and the variation ratios are 10.9786 and 11.4705,
respectively. Spectral Entropy remains unchanged, as it is not dependent on the embedding
dimension. The independent T-test on A and B for each entropy method also show that
under the recommended parameters WPE, DE, RDE, and RWDE can detect the mutation
signals (p-value≤ 0.001).

The simulation results show that under the recommended parameters only WPE, DE,
RDE, and RWDE can detect the mutation signals. Moreover, RWDE has the highest
variation ratio and has a better performance compared to the other six entropies in
detecting the mutated signal.

5.4 Simulation 3: Robustness to noise

Most of the real-time signals or ”real world” signals are noisy. For an entropy method to be
reliable for computing complexity of time series, it should be robust to noise.

Experimental Setup. In simulation 3, we verify the robustness of RWDE to noise. We
again consider the same mutation signal as in simulation 1 (i.e., Figure 5.1). However, we
modify the signal y with different SNRs (Signal to Noise Ratio) by adding white Gaussian
noise to x. All other parameters with respect to the signal are the same as in simulation 1
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and 2. For the entropy methods, we set the embedding dimension m to 3 and the number of
classes to 6 for DE, RDE, and RWDE.

Results. Figure 5.4 shows the seven entropies of synthetic signal y varied with different
SNRs from -10 dB to 10 dB. Each data point on each entropy line is the mean of 100 cal-
culations for each SNR. As the SNR is increased (i.e., the noise decreases) at each step, we
expect the entropy methods to indicate decreasing complexity of the signal in the resulting
entropy value.This is because the amount of information increases as the noise decreases.
We can observe in Figure 5.4, the SE, PE and RPE show no change entropy in value for
varying SNRs, and are very close to 0 and 1 respectively. On the other hand, with the
increase in SNR, the entropy values of DE and WPE monotonically decrease. Lastly, we
can observe that the values of RDE and RWDE monotonically increase with the increase of
SNR. Note that, in this simulation we expect to observe a decrease in the influence of noise
on complexity as the SNR increases.

Figure 5.4: The six entropies of synthetic signal y under
increasing signal-to-noise ratios (SNRs). As the window moves
to right, the SNR of the signal increases.

For further comparison of the seven entropies, Table 5.4 shows the entropies of seven
methods under varied SNRs of signal along with their variation ratios. A and B are the
entropies of each method under 10 dB and -10 dB respectively. The last row shows the
variation ratio for each method which is Max(A, B)/Min(A, B); the ratio of maximum to
minimum of A and B. As shown in the above Table 5.4, for SE, PE, WPE and RPE, there
are low differences between A and B, and hence the variation ratios are close to 1; 1.0001,
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Table 5.4: The six entropies under -10 dB and 10 dB and their variation ratios.

Parameters SE PE WPE RPE DE RDE RWDE
A (10dB) 0.9980 0.9989 0.6707 0.0007 0.4734 0.0981 0.3023
B (-10dB) 0.9834 0.9990 0.9873 0.0006 0.9758 0.0011 0.0161
Max(A,B)/Min(A,B) 1.0148 1.0001 1.4720 1.1076 2.0609 85.1351 18.7321

1.472, and 1.107 respectively; RDE and RWDE have a high variation ratio of 85.13 and
18.73 respectively.

The simulation results show that only DE, RDE, and RWDE show significant vari-
ation to varying SNR’s. RWDE performs way better than PE, WPE, RPE, and DE.
However, RDE can reflect the difference better under different SNR’s than RWDE
and the other five entropies.

5.5 Simulation 4: Stability

Lastly, in simulation 4, we test the stability of RWDE with synthetic signals. For an unvary-
ing time series, we expect an entropy method to converge to an entropy value quickly and
showcase low variance.

Experimental Setup. For simulation 4, we consider a cosine signal wave of different
lengths with a frequency of 100 Hz (i.e., 100 data points for each second ). A cosine signal
is purely deterministic, hence not complex. For all the six entropy methods, we set the
embedding dimension m to 3 and the number of classes c to 6. Figure 5.5 shows the cosine
signal with 100 Hz frequency. We consider a cosine signal with 12000 sampling points
(120 seconds) similar to [48]. We do not consider Spectral Entropy in this simulation, as it
is always constant for sinusoidal wave.

Results. Figure 5.6 shows the six entropies for the cosine signal of 100 Hz frequency. For
the first entropy measure, we set the data length to 2,000 data points. Then, for every further
entropy measure point, we add 100 data points until the 12,000th data point. As the cosine
signal is purely deterministic and non-linear, we expect the entropy methods to converge to
an entropy value quickly rather than deviating from an entropy value. Therefore, an entropy
method with a lower standard deviation in the entropy measurements has better stability
than an entropy method with a higher standard deviation.

In Figure 5.6, we can observe that six entropies deviate in varying degrees and converge
with the increase of data length; the entropy values of WPE mostly range between 0.370
to 0.3875, the variation (maximum entropy - minimum entropy) of WPE (0.013) is of the
same order of magnitude as that of PE (0.019) and RPE (0.026). Furthermore, the variation
of DE (0.0068), RDE (0.0094) and RWDE (0.0034) are smaller than those of WPE, with
RWDE having the least variation.
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Figure 5.5: Cosine signal for simulation 4.

Table 5.5: The mean and standard deviation of six entropies for the cosine signal of
different lengths.

Parameters PE WPE RPE DE RDE RWDE
Mean 0.3921 0.3853 0.4009 0.3371 0.1860 0.1666
Standard Deviation 0.0023 0.0028 0.0046 0.0010 0.0014 0.0006
Variation (Max-Min) 0.013 0.019 0.026 0.0068 0.0094 0.0034

The mean and standard deviation of six entropies for the cosine signal of different lengths
are shown in the above Table 5.5.

As shown in results (Table 5.5), RWDE has the smallest standard deviation compared
with the other five entropies. The stability testing results indicate that RWDE has
better stability than the other five entropies under different lengths of cosine signal
data.
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Figure 5.6: The six entropies of cosine signal with the 100 Hz
Frequency.
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Chapter 6

RWDE Application on ING System
Metric Data

In Chapter 5, we compared RWDE with other ordinal pattern based entropy methods and
established RWDE’s dominance over other entropy methods. However, the data we consid-
ered in Chapter 5 was completely synthetic. In this chapter, we use all the ordinal pattern
based entropy methods on cloud metric data from ING Private Cloud (IPC). In particular,
we report the performances of the entropy methods on the cloud metric data and try to es-
tablish a relationship between entropy and forecasting error of various forecasting models
on the cloud metric data. At ING, over ten thousand Virtual Machines (VMs) providing
over 30 global services, are monitored continuously. As earlier explained in Section 4.3,
Graphite collects metric data from applications and infrastructure. The Table 4.1 shows all
the system metrics used in the experiments of this section.

6.1 Parameter Sensitivity of RWDE

All the ordinal pattern based entropy considered in this study have one thing common: em-
bedding dimension m. All of them are depedent on embedding dimension and are sensitive
to change in embedding dimension. Obviously, a better entropy method would be more in-
sensitive to change in embedding dimension. In order to test the sensitivity of RWDE with
respect to embedding dimension (m) we perform an experiment to compare the entropy
values of the six entropy methods for different values of embedding dimension for a system
metric. We use a system metric rather than a deterministic simulated time series to compare
the entropy methods on real-world time series. With this experiment, we try to answer our
second research question (RQ2):

RQ2. what is the effect of parameters on RWDE?

Experimental Setup. Figure 6.1, shows the recorded time-series data of disk write op-
erations per minute of a week (7 days=10,080 minutes) for a particular virtual machine.
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6. RWDE APPLICATION ON ING SYSTEM METRIC DATA

Further, to calculate the six entropies for this time series, we use a sliding window of the
length of 1440 data samples (1,440 minutes = 1 day) with a jump of 360 samples (6 hours)
for the next window (i.e., 1080 overlapping samples). Therefore, we get 24 different win-
dows ((10080-1440)/360 = 24) on which we compute the entropy. We set the length of
sliding window to 1 day, because we can see observe a daily seasonality in Figure 6.1.

For all the entropy methods, we vary the embedding dimension m in the range [3,4,5,6,7,8].
Also, we set the number of classes c to 3, keeping in mind the length of window T (1,440)
should be greater than cm.

We also perform Augmented Dickey Fuller (ADF) test [65] and KPSS (Kwiatkowski-

Figure 6.1: Time series of disk write operations per minute of a
particular virtual machine in a certain week.

Phillips-Schmidt-Shin) Test [41] to understand if the system metric in consideration is sta-
tionary or non-stationary. Table 6.1 shows the result of the two aforementioned tests. In
case of the ADF test, the null hypothesis is: A unit root is present in a time series. Unit root
is a stochastic process in a time series. Presence of unit root results in a systematic pattern
that is unpredictable. In case of KPSS test, the null hypothesis is: The time series is trend
stationary. A trend-stationary time-series is a stochastic process from which an underlying
trend can be removed, leaving a stationary process. The null hypothesis for the two tests
are opposite to each other. Based on the results in Table 6.1, we cannot reject the null hy-
pothesis in case of ADF test (p-value > 0.05), whereas we can reject the null hypothesis in
case of the KPSS test (p-value < 0.05). Therefore, both tests suggest that the system metric
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Table 6.1: Result of ADF test and KPSS test for disk write operations metric.

Results of Dickey-Fuller Test:
Test Statistic -2.344059
p-value 0.13020
Lags Used 56
Number of Observations Used 10080
Critical Value (1%) -3.430492
Critical Value (5%) -2.861603
Critical Value (10%) -2.566803

Results of KPSS Test:
Test Statistic 13.283094
p-value 0.010000
Lags Used 56
Number of Observations Used 10080
Critical Value (1%) 0.739000
Critical Value (5%) 0.463000
Critical Value (10%) 0.347000

Table 6.2: Entropy values of the six entropy methods for different values of embedding
dimension m for the disk writes metric.

Embedding Dimension (m)Entropy
Method m=3 m=4 m=5 m=6 m=7 m=8

Deviance =
(max(e) - min(e))/min(e)

PE 0.9936 0.9860 0.9752 0.9312 0.8164 0.6795 0.4622
WPE 0.7938 0.6806 0.5800 0.4840 0.3963 0.3303 1.4032
RPE 0.0047 0.0037 0.0020 0.0012 0.0008 0.0007 5.7142
DE 0.1956 0.1842 0.1761 0.1693 0.0671 0.0643 2.0419
RDE 0.1690 0.1201 0.0929 0.0755 0.0540 0.0483 2.4989
RWDE 0.6987 0.6607 0.6253 0.5927 0.5611 0.5499 0.2705

is non-stationary. Similar to the disk write operations metric, most of the system metrics
considered in this study are non-stationary. However, note that PE is applicable on all types
of time series, be they deterministic, stochastic, stationary, or non-stationary [32][16].

Results. Figure 6.2, shows the six calculated entropies of disk write operations time
series. We can observe that the entropy value change over time.

Table 6.2 shows the entropy values (e) of the six entropy methods for different values
of embedding dimension for a disk write operations metric. The last column shows the
deviance, which is simply the difference between maximum entropy value and minimum
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Figure 6.2: Six calculated entropies of disk write operations time
series shown in Figure 6.1 for m = 4

entropy value divided by the minimum entropy value. We can observe that RWDE is least
sensitive to change in embedding dimension.

6.2 Ranking Subset of System Metrics

In this section, we compare entropy values of RWDE with the forecasting error of the
ARIMA method. ARIMA models are among the most widely used approaches to time series
forecasting. ARIMA models aim to describe the autocorrelations in the data by combining
autoregressive model and moving average model [34]. The relationship between entropy
values and forecasting error can help us intuitively understand if RWDE can quantify the
predictability of a time series. We try to get insights for our second research question (RQ3),
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i.e., What is the relationship between intrinsic predictability and realized predictability?
The entropy of a system/time-series is high if the uncertainty with respect to its outcome

is high, i.e., unpredictable. Similarly, the entropy of a system/time-series is low if the un-
certainty with respect to its outcome is low, i.e., predictable. Therefore, in this section, we
represent the mean entropy value as predictability percentage, i.e., predictability percentage
= (RWDE*100)/1, because for normalized RWDE: 0≤ RWDE≤ 1. Moreover, the entropy
values are highly influenced by the predictive structure in time series [7]. Therefore, RWDE
can be used to rank and select system metrics based on predictability percentage for IT in-
cident prediction tasks or forecasting tasks. Figure 6.3, shows the predictability percentage
of a subset of system metrics. We arrange or rank the metrics based on the predictability
percentage of each metric.

Figure 6.3: Ranking of system metrics based on predictability
percentage calculated using RWDE.

In order to test the intuition that RWDE can rank the metrics in the correct order or
RWDE can quantify the complexity of time series, we compare RWDE entropy values with
the forecasting error of a simple model. In order to study this relationship, we use Auto-
regressive Integrated Moving-Average Model (ARIMA) to generate a model-based predic-
tion on system metrics considered. We ARIMA because it is very popular and among the
most widely used forecasting models.
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6. RWDE APPLICATION ON ING SYSTEM METRIC DATA

Experimental Setup. In particular, we use the ”auto.arima” [33] model which selects
model parameters automatically using well-known methods like the Akaike information
criteria and Canova-Hansen test. We consider all the seven system metrics described in
Table 4.1 from a random virtual machine. For each metric, we calculate the error of the
prediction with respect to the true Time-series continuation of the metric. Specifically, we
split each metric time series in the ”train” and ”test” set: the first 85% (approx. 25 days)
is the training set and the last 15% (approx 5 days) as the test set. The training set is used
to build the ARIMA model and later the model is used to generate an n-step prediction of
the next n-values (15%). The predictions are then compared to the test set to calculate the
prediction error.

We use Mean Absolute Scaled Error (MASE) [35], also known as MASE score, as a

Figure 6.4: MASE score of ARIMA model applied on system
metrics.

numerical measure of prediction accuracy. The MASE score is a normalized measure of
prediction error. To obtain the MASE score of ARIMA for each metric, we divide the Mean
Absolute Error (MAE) obtained from the ARIMA model by MAE obtained from Random-
Walk prediction over the training set. A Random-walk model simply uses the previous value
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observed in time series as a prediction value for the next step. The MASE is calculated as
follows :

Mean Absolute Error (MAE) =
∑

n
i=1 |yi− xi|

n
=

∑
n
i=1 |ei|

n

Mean Absolute Scaled Error (MASE) =
MAEARIMA

MAERandom walk

Therefore, MAE is arithmetic average of absolute errors |ei| = |yi− xi|. Where xi is the
true value and yi is the prediction. A MASE score of less than 1 would imply that that the
average prediction error of ARIMA for a given metric, was lower than the average predic-
tion error of the Random-walk model. On the other hand, a MASE score greater than 1
would mean the ARIMA model for a given metric performed worse than the Random-walk
model.

Figure 6.5: Relationship between MASE (model based
prediction error) and RWDE
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Results. Figure 6.4, shows the MASE scores of the ARIMA model applied to the metrics
we considered in ranking the metrics (Figure 6.3). The metrics are arranged in the same
order as in Figure 6.3. We can observe that the ARIMA model performs worst on the CPU
Network Packets Sent (highest MASE score), whereas it performs best on the Disk Read
Operations metric. Therefore, as far as model-based predictability is concerned, according
to the ARIMA model, the CPU Percent-System metric is the most complex, and the Disk
Read Operations metric is the least complex. This corroborates with the complexity ranking
of metrics using RWDE in Figure 6.3 .

Finally, Figure 6.5 shows the relationship between RWDE predictability percentage and
MASE. The line graph is directly derived from Figure 6.3 and Figure 6.4. We can observe
that there is a linear relation between RWDE and model-based prediction error. Most im-
portantly, the relationship implies that a system metric with a low RWDE predictability
percentage is likely to yield a high prediction error when a prediction is applied. Overall,
RWDE can help in selecting system metrics with a high predictive structure. This can play
important role in selecting the right set of metrics for anomaly detection and clustering ap-
plication.

However, we need to keep in mind that this relationship is subject to the ”No Free Lunch”
theorem [73][74]. Therefore, obviously, ARIMA is not the most suitable model for pre-
diction tasks for all the considered system metrics. Some other forecasting model might
showcase better or worse relationship with RWDE. We can observe that the MASE score
for CPU Percent-System is higher than expected, which might indicate the unsuitability
of ARIMA for the metric. Albeit, the auto-correlation plot (Figure 6.6) for the disk write
operation shows a high correlation between initial points which ARIMA would likely cap-
ture. Although, we also observe correlation at 1,440 data point which would be missed by
ARIMA. However, correlation at 1,440 data point indicates seasonality on day basis. We
believe this makes the ARIMA model a good match for the prediction task, if not the best.

RWDE can be a handy and easy method to rank cloud metrics according to their pre-
dictability.We believe, RWDE can be used as a feature selection tool for time series fore-
casting applications.

6.3 Relationship Between Model-Based Predictability and
RWDE

In Chapter 3, we defined RWDE as a method to quantify the intrinsic predictability of a
time series. Most importantly, RWDE is an entropy method and not a forecasting method.
In most of the time series forecasting applications, the performance is measured using Fore-
casting Error (FE) or Mean Absolute Error (MAE), which is completely dependent on the
model used. However, we observed some kind of relationship between RWDE and model-
based predictability in Section 6.2. In this section, we try to explore this relationship in
depth to answer our third research question (RQ3), i.e., What is the relationship between
intrinsic predictability and realized predictability? In particular, we try to establish an em-
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Figure 6.6: Auto-correlation plot of disk write operations metric.

pirical heuristic for model selection or suitability based on the relationship between model
based predictability and RWDE. Ideally, there should be some sort of monotonic relation-
ship between entropy method and model-based predictability.

RQ3. What is the relationship between intrinsic predictability and realized
predictability?

Experimental Setup. For the experiments to establish an empirical heuristic, we again
consider the seven system metrics we considered in Section 6.2. We consider these met-
rics from four different random virtual machines, taking the total number of metrics to 28.
The objective of these experiments is to explore the relationship between model-based pre-
dictability and RWDE. For prediction strategies, we consider three types of models:

• Naive Prediction Strategy: A simple prediction strategy that calculates the mean of
all previous observations to generate the next step forecast.

• Regression Based Prediction Strategy: ARIMA (auto.arima) [33].

• Non-linear Prediction Strategy: Facebook Prophet [68].

Our experimental setup is very similar to Garland et al. [26]. In [26], the authors
used WPE with Naive, ARIMA and Lorenz Method of Analogues (LMA) for establishing
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a heuristic. In this experiment, we try to replicate it with RWDE.

To keep the experiments independent of parameter selection, we use auto.arima and Face-
book Prophet. For both the methods, we don’t need to set any parameters. The parameters
are selected by the methods themselves using sophisticated criteria. Also, for the Naive
prediction strategy, we do not need to set any parameter.

Similar to Section 6.2, we consider metrics recorded for 30 days. We split each metric time
series in the training set (85%, approx. 25 days) and test set 15% (approx 5 days). We cal-
culate RWDE entropy values for all system metrics and MASE scores for all system metrics
using the three mentioned prediction strategies. In case of RWDE, we expect low MASE
score for high RWDE and vice versa. We use the Spearman’s Rank Correlation Coefficient
[42] test to assess if there is a monotonic relationship between the RWDE and model-based
predictability. We further repeat the same experiments with other entropy methods to verify
if any other entropy method forms significant relationship with model-based predictability.

Figure 6.7: RWDE vs MASE score of best fit model for each
system metric.

Results. Figure 6.7, shows the plot for RWDE entropy values versus best MASE score
(i.e., MASE score of the best fit model out of the three) for each system metric. We can
clearly observe an inverse trend between RWDE and MASE. Further, we try to fit a curve to
this relationship. Obviously, linear regression or fit won’t be suitable. Because, for RWDE
= 1, MASE should be ideally equal to zero. Therefore, a suitable curve should pass from
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the point (0,1). Moreover, as RWDE tends towards zero, MASE tends to large values. So,
we expect RWDE and MASE to reach an asymptote. After considering these points, we
fit an inverse logarithmic function of form y = 1/(a log(bx+1)+1) (coefficient values a =
7187.86621, b = 0.00008). Where y =RWDE and x =MASE. In Figure 6.7, the solid red
curve shows the fit and the dashed blue curves are ± one standard deviation of the fit. The
system metrics lying in the light grey area between blue curves and MASE < 1 are the best
predictable metrics considered in this study. Moreover, the dark grey represents the ideal
region for a system metric. A metric lying in the dark grey area would indicate a high pre-
dictive structure. The shaded regions are limited to MASE< 1, because MASE>1 would
mean the random walk is a better alternative than the model in consideration.

We believe Figure 6.7 can be used as a heuristic for determining a suitable prediction strat-
egy or model (linear or non-linear) for a time series. By heuristic, we mean the relationship
graph between RWDE and MASE, which can be used as by a practitioner to select a suit-
able forecasting method. Obviously, with only seven system metrics we do not exhaustively
cover all the spaces of the RWDE-MASE relationship. Again, the goal of these experiments
is not determining the best fit model for a time series. Rather the goal is to explore the
RWDE-MASE relationship to gain insights in determining if a linear prediction strategy or
a non-linear prediction strategy would be suitable for a time series.

Figure 6.8: RWDE vs MASE for all the prediction strategies.
The curves in each plot are same as in Figure 6.7

The Figure 6.8, shows the RWDE vs MASE plots for all the prediction strategies for
each system metric. Obviously, the RWDE entropy values do not vary across different ex-
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periments. Moreover, the variance between the clusters of same system metrics is low for
all of them. Most importantly, we can observe that most the system metrics fall outside
the grey area. Which insinuates complex nature of these system metrics. Only disk read
operations and disk IO time metrics fall in the grey area. For all other system metrics, the
heuristic suggests that the prediction strategies are not suitable. Rather they are unnecessar-
ily complex in that a simple random-walk method outperforms these sophisticated methods.
Essentially, the heuristic can easily determine if a method is unable to exploit the structure
present in the time series, if RWDE vs MASE value of the time series lies outside the grey
area. On the other hand, if the RWDE vs MASE value for the time series lies in the light or
dark grey area would suggest that the prediction method is suitable.

Overall, Facebook Prophet performs better than the other two prediction strategies. For
the naive method, none of the predictions are not helpful (Random-walk is better). For
auto.arima, we can observe that disk read operation metric has a very low MASE score.
However, it does not fall into the grey area as the heuristic is aware that Facebook Prophet
performs better on the metric. Therefore, the heuristic can identify mismatch of a model
for a time series. However, Facebook prophet does not always perform better than the other
two methods. auto.arima and naive perform better than Facebook prophet for cpu percent
user and network packets sent respectively.

The heuristic we built is just representative of the methods we considered. Obviously, a
more sophisticated heuristic can be built similarly with possibly better prediction methods.
Moreover, the system metrics we used in the experiments do not cover the RWDE vs MASE
space exhaustively, which can result in sub-optimal results. However, with the seven chosen
metrics, we try to make the heuristic as representative as possible.

Table 6.3: Spearman’s Correlation coefficients between best fit MASE score and entropy
values of seven entropy methods.

Entropy Method Spearman’s correlation P-value
SE 0.6121 0.0673
PE 0.2148 0.2722
WPE 0.5167 0.1006
RPE 0.2550 0.1908
DE 0.2485 0.2022
RDE 0.1283 0.5149
RWDE 0.8801 6.744e-10

In Figure 6.5, we can clearly observe a negative monotonic relationship between RWDE
and MASE scores. Table 6.3 shows the Spearman’s Correlation Coefficient between the
seven entropy values and MASE scores, and the corresponding P-values. Spearman’s Corre-
lation Coefficient determines if there is a monotonic relationship between two variable. The
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monotonic relationship does not necessarily need to be linear (In case of RWDE, it is inverse
logarithmic). Two variables form perfect monotone function, if the Spearman’s Correlation
Coefficient is +1 or -1. In Table 6.3, we can observe that RWDE and MASE have almost a
perfect Spearman’s Correlation Coefficient (0.8801) with 99.9% confidence that correlation
has not occurred by chance (P-value=6.744e-10). For, all the other entropy methods, none
of them have a significant Spearman’s Correlation Coefficient (P-value≤0.01). Therefore,
unlike RWDE, it is difficult to represent the relationship between other entropy methods
and MASE scores with a monotonic function.
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Chapter 7

Discussion

In this chapter, we discuss our main findings and compare them with related work in Section
7.1. In Section 7.2, we consider the limitations that RWDE possesses. We also discuss
the threats to validity of this study in Section 7.3. Finally, in Section 7.4, we discuss the
promising directions and future work.

7.1 Main findings

We first revisit the main findings from Chapter 5 and discuss these main findings with re-
spect to the research question we posed in Section .

RQ1. What is the difference between the performance of RWDE and other entropy
methods?

In our experiments with the synthetic signal, we evaluated the entropy methods on three
factors : sensitivity, robustness, and stability. In most of the related work presented before,
these three factors have been considered to compare entropy methods [48] [62] [17]. Li et
al. [48] also considered distinguishability as a factor to compare entropy methods. Distin-
guishability is considered the ability of the entropy method to distinguish between different
types of time series data. However, Bandt [8] and Rostaghi et al. [62] argued that entropy
methods are methods to quantify the intrinsic complexity of time series rather than classifi-
cation methods. Moreover, distinguishability does not relate to the accuracy of complexity
quantification entropy methods because two different types of signals could have the same
intrinsic complexity. Hence, in this study, we do not consider distinguishability as a factor
for the comparison of entropy methods.

Sensitivity. In simulation 1 (Section 5.2) , we considered a mutation signal to evaluate
the ability to detect information (spikes) in data. We statistically found that RWDE was
sensitive towards sudden spikes in time series data, along with DE and RDE. We observed
RWDE is sensitive to information presence and change and does not miss any information
for entropy calculation. We believe, sensitiveness of RWDE makes it a good candidate for
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anomaly detection tasks/applications.

Robustness. In simulation 3 (Section 5.4), we considered time-series of varied signal to
noise ratio (SNR) or information to noise ratio to evaluate the reliability of entropy method.
We found that RWDE is significantly robust to noise compared to other entropy methods.
However, the RDE performed better than RWDE under noisy conditions. We suspect that
RWDE gave lower weights to new patterns because the change in information was gradual
rather than sudden.

Stability. Finally, in simulation 4 (Section 5.5), we considered a deterministic and non-
linear cosine signal to evaluate the stability of the RWDE method. We found RWDE to be
the fastest to converge to an entropy value compared to other entropy methods . Most im-
portantly, RWDE had the lowest standard deviation while converging to an entropy value.
The results of the stability test indicate that RWDE has better stability than the other five
entropies.

The main difference between most of the other methods and RWDE was that RWDE consid-
ered Weighing (”Weighted”) and distance to white noise (”Reverse”) in entropy calculation.
The difference in performance in comparison to other methods can be mainly attributed to
these two entities in RWDE calculation. We also consider the following two sub-research
questions to conclude the differences between the performance of RWDE and other entropy
methods :

RQ1.1 what is the effect of the weighted entropy method?
In simulations 1, 2, and 3 we clearly observed that only weighted and dispersion entropy
methods were able to detect spikes in data and change in information density. Especially, in
simulation 2 (Section 5.3) WPE was able to detect spikes in data with the right parameters
whereas PE was not able to detect the spike. This primarily signifies the role of weights in
entropy calculation. Most importantly, the intent behind weighing patterns is to give more
importance to changing trends in data and overpower the noise in data. This clearly visible
in all the simulations, as RWDE is sensitive to information change in data. We believe the
amplitude of the switches plays a key role in the predictability of time series, so weight-
ing the scale of ordinal changes in time series is important for quantifying the predictive
structure accurately. Therefore, we infer that weighing ordinal patterns contributes to the
sensitivity of the entropy method.

RQ1.2 what is the effect of adding distance to noise
In our experiments, we considered RPE, RDE, and RWDE which include distance to white
noise in the calculation of entropy value. The reverse entropy methods simply calculate
the squared euclidean distance of observed pattern distribution from uniform distribution
(1/m!) in the space of all pattern distributions. Therefore, reverse entropy methods are
much simpler to understand and faster compared to logarithmic (Shanon) based entropy
methods. Bandt [8], in his empirical study, showed that reverse entropy methods have
better statistical properties than logarithmic entropy methods. In studies [46][47][48], it
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has been shown that reverse entropy methods have more stable performance compared to
logarithmic entropy methods. Our results from stability test in simulation 4 (Section 5.5)
corroborates with results in these previous studies. On average reverse entropy was more
stable than logarithmic entropy methods. Therefore, we believe adding distance to noise in
RWDE calculation enhances its stability.

RQ2. What is the effect of parameters on RWDE?

For this research question, we consider only two parameters related to RWDE: embed-
ding dimension m and the number of classes c. We do not consider window length and
delay parameters related to entropy methods because those parameters largely depend on
time series data and the application of the entropy method rather than the performance of
the entropy method itself [61]. Even though we consider both embedding dimension and
number classes, we actually are considering only embedding dimension. Because setting
up the number of classes is completely dependent on embedding dimension with the rule :
length of time series (T )> cm. Therefore, once we fix the embedding dimension parameter,
the number of classes is set automatically. Therefore, in this section, we mainly focus on
the sensitivity of RWDE with respect to the embedding dimension.

Determining the exact range of embedding dimension m has been treated as a theoretical
problem in studies [39][7]. However, most of the entropy studies recommend setting em-
bedding dimension between 3 and 8 [62][48]. Ideally, we would want embedding dimension
to have minimal effect on entropy value. Obviously, we expect embedding dimension to af-
fect entropy value calculation of RWDE. Rather, we are interested in determining the extent
of effect relatively, i.e., we can determine the entropy method with the least sensitivity to
the embedding dimension.

RQ3. What is the relationship between intrinsic predictability and realized predictabil-
ity?

In Section 6.3, we considered naive, linear (regression-based), and non-linear prediction
strategies to represent realized predictability of different system metrics. The RWDE vs
MASE plot (6.7) clearly showed an inverse (inverse-logarithmic/exponential) relationship
between RWDE and MASE score. This implies a direct positive relationship between in-
trinsic predictability and realized predictability. Most importantly, this relationship can be
used as a heuristic to suggest the suitability of a prediction strategy. The heuristic can iden-
tify if a linear or non-linear prediction strategy is a mismatch for a particular time series.

For representing a heuristic using the RWDE vs MASE relationship, we used a limited
number of forecasting strategies and system metrics. The results we draw from the heuristic
are positive but not generalizable to large extent. However, our findings are consistent with
prior studies in [26][31]. In fact, results of this study are a step ahead of results in these
studies. Both [26][31] proposed a similar heuristic based on Weighted Permutation Entropy
(WPE) but with synthetically augmented data. In this study, we used complex real-world
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data from a dynamic ING private cloud (IPC) system. There is a clear difference between
the data used in [26][31] and this data. The system metrics in this study are way more
complex than the synthetic data considered in those studies. The complex time series data
compelled the heuristic in suggesting Random-walk method as the most suitable prediction
strategy.

For the cloud metrics considered in this study, we established a significant relationship
between RWDE and model-based predictability. However, we failed to establish any kind
of meaningful relationship between other entropy methods and model-based predictability.
This significantly shows the superiority of RWDE over other entropy methods.

In Section 6.1, we compared the entropy values of the six entropy methods for different
values of embedding dimension for a system metric. We observed that RWDE is the least
sensitive to change in embedding dimension. Other reverse entropy methods perform worse
due to nonexistence weights in entropy calculation, as RWDE normalizes the amplitude
changes in the time series. This corroborates with results insinuated in studies [22][26]
with respect to weighted entropy methods. We believe this result plays important role in
the usability of RWDE. Most importantly, lower sensitivity towards embedding dimension
makes RWDE suitable for real-world applications.

7.1.1 Which cloud metrics are most informative?

In this study, we considered system metrics from broadly three categories : CPU , Disk,
and Network (Table 4.1). The experiments in Section 6.1 clearly showed that system met-
rics related to the network of the system were most complex with low RWDE and high
MASE score. Metrics related to CPU also showed the same characteristics. These system
metrics were so complex that sophisticated forecasting methods like auto.arima and Face-
book Prophet couldn’t capture the underlying structure. Moreover, the simple Random-
walk method performed better on these methods. However, most of the disk-related system
metrics had some predictive structure present in their time series. Especially disk read oper-
ations, disk IO time and disk write operations metric. These metrics often had high RWDE
entropy value and low MASE scores. Hence, metrics related to disk operations were most
informative. As an organization, ING can focus storing more predictable metrics like disk
operation metric for a longer time, compared to less predictable metrics for getting better
forecast results.

7.2 Limitations of RWDE

7.2.1 Choice of Parameters for RWDE

Despite being less sensitive to the embedding dimension, one of the major limitations of
RWDE is that it is dependent on a set of parameters. One can argue that selecting appropri-
ate parameters for entropy methods is more tedious than selecting minimal parameters for
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model-based methods. Finding the right set of parameters for RWDE could be a strenuous
task. We consider the four parameters related to RWDE:

• Window length: Most of the Model-based complexity measures are independent of
window length because one can feed all the data at once. However, in a real-time
application, one might need to consider windows of data which makes RWDE suit-
able for observing changing complexity. In this study, we considered window length
equal to one day for system metrics, because recorded metrics of a day are mostly
similar to the next day. Choice of window length is mostly dependent on the dynamic
system and its seasonality rather than the entropy method. However, the choice of
the window plays an important in selecting the values of embedding dimension and
number of classes.

• Delay: In [61], Riedl et al. suggested choosing delay τ as the period length of the main
oscillation of the dynamic system in consideration. In this study, every system metric
considered was recorded (some aggregated) at one-minute granularity. In order to
evade any further data aggregation or loss, we kept delay always equal to 1. However,
depending on the dynamical system and application, the delay must be set with some
domain knowledge.

• Embedding Dimension (m): In all the entropy methods including RWDE, selecting an
appropriate value for the embedding dimension is the most difficult task. Zambrano et
al. [2] in their study recommended selecting an embedding dimension (m) satisfying
length of time series N > 5m!. Which typically results in 3≤ m≤ 8) for most of the
applications. They also recommended selecting a value of m, for which the average
normalized entropy is highest.

• Number of classes (c): The value of c is mostly dependent on m, given the recom-
mended setting T > cm. That said, the value of c should be larger than one because at
c= 1 there is only one dispersion pattern. Most importantly, if we set c too small, data
points with large amplitude difference would get assigned to the same class. Whereas
a large value of c might result in data points with small amplitude difference getting
assigned to different classes, resulting in high sensitivity to noise for RWDE.

7.2.2 RWDE & Linear Time Series.

As much as RWDE is effective on non-linear time-series for quantifying the complexity of
time series, it fails to capture linear structure in a time series. Entropy calculation in RWDE
is primarily based on ordinal patterns present in a time series. Given that there is only a
trend in linear time series and no repetition of patterns, RWDE fails to understand the struc-
ture in time series. However, in Section 6.1 we observed that RWDE is able to understand
the trend if there is a pattern present. Fortunately, most of the real-world dynamic systems
generate complex non-linear time series data.

In Figure 7.1, the figure on the left shows a modified simulation 1 (Section 5.2) with a

59



7. DISCUSSION

simple, almost deterministic (due to small Gaussian noise) linear trend at the end of the
time series. The figure on the right (7.1), shows the RWDE calculation for the before men-
tioned time series. We can observe that RWDE detects the linear structure with a slight
jump in entropy value. However, one would expect the RWDE entropy value to move close
to one because of the almost deterministic nature of the linear structure.

Figure 7.1: On the left, a simulated time series similar to
simulation with linear structure at the end. On the right, RWDE
values for the time series on left.

7.3 Threats to Validity

In this study, while carrying out experiments we observed some threats to validity of this
study. In this section, we discuss these observed threats to validity.

Internal Validity. Threats to internal validity focus on forces or factors that are not part of
independent variable, affecting the results drawn in this study. One of the factor that could
have affected the empirical analysis carried out his study is experimenter bias. In this study,
experimenter bias can inadvertently affect the results due individual behavior towards ob-
served data. Moreover, author was part of the organization (ING) whose data is considered
in this study. To counter this bias, the data analysis and interpretation of the results were
supervised by two other colleagues in qualitative research.

In this study, we used the Mean Absolute Scaled Error (MASE) score as forecasting error to
represent realized predictability of a time series. The MASE score represents the Mean Ab-
solute Error (MAE) of a model relative to the MAE of random-walk algorithm. However,
the MASE score might not be the perfect fit for every time series. A random-walk algorithm
on highly oscillating time series would always result in wrong prediction and hence a highly
skewed MASE score. Secondly, we divided the time series in training and test data sets. A
signal could be quite different in these two data sets due to non-stationarity (regime shift),
which can result in skewed MASE score. System metrics considered in this study exhibit
nonstationarity to some extent. To counter this bias we eluded oscillating linear time series
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and highly nonstationary time series data from the experiments.

External validity. External threats to validity are concerned with factors that are not part
of the experiment. In this study, it is mainly concerned with generalization of the results.
In this study, we focus on only simulated and system metric data from only one organiza-
tion. This makes it important to focus on limitation of generalizability of results. We tried
to make the data used in the study as comprehensive and representative as possible. For
representing a heuristic using the RWDE vs MASE relationship we used limited number of
forecasting strategies and system metrics. The results we draw from the heuristic are opti-
mistic but not generalizable to a large extent. More exploration using sophisticated methods
using domain knowledge and exhaustive data from different organizations would be needed
to establish such claim. The conclusions of this study cannot be generalized to any other
organization.

7.4 Future Work

Based on our study in this thesis work, we identified some directions for future research
work. In Chapter 3, we introduced RWDE as a generalized entropy method for quantifi-
cation of time series complexity. This makes RWDE a contender for all the existing ap-
plications using entropy methods. In this section, we present research directions related to
applicability of RWDE in IT monitoring and model quantification. We believe, progress in
these directions can be crucial for full utilization of RWDE in large IT-driven organizations.

RWDE for anomaly detection and clustering. Our results in Section 5.2 show that RWDE
can detect spikes in time-series data. RWDE’s ability to detect spikes and change in infor-
mation makes it suitable feature for anomaly detection application in IT-monitoring. A
handful of studies have used entropy for anomaly detection and attacks on cloud systems
[71][52]. However, these studies used Shannon’s entropy rather than sophisticated entropy
methods such as Permutation Entropy or RWDE. For anomaly detection in cloud systems,
multiple correlated system metrics need to be considered along with some feature engi-
neering. How can RWDE used for correlated multi-variate time series data? How can it
be used for anomaly detection in a multi-variate data scenario? We believe the answer to
these questions can help us use RWDE to its full potential and to avail high business impact.
Moreover, RWDE can be used for clustering virtual machines for managing resources [15].
The overall entropy of a virtual machine is good representation of the load and condition
of VM. VM’s can be clustered based on entropy method for resizing VM’s and managing
resources to scale cloud computing. In general, with this study, we like to argue that entropy
methods are a good way to understand underlying complexity of cloud systems and entropy
methods can play important role in ITOps or AIOps in the future.

Fine grained analysis of RWDE parameters. In this study we acknowledge that RWDE
is dependent on different parameters. These parameters might often depend on the dynamic
system in consideration. An interesting opportunity for future work is a fine grained anal-
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ysis of RWDE parameters on data from different real world dynamic system. This would
allow a deeper analysis into affect of parameters on RWDE. Such a study could be similar
to [61], which did a fine grained analysis of Permutation Entropy parameters on different
datasets.

Model specification with regime shift. Our results in Section 6.3 show that the relation-
ship between RWDE and realized predictability can be used as a heuristic for specifying
model suitability for time series forecasting. However, in this study, we did not take the
non-stationarity of dynamic systems into consideration. Dynamic systems change their
state frequently, which could lead to a regime shift in corresponding time-series data. Non-
stationarity can result in a change of predictive structure of a time series with time. We can
imagine with a different regime in the training and test data set, the realized predictability
(MASE) would be skewed . How does RWDE evolve with regime shift in data? How do
the regime shifts in data affect the intrinsic vs realized predictability relationship? The an-
swer to this question could help us build an adaptive model specification heuristic. Entropy
methods have been used before to detect regime shifts [8][13]. Detecting regime could help
in determining model suitability dynamically as the regime shifts, discarding unsuitable
models and applying new suitable models over time.
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Chapter 8

Conclusion

In this chapter, we revisit the main contribution of this thesis we posed in the Chapter 1. We
conclude by discussing the main findings of the thesis. After this overview, we will reflect
on the results and draw some conclusions.

8.1 Conclusion

The main purpose of this thesis has been to introduce a new entropy method Reverse
Weighted Dispersion Entropy (RWDE) and how the relationship between RWDE and model-
based predictability can be used as a heuristic for determining model suitability for time
series forecasting. This thesis presented the first attempt in the literature to quantify the
complexity of cloud metrics. RWDE is a contribution to the open-source community and
available as a Python package.

We carried out simulation experiments to characterize RWDE and evaluate its effectiveness.
In each simulation, we targeted a specific property of entropy methods such as sensitivity,
stability, and robustness. In comparison to other entropy methods considered, RWDE per-
formed better in detecting mutation signals or spikes in the signal. RWDE also showcased
better stability compared to other entropy methods. Lastly, RWDE was also more robust to
noise compared to PE, WPE, RPE, and DE. However, RDE was slightly more robust than
RWDE. RWDE is derived from Permutation Entropy (PE) by adding a couple of features:
weighted entropy and distance to noise. We observed that weighing ordinal patterns in
entropy calculation contributes to the sensitivity of the entropy method. Moreover, adding
distance to noise in the RWDE calculation enhances its stability. It is also worth mentioning
that RWDE is least sensitive to parameter initialization. We observed that RWDE has the
least variation to different initial values of embedding dimension, which gives it an edge
over other entropy methods. Overall, RWDE can be deemed as an effective approach for
quantifying complexity.

We further used RWDE to quantify the complexity of real-world cloud metrics. RWDE
can be a handy and easy method to rank cloud metrics according to their predictability.
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We believe RWDE can be used as a feature selection tool for time series forecasting ap-
plications. Moreover, an organization can store more predictable metrics for a longer time
compared to less predictable metrics. In our particular case, we found that disk metrics have
the most predictive structure, followed by CPU and network metrics.

Most of the forecasting models fail to capture the underlying predictive structure of a time
series if its complexity predominates the information or pattern redundancy. Without know-
ing the underlying generating process, it is difficult to estimate the inherent predictability
of time series. Without an estimation of inherent predictability, it is difficult to determine
if a forecasting model can capture the underlying predictive structure. Also, a forecasting
model might simply not be a good fit for a time series. It would be a lot easier for practi-
tioners if they can determine wether failure of the forecasting model is due to the absence
of predictive structure, or unsuitability of the model for a particular time series.

In this thesis, we argued that the relationship between intrinsic predictability (quantified
by RWDE) and realized predictability (quantified by MASE) can be a useful heuristic for
determining the suitability of a forecasting method. We observed that there is in fact a
relationship between these two. In general, the higher the RWDE (more predictive), the
lower the forecasting error. The relationship is almost inverse logarithmic or exponential.
Most importantly, if the forecasting error of the model is high or poor but the RWDE of
the time series is high (high intrinsic predictability). A practitioner can conclude that the
forecasting model is not a good match for the given time series. In general, the heuristic
indicates that for very complex time series, simple prediction strategies like random-walk
perform better than more sophisticated strategies.
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[69] Jiřı́ Tomčala. Acceleration of time series entropy algorithms. The Journal of Super-
computing, 75, 03 2019. doi: 10.1007/s11227-018-2657-2.

[70] Khanh Duy Trinh. An Introduction to Ergodic Theory, pages 297–309. Springer Japan,
Tokyo, 2014. ISBN 978-4-431-55060-0. doi: 10.1007/978-4-431-55060-0 22. URL
https://doi.org/10.1007/978-4-431-55060-0_22.

[71] GA US) Talwar Vanish (Campbell CA US) Ranganathan Partha (San Jose CA US)
Wang, Chengwei (Atlanta. Cloud anomaly detection using normalization, binning
and entropy determination, May 2012. URL https://www.freepatentsonline.co
m/y2012/0136909.html.

[72] Sean Wolfe. Amazon’s one hour of downtime on prime day may have
cost it between 72millionand99 million in lost sales, Jul 2018. URL
https://www.businessinsider.nl/amazon-prime-day-website-issues-cos
t-it-millions-in-lost-sales-2018-7?international=true.

[73] D. H. Wolpert and W. G. Macready. No free lunch theorems for optimization. IEEE
Transactions on Evolutionary Computation, 1(1):67–82, 1997. doi: 10.1109/4235.
585893.

71

http://www.sciencedirect.com/science/article/pii/S0022460X18305297
http://www.sciencedirect.com/science/article/pii/S0022460X18305297
https://doi.org/10.1093/biomet/71.3.599
https://doi.org/10.1093/biomet/71.3.599
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.1538-7305.1948.tb01338.x
https://onlinelibrary.wiley.com/doi/abs/10.1002/j.1538-7305.1948.tb01338.x
https://doi.org/10.1080/00031305.2017.1380080
https://doi.org/10.1080/00031305.2017.1380080
https://doi.org/10.1007/978-4-431-55060-0_22
https://www.freepatentsonline.com/y2012/0136909.html
https://www.freepatentsonline.com/y2012/0136909.html
https://www.businessinsider.nl/amazon-prime-day-website-issues-cost-it-millions-in-lost-sales-2018-7?international=true
https://www.businessinsider.nl/amazon-prime-day-website-issues-cost-it-millions-in-lost-sales-2018-7?international=true


BIBLIOGRAPHY

[74] D. H. Wolpert and W. G. Macready. Coevolutionary free lunches. IEEE Transac-
tions on Evolutionary Computation, 9(6):721–735, 2005. doi: 10.1109/TEVC.2005.
856205.

[75] M. Zanin, L. Zunino, O. Rosso, and D. Papo. Permutation entropy and its main
biomedical and econophysics applications: A review. Entropy, 14:1553–1577, 2012.

[76] H. Zhang and S. He. Analysis and comparison of permutation entropy, approximate
entropy and sample entropy. In 2018 International Symposium on Computer, Con-
sumer and Control (IS3C), pages 209–212, 2018. doi: 10.1109/IS3C.2018.00060.

[77] Long Zhang, Guoliang Xiong, Hesheng Liu, Huijun Zou, and Weizhong Guo. Bearing
fault diagnosis using multi-scale entropy and adaptive neuro-fuzzy inference. Expert
Systems with Applications, 37(8):6077–6085, 2010. ISSN 0957-4174. doi: https:
//doi.org/10.1016/j.eswa.2010.02.118. URL https://www.sciencedirect.com/sc
ience/article/pii/S0957417410001570.

[78] Luciano Zunino, Massimiliano Zanin, Benjamin M. Tabak, Darı́o G. Pérez, and Os-
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Appendix A

Glossary

List of Acronyms

PE: Permutation Entropy

SE: Sample Entropy

SampEn: Sample Entropy

AppEn: Approximate Entropy

WPE: Weighted Permutation Entropy

RPE: Reverse Permutation Entropy

DE: Dispersion Entropy

RDE: Reverse Dispersion Entropy

RWDE: Reverse Weighted Dispersion Entropy

ARIMA: Auto Regressive Integrated Moving Average
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