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Android smartphones collect and compile a huge amount of sensitive
information which is secured using cryptography. There is an unin-
tended leakage of information during the physical implementation of
a cryptosystem on a device. Such a leakage is often termed as side
channel and is used to break the implementation of cryptographic
algorithms. In this work, we utilize cache memory based side chan-
nels on android smartphones to retrieve crypto-process information.
These side channels are based on the information leakage through the
operating system, micro-architecture of the processor and the state
of the processor's memory cache. We demonstrate the retrieval of
data dependent memory access patterns using a spy application run-
ning in the background to recover the full secret key of cryptographic
primitives such as AES T-table implementation in OpenSSL, all that
would be necessary is a rogue app downloaded from an app store that
is run under normal privileges. We show that a mathematical corre-
lation which depends on the guessed key, can be utilized to recover
the complete key in access-driven cache attacks (CAs). We show the
e�ectiveness of the proposed method using access time measured in
noisy environments. We analyze the changes in the correlation val-
ues with the number of plaintexts/ciphertexts for a successful attack

using key estimation. Furthermore, we discuss and demonstrate the applicability of cache memory based
side channel attacks on a white-box implementation of AES.
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physical implementation of a cryptosystem on a device. Such a leakage is often termed as

side channel and is used to break the implementation of cryptographic algorithms. In this work,
we utilize cache memory based side channels on android smartphones to retrieve crypto-process
information. These side channels are based on the information leakage through the operating
system, micro-architecture of the processor and the state of the processor's memory cache. We
demonstrate the retrieval of data dependent memory access patterns using a spy application
running in the background to recover the full secret key of cryptographic primitives such as AES
T-table implementation in OpenSSL, all that would be necessary is a rogue app downloaded from
an app store that is run under normal privileges. We show that a mathematical correlation which
depends on the guessed key, can be utilized to recover the complete key in access-driven cache
attacks (CAs). We show the e�ectiveness of the proposed method using access time measured
in noisy environments. We analyze the changes in the correlation values with the number of
plaintexts/ciphertexts for a successful attack using key estimation. Furthermore, we discuss
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Introduction 1
With over 1 billion smartphones and 179 billion mobile applications downloaded per year
[27], mobile application development is an integral part of the digital ecosystem. Mobile
applications are not just rede�ning marketing strategies but are also revolutionizing
the future technologies such as IoT (Internet of Things). As per a report by Gartner
[68], there will be 21 billion connected devices by 2020 which includes smart objects like
LED light bulbs, toys, domestic appliances, sports equipment etc. As IoT will continue
to evolve at an ever-increasing pace, smartphones will function as the main interface
through which we will be able to interact with IoT enabled devices. Smartphones will
act as remote controls, displaying and analyzing information, interfacing with social
networks, paying for subscription services, updating object �rmware etc. With 87%
market share [15], android clearly dominates the smartphone market and it is predicted
that in 2017 around 1 billion android smartphones will be shipped. One of the reasons
behind such a huge success is that android is considered to be "open and free". Also
for developers, it allows them to incorporate already available third party code in their
applications which can be con�rmed by the heavy usage of native libraries among the
most popular applications. However, including third party code in an application can
have some severe consequences both on the user and the developer of the app.

Mostly, users download android applications from the Play Store and review the
permission requirements presented to them and then install the applications. In addition
to the Play Store, users can make use of other application stores and there exists
multiple ways to install new applications onto an android smartphone. However, post
manufacturer software downloads from 3rd party market places or application stores
provide opportunities for malicious mobile applications to gain access to the devices.
Such applications can have or request for an access to personal information (including
saved passwords, login information and email-access) with or without user's knowledge.
Hence, apart from empowering mobile devices these applications can reveal a great deal
of information about its users. Prior work has shown that many third-party applications
request more permissions than needed. Felt et al. [34] found out that one third of 940
apps on the android Play Store request access to the information without any legitimate
need. It makes smartphones attractive targets and represents a signi�cant risk to
information security and data security of the user.

Interestingly, android smartphones are susceptible to leakage of user's information in
unexpected ways as explained in [58][53][35][19][48][52]. Android(Figure: 1.1)[3] uses a
kind of Unix Sandboxing method to run the applications and android software stack is
shown in Figure: 1.1[3]. Usually mobile applications run with di�erent permissions and
privileges and low-level implementation of machine in collaboration with OS provides
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2 CHAPTER 1. INTRODUCTION

Figure 1.1: Android Software Stack

for desired access control. For example, each application that is installed on an android
device is assigned its own unique user identi�er (UID) and group identi�er (GID). This
behavior is di�erent than conventional Linux, where applications that are shared by a
user are run under user's context. It also relies on the fact that user is not installing
any malicious software on his/her computer because there is no protection mechanism
against accessing �les that are owned by the same user that you are running as. Amongst
various other strategies are kernel and userspace separation, �lesystem permissions etc.

(a) Android Sandboxing
(b) Android Permission Model for Sensitive In-
formation

As each application has its own user name and memory space, one application cannot
access the resources of other application until de�ned explicitely (Figure: 1.3). Each
application runs into separate VMs (Figure: 1.2a). It implies that vulnerability found
in one application will not a�ect remaining applications. There exists a permission
enforcement by Android in order to protect the following:

• Access to sensitive APIs

• Access to content providers

build



3

• Inter and Intra-application communication

The permission model (Figure: 1.2b)[5] is all-or-nothing; the user can install the app or
not, but cannot choose to install it with reduced permissions. This imparts a signi�cant
responsibility to both the developer (to accurately specify required permissions) and the
user (to understand the risk invloved and make an informed decision). Additionally,
it is a developer's duty to protect user's device from information security breaches by
following safe coding practices.

In practice, cryptographic primitives and cryptographic protocols are implemented
to protect user's information from malicious applications. Smartphones use cryp-
tographic keys to protect sensitive information such as health records and banking
passwords. Several techniques such as disk encryption and the encrypted communication
over the Internet are applied. These techniques intrinsically make use of standardized
cryptographic algorithms such as Advanced Encryption Standard (AES) etc. In
cryptographic implementations, the secret key directly a�ects the emitted side-channel
information for e.g. power usage patterns, observations made on this leaked data can
eventually lead to the revelation of the secret key. Hence, such malicious leakage to
untrusted third-party applications which exploit these side-channels is one of the key
challenges to the mobile data security and privacy.

Figure 1.3: Applications on Android

A potential leakage in the form of execution footprints [19] leaks timing information
such as, access time to perform a look-up in a table while performing a crypto operation.
Such a side-channel originally stems from the microarchitectural structure of the
underlying microprocessor. In the same direction, Osvik et.al [58] show how a low-level
implementation detail of modern CPUs, namely the structure of memory caches, leads
to cross-process information leakage between processes running on the same processor.
In essence, the cache forms a shared resource which all processes compete for, and it thus
a�ects and is a�ected by every process. While the data stored in the cache is protected
by virtual memory mechanisms, the metadata about the content of the cache, and
hence the memory access patterns of processes using that cache, is not fully protected
[58][19][53].
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4 CHAPTER 1. INTRODUCTION

Figure 1.4: Side Channels Overview

Several solutions are used to protect the cryptographic keys which range from unpro-
tected software implementations to temper resistant hardware implementations. One
such implementation is a white-box implementation [74] which hides the cryptographic
key inside a software and turns a keyed cryptographic algorithm into an unintelligible
program with the same functionality. Thus, a white-box secure program can then be
executed in an untrusted environment without the fear of exposing the underlying keys.
The code itself is tamper-proof and robust, just as a secure element. White-box imple-
mentations [33][24] can be used to protect smartphones against malicious applications.
Other use-cases include the protection of digital assets (including media, software and
devices) in the setting of digital rights management, the protection of Host Card Em-
ulation (HCE) and the protection of credentials for authentication to the cloud. In a
typical white-box attack set-up, it is assumed that the adversary has full control over the
execution environment which is more realistic in comparison to black-box or gray-box
attack model. Additionally, if one has access to a ”perfect” white-box implementation
of a cryptographic algorithm, then this implies one should not be able to deduce any
information about the secret key material used by inspecting the internals of this imple-
mentation. Ideally, a white-box implementation [33] should resist all existing and future
side-channel attacks. However, in our research we demonstrate using side-channel attacks
that white-box implementations are vulnerable to cache attacks.

1.1 Related Work

In 1999, the concepts of Simple Power Analysis (SPA) and Di�erential Power Analysis
(DPA) were introduced by Kocher et al.[48][49], where an attacker can extract cryp-
tographic keys by studying the power consumption of a device. They explained that
there is a leakage of information from computers and chipsets about the operation they
execute. They utilized the power consumption measurements to �nd secret keys from
tamper resistant devices.
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1.1. RELATED WORK 5

A di�erent side channel on modern computing architectures is introduced by the
memory hierarchy that stores subsets of the computer's memory in smaller but faster
memory units, so-called caches. Cache side-channel attacks exploit the di�erent access
times of memory addresses that are either held in the cache or the main memory. Kelsey
and Kocher et al. [46][48] were the �rst to discuss the theore tical cache attacks. Page
and Tsunnoo et al. [59][67] discussed the applicability of cache attacks on DES. Bernstein
[20] demonstrated complete AES key recovery from known-plaintext timings of a network
server. It has been one of the most extensively investigated attacks. Hund et al. [44]
demonstrated how an adversary can implement a generic side channel attack against the
memory management system to deduce information about the privileged address space
layout. Gullasch et al. [41] attacked the L1 cache and demonstrated the exploitation of
shared memory to mount cache attacks. The Evict+Time and Prime+Probe techniques
by Osvik et al. [58] explicitly targeted cryptographic algorithms. While Herath et al.
[13] discussed the CPU Hardware Performance Counters for Security, Chiappetta et
al. [28] demonstrated the real time detection of cache-based side channel attacks using
hardware performance counters. Yarom and Falkner introduced Flush+Reload attack
in 2014 where the target was L3 cache instead of L1 cache. It allows an attacker to
determine which speci�c parts of a shared library or a binary executable have been
accessed by the victim with an unprecedented high accuracy. Based on this work Gruss
et al. [53] demonstrated the possibility to exploit cache-based side channels via cache
template attacks in an automated way and showed that besides e�ciently attacking
cryptographic implementations, it can be used to infer keystroke information and even
log speci�c keys. Zhao et al. [76] presented an access-driven attack on the �rst and
second round of the AES encryption. Laradoux et al. [51] explained about the collision
attacks on processors with cache and countermeasures.

However, it is also possible to induce hardware faults by software, and thus from
a remote location, if the device could be brought outside of the speci�ed working condi-
tions. In 2014 Kim et al. [47] demonstrated that accessing speci�c memory locations at
a high repetition rate can cause random bit �ips in Dynamic Random-Access Memory
(DRAM) chips. Since DRAM technology scales down to smaller dimensions, it is much
more di�cult to prevent single cells from electrically interacting with each other. They
observe that activating the same row in the memory corrupts data in nearby rows. Gruss
et al. [53][39] showed that such bit �ips can also be triggered by JavaScript code loaded
on a website. However, this attack can only be demonstrated on Intel and AMD systems
using DDR3 and modern DDR4 modules. Brumley et al. [26][25] carried out the attack
on live cache-timing data and cache storage data. In 2015, Seaborn demonstrated that
cache side channel attack could be exploited for privilege escalation. Weiss et al. [71] and
Bogdanov et al. [22] attacked ARM7 microcontrollers and ARM Cortex-A8 processors.
Van der Veen et al. [36][69] investigated the rowhammer bug [47] on ARM-based devices
as well. Key rank estimation techniques came as a major breakthrough in the �eld of
estimation of security of a cryptographic implementation. Vincent et al. [61] explained
a simple key enumeration and rank estimation technique using Histograms.
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1.2 Motivation

In the current scenario [8], most of the side-channel attacks on a smartphone require an
adversary to have physical access to it or at least have a cable or probe in close prox-
imity to the device while it is performing some cryptographic operation. Usually the
time to attack an application is dependent on the application speci�cation for e.g. time
to hack RSA [62] would be di�erent than that required for ECC [42]. Such impractical
requirements usually result into futile attempts while attacking a mobile device remotely.
However, such unintended information leakage poses greater threats than once perceived.
Unintended data leakage [14] occurs when a developer accidentally places sensitive infor-
mation or data in a location on the mobile device that is easily accessible by other apps
on the device. Such unintended data leakage or side-channel data leakage [9] from mobile
devices arises from the vulnerabilities in the following :

• Operating System

• Frameworks

• Compiler environment

• Hardware

• Microarchitecture of CPU

For instance, a developer's code processes sensitive information supplied by the user or
the backend. During that processing, a side-e�ect (that is unknown to the developer)
results in that information being placed into an insecure location such as cache etc.
on the mobile device that other apps on the device may have open access to. Under
these assumptions, we can safely assume that one malicious app can extract valuable
information about other apps running on the same device. Typically, cache side-e�ects
originate from the underlying mobile device's operating system (OS). It is fairly easy for
a rogue application to detect data leakage by inspecting all mobile device locations that
are accessible to victim app for the app's sensitive information. Several remote attack
vectors which can be potentially exploited on an Android OS for such attacks are :

• Browsers and Document Readers

• Custom Update Mechanisms

• Remote Loading of Code

• WebViews

• Listening Services

• Messaging Applications

Interestingly, if the appropriate security applications and procedures are not applied,
these rogue applications can utilize side-channel leakage to extract the secret key used
to encrypt user's private information. For example, a spy application may determine the
secret key information by using the memory access pattern of a cryptographic algorithm
running in the backend of a banking application.
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1.3 Challenges and Results

The prime focus of our research is on the cache based side channels on android
smartphones. Cache memory is a smaller and faster storage area in comparison to the
main memory and therefore many di�erent addresses in main memory are mapped to
the same cache entry. The cache architectures are optimized to minimize the number
of cache misses for typical access patterns but can be easily manipulated. Depending
on the cache replacement policy, such property can be used to perform manual cache
eviction and monitor the cache behavior. Additionally, a data item residing in a cache
(cache hit) is retrieved much faster than a data item that is not in the cache (cache
miss) and the di�erence in accesses is measurable. Such properties of the cache can
be exploited to retrieve the memory access patterns during the encryption/decryption
process of a cryptosystem.

We studied the cache behaviour using the side-channel leakage on android smart-
phones. Existing cache-based side channel attacks have thrived on x86 architecture
which ful�lls almost all the necessary requirements. For instance, the x86 architecture
provides with cl�ush instruction to evict a cache line. An accurate timing mechanism
which employs rdtsc instruction is also available in unprivileged mode. However, android
smartphones use multi-core ARM CPUs which have di�erent architecture and di�erent
instruction set than Intel CPUs. In contrast to x86, there are several challenges on
ARMv7 CPUs which can be enumerated as follows :

1. Non-inclusive/exclusive cache

2. No unprivileged cache �ush instruction

3. Pseudo random cache replacement policy

4. Accurate unprivileged timing source

Gruss et.al [53] developed a library lib�ush in order to mount cache-based side channel
attacks on x86 and ARM processors. To our advantage, we have used lib�ush to perform
cache attacks on ARMv7 based processors such as Krait 400 (similar to Cortex A-15).
Using lib�ush [53], not only could we overcome all the above mentioned challenges but
could also attack white-box cryptosystems. We start with exploring how cache attacks
(using shared memory) can be used by a rogue application to spy on a victim application
performing look-ups. We refer to the work of Osvik et.al [58] in reducing the entropy
of OpenSSL AES implementation from 128 bits to 64 bits on Nexus 5 by attacking
�rst round of AES. We develop a novel strategy using techniques mentioned in [58]
and [39] and successfully recover the full key by incorporating correlation analysis of
cache traces on x-86 and ARM. We also discuss the applicability of key rank estimation
techniques on the generated cache traces. We analysed our results with resepct to various
attack parameters. Several statistical properties of cache traces have also been discussed.
Eventually, we explore the applicability of cache attacks on a white-box implementation
of AES on Nexus 5.
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1.4 Research Goal

In the recent 10-15 years [79], there has been a shift in attackers' approach while
attacking a cryptosystem which was previously based on exploiting the mathematical
weakness of cryptographic algorithm itself. Now adversaries try to �nd a correlation
between the side channel information and the operation related to the secret key. Side
channel attacks focus on the way cryptographic algorithms are implemented rather than
the algorithm itself. These attacks work because there is a correlation between the
physical measurements (e.g., computation time, power consumption etc.) taken during
computations and the internal state of the processing device, which is itself related to
the secret key.

Our research agenda is to deploy cache based side channel attacks (later referred
as "cache attacks or CAs") on android based smartphones. We identify the leakage
associated with the hidden secret key in gray-box and white-box cryptosystems. With
this work, we aim to �nd answer to the following research question:

How to successfully recover the full key from crypto applications on android smartphones
using cache based side channels along with statistical analysis?

Eventually, we �nd answers to the following sub-questions with respect to our
test devices (1.6):

• How can we use cache attacks to perform cryptanalysis of a cryptosystem relying
on information related to cache hit or miss?

• How can we make use of correlation analysis on cache traces to extract a secret key
of a cryptographic algorithm?

• How statistical evaluation techniques like key rank estimation assist in reducing the
key entropy while extracting the secret key of a cryptographic algorithm ?

• Why does the initial cache state in�uences the performance of cache attack?

• How do di�erent attack scenarios and parameters create an impact on the overall
intensity of the attack?

• How can we use cache attacks to perform cryptanalysis of a white-box cryptosystem
implementation on an android smartphone?

1.5 Outline

In this research work, we discuss the cache attacks on the execution of arti�cal and
crypto applications on android smartphones. We demonstrate the cache attacks using
a spy process which monitors the execution of crypto process/victim process on an an-
droid smartphone. In Chapter 1, we brie�y discuss the issues associated with third party
native code on android and how android fails to safeguard user's sensitive information
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against cache based side-channels. We introduce our research goal alongwith the moti-
vation behind it. In Chapter 2, we describe the basic concepts about cache organisation,
functioning and maintainence. Also, we discuss the OS vulnerabilities and how they
were utilised in the past to attack applications on x86 architecture. In Chapter 3, we
introduce side channels on android smartphones. We categorically discuss cache attacks
on ARM. We discuss the portability of cache attacks mountable on x86 to ARM archi-
tecture. A brief introduction to the OpenSSL implementation of AES is complemented
with the discussion about Correlation Analysis. In Chapter 4, we describe the adver-
sary attack model, attack assumptions and attack strategy. Finally, we highlight attack
results (PRIME+PROBE and EVICT+RELOAD attack) and related conclusions. The
re�nement of our resusing Key estimation is also shown. Chapter 5 discusses the results
and in chapter 6, we highlight some of the major contributions to the �eld of cache at-
tacks which are also a major source of inspiration for our work. Chapter 7, concludes
our research and discusses contributions from our end to the �eld of cache attacks on
ARMv7 architecture.

1.6 Test Devices

We aim to perform side channel attacks on Nexus 5 (Android 5.0) which has QUAL-
COMM KRAIT 400 (approx 2.25 GHZ) processor with following properties of interest:

• Harvard Architecture: 32 bit

• Quad-core

• Local L1 caches (Instruction and Data) per core

• High performance and extremely e�cient

• Uses ARMv7-A ISA

• Snoop control unit for cache data coherence

Cache Organization (per core) of KRAIT 400 is as follows:

Level of cache Cache Size Associativity Cache Line Size Inclusiveness

L1 2x16KB (per core) 4-way 64 Bytes Non-inclusive and exclusive
L2 0.5MB (per core) 8-way 64 Bytes Shared & uni�ed

Table 1.1: Cache organization Krait 400

Another Test device is Samsung Galaxy S4 (Android 5.0) with following speci�cations:

• CPU Clock Speed: Up to 1.9 GHz

• Quad-core CPU: 4x Qualcomm Krait 300 CPU

• CPU Bit Architecture: 32-bit

build
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• Snapdragon 600 SoC with Krait 300TM

• ARMv7-A ISA

Cache Organization of KRAIT 300 is as follows:

Level of cache Cache Size Associativity Cache Line Size Inclusiveness

L1 2x16KB (per core) 4-way 64 Bytes Non-inclusive
L2 0.5MB (per core) 8-way 128 Bytes Shared & uni�ed

Table 1.2: Cache organization Krait 300

1.7 About lib�ush

Gruss et.al [53] developed lib�ush to deploy cache attacks on x86 as well as ARMv7 and
ARMv8 architectures. It allows us to easily implement attacks based on Prime+Probe,
Flush+Reload (another variant is Evict+Reload), Flush+Flush and Prefetch attack tech-
niques. We utilize this library to perform cache attacks on the cryptographic primitives
like AES in native code. Also, we use it to determine the leakage from shared libraries
used in Android Applications. As an extension to our work, by using lib�ush we aim to
mount cache attack on a white-box implementation of AES.
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2.1 Memory Hierarchy

Memory organization of a processor separates each memory level on the basis of its re-
sponse time, location, capacity, units of transfer, performance and physical characteristics
such as decay, volatility, power consumption. As shown in (Table: 2.1), when performance
is a major concern, then cache memories are undoubtedly the most important part of the
memory organization.
A cache memory is a small, volatile and fast array of memory placed between the proces-

Figure 2.1: Memory Hierarchy

sor and main memory. It is the fastest memory in a computer, and is typically integrated
onto the motherboard and directly embedded in the processor or main random access
memory (RAM). It is equipped with additional features to cater to high throughput
requirements of a processor. It is a holding bu�er that stores portions of recently refer-
enced system memory. The processor uses cache memory in preference to system memory
whenever possible to increase average system performance. A write bu�er is a very small

Memory Type Access Times (in ns)
Registers 1-2
L1 Cache 3-10
L2 Cache 25-50
Memory 30-90

Table 2.1: Access Times
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12 CHAPTER 2. BACKGROUND

FIFO memory placed between the processor core and main memory which helps free the
processor core and cache memory from the slow write time associated with the writing
to main memory. The principle of locality of reference states that computer software
programs frequently run small loops of code that repeatedly operate on local sections of
data memory and explains why the average system performance increases signi�cantly
when using a cached processor core. However, the disadvantage of cache memories is
that they lead to side-channel information leakage leading to attacks on ciphers. Data
cache memory can be a source of leakage for any cipher implementation that uses look-up
tables which are accessed at key dependent locations.

2.2 About CPU Caches

As discussed previously, cache [73] provides faster data storage and access by storing
instances of programs and data routinely accessed by the processor. Thus, when a
processor requests data that already has an instance in the cache memory, it does not
need to go to the main memory or the hard disk to fetch the data. When a byte of data
must be paged in during the computation, the processor �rst looks for it in the cache.
If present in the cache, this results in a cache hit. The data is brought to the registers
within a single clock cycle without stalling the pipeline. If not present in the cache, this
results in the cache miss, and the desired data is fetched from Non-Volatile Memory
(NVM), and the entire line containing the desired data is loaded into the cache. In the
case of a cache miss, the data has to be brought from the memory and it is an expensive
operation as shown in Table:2.1.

All the cache design attributes aim towards maximizing the cache hits and im-
proving the overall system performance. Various attributes of cache design which decide
the overall access time, transfer rate and performance are as follows:

• Physical and Logical Caches: The placement of a cache before or after the
Memory Management Unit (MMU) is either physical or logical. A logical cache
(Figure: 2.2a) is placed between the processor core and MMU references code and
data in a virtual address space. A physical cache (Figure: 2.2b)is placed between
MMU and main memory. The references to code and data memory are done using
physical addresses.

(a) Logical cache (b) Physical cache

Figure 2.2: Placement of Cache Memory
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• Cache Address Translation: On the basis of physical and virtual addresses being
represented by tag or index (Figure: 2.3), caches can be divided into the following
classes :

Figure 2.3: Cache Memory and Main Memory Addresses

� Physically indexed, physically tagged (PIPT): These caches [73] use the
physical address for both index and tag.

� Physically indexed, virtually tagged (PIVT): Not many architectures
implement this cache design [73].

� Virtually indexed, physically tagged (VIPT): These caches [73] use the
virtual address for the index and the physical address in the tag Krait 400
CPU, on our test device (Nexus 5) uses VIPT caches.
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� Virtually indexed, virtually tagged (VIVT): These caches [73] use vir-
tual address for both tag and index.

• Cache Size: Cache size [73] is an important attribute as it a�ects the performance.
The increase in the size of the cache would result in faster data accesses (upto a
certain point) but would cost more as well. It should be noted that checking for
data in large caches takes more time.

• Core bus architecture: The core bus architecture [73] helps determine the design
of a cached system. A Von Neumann (uni�ed) architecture (Figure: 2.4b and 2.4a)
uses a uni�ed cache to store instructions and data. Harvard architecture, on the
other hand uses a split cache: one cache for instructions named as Instruction Cache
and another cache for data named as Data Cache. ARM makes use of (modi�ed)
Harvard architecture, it has one L1 instruction cache and one L1 data cache.

(a) Harvard Architecture (b) Von Neumann(Uni�ed) Architecture

Figure 2.4: Core Bus Architecture

• Mapping Function: One key decision in cache design is that how the main mem-
ory blocks should be mapped to the cache slots (Figure: 2.3). There are three
possible approaches to map memory blocks to cache slots (we will use slots or lines
interchangeably throughout this document):

� Direct mapped cache: In a direct mapped cache [73] each memory block
is mapped to one speci�c slot in the cache. Hence, it is not possible to store
two memory blocks which map to the same cache set simultaneously. In the
following steps, we will discuss how address mapping is done.

Block Identi�cation: Let us assume that the main memory contains
n blocks (which requires log2(n)) and cache contains m slots, so n/m di�erent
blocks of memory can be mapped (at di�erent times) to a cache slot. Each
cache slot has a tag saying which block of memory is currently present in it,
each cache slot also contains a valid bit to ensure whether a memory block
is in the cache slot currently. Figure: 2.5 demonstrates direct mapped cache
functionality. It can be further simpli�ed as follows:
Number of bits in the tag: log2(n/m)
Number of sets in the Cache: m
Number of bits to identify the correct slot: log2(m)
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TAG INDEX BLOCK OFFSET

Log2(n/m) Log2m Log2(blocksize)

Figure 2.5: Direct Mapped Cache

This mapping strategy (Figure: 2.5) su�ers from poor cache utilization and
cache thrashing.

� Fully associative cache: Instead of mapping memory blocks to speci�c
cache slots or cache lines, they can be mapped to any cache slot using fully
associative caches. Each memory block can be stored in any slot in the cache,
e�ectively like a hash table. Fully Associative cache(Figure: 2.6 and 2.7) has
high e�ciency as the data can be stored in any entry, but it is expensive
in terms of circuit complexity. It requires independent simultaneous ways of
access and a comparator for each cache entry. Therefore, the size of this type
of cache is very small and used only for speci�c cases (e.g. TLB). Let the
main memory address be divided into two groups which are tags and word
bits. Words are low-order bits and identi�es the location of a word within a
block and tags are high-order bits which identi�es the block.

� N-way set associative cache: A combination of functionality of associative
and direct mapped caches is used in N-way set associative caches [73]. In an
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Figure 2.6: Memory address for Fully Associative Cache

Figure 2.7: Fully Associative Cache

N-way associative cache [73], each memory block can be stored in any one of
the N particular slots in the cache. Modern processors use one or more levels
of set-associative memory cache.

Such a cache consists of storage cells called cache lines, each consisting
of B bytes. The cache is organized into S cache sets, each containingW cache
lines, so the cache size is B.S.W bytes. The mapping of memory addresses
into the cache is limited as follows. First, the cache holds copies of aligned
blocks of B bytes in main memory (i.e. blocks whose starting address is 0
modulo B), which we will term as memory blocks. When a cache miss occurs,
a full memory block is copied into one of the cache lines, replacing (evicting)
its previous contents. Second, each memory block may be cached only in a
speci�c cache set; speci�cally, the memory block starting at address a can
be cached only in the W cache lines belonging to cache set [a/B mod S]. For
example, in a 8-way 64 KB (2b = 64kB) cache with a cache line size 64 bytes
2δ = 64, number of cache sets would be (2b/2δ). Each memory block can be
stored in 8 di�erent cache slots in a cache set. Commonly, blocks with indices
with the same lowest order bits will all compete for 8 slots. Mapping scheme
will be based on below mentioned equations in an n-way set-associative cache.
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Aword = Amod 2δ

Aset = bA/2δcmod2s

Atag = bbA/2δc /2sc

• Cache Replacement Algorithm: These optimizing algorithms [73] decide how
to make room for the new entries in the cache. It involves operations like cache
clean, cache �ush or cache eviction. They are described as follows :

� Cache Clean: A cache clean [73] operation causes the data present in the
cache line to be written back to the next level of cache or to the the memory if
the cache line is tagged as "dirty". In such a case, cache line holds the latest
copy of the data.

� Cache Invalidate: This function invalidates a cache line so that future reads
go the main memory instead of that cache line. The invalidated lines don't
get written back to the memory. Hence, there is a chance that we may loose
data. It is suggested to perform a clean operation in prior to invalidation.

� Cache Evict: In the case of eviction [73], a cache line is written back to the
memory when the cache is full. Cache eviction can be accidental or forced and
the consequences of eviction depend on our cache con�guration. This would
be further explained in the later sections.

� Cache Flush: It is similar to cache eviction as a cache line or the entire cache
is �ushed to the main memory. However, the purpose di�ers, for e.g. when
a device reads memory contents, cpu �ushes the cache lines to the memory
before the read happens so that the device, reading memory contents, gets the
most updated data.

Various types of cache replacement strategies are described as follows:

� Least Recently Used (LRU): It replaces least recently used cache slots. It
is used in set associative caches.

� Least Frequently Used (LFU): It replaces cache slots with minimum num-
ber of cache hits. It is most e�cient algorithm but highly expensive and hence
commonly not used.

� First-In First-Out (FIFO): It replaces slots which have been longest in the
cache. It is used in set associative caches.

� Round Robin: It is used in full associative caches.

� Random Replacement (RR): It does not make use of access history and
randomly selects a candidate for replacement. It is used in full associative
caches

� Pseudo-Random LRU (PLRU): It almost always discards some of the
least recently used items in the cache. It is used in set associative caches. In
the later sections we will discuss how it is used in ARM architectures.

• Write Policy: The cache write policy determines how it handles writes
to memory locations that are currently being held in cache. It means that the
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cache blocks should not be overwritten until and unless main memory is up to date.

Most common write policies are :

� Write-through: Under this policy, data is concurrently written both to cache
and to main memory, or �rst to cache and then to memory. In such a case
multiple CPUs can monitor main memory tra�c to keep local (to CPU) cache
up to date. It generates lots of tra�c and slows down writes.

� Write-back: Write-back policy updates data only in the cache. The updated
data is "written back" to the main memory when needed, for instance on cache
line replacement (overwrite) or when required by other caches. This reduces
bus and memory tra�c because the next cache line update is taken only in
the cache without involving the memory.

• Block Size: Cache memory retrieves [73] not only the desired word but also the
adjacent words, hence on increasing the cache line size we will experience an increase
in cache hits up to a certain extent. This results in performance enhancement based
on the principal of locality. However increasing block size beyond a certain point
can also cost performance penalty because it will reduce the number of blocks which
can �t in the cache. Also, the data will be overwritten at a much faster pace after
being fetched. Not only this, each additional word will be less local and hence will
be less used. Cumulatively, the probability of using newly fetched information will
become less than the probability of reusing replaced.

• Cache Coherency: In systems such as Symmetric Multiprocessor System [72][73],
multi-core systems etc. where a dedicated cache for each processor, core or node is
used, a consistency problem may occur when the same data is stored in more than
one cache. This problem arises when a data is modi�ed in one cache. This problem
can be solved in two ways:

1. Invalidate all the copies on other caches (broadcast-invalidate)

2. Update all the copies on other caches (write-broadcasting), while the memory
may be updated (write through) or not updated (write-back).

Usually coherency is more of an issue for data cache then instruction cache. Three
approaches are adopted to maintain the coherency of data.

1. Bus watching or Snooping: It is generally used for bus-based Symmet-
ric Multiprocessor System (SMP), multi-core, Non-Uniform Memory Access
(NUMA) systems. In ARM bus snooping is used to maintain cache coherence.

2. Directory-based Message-passing: It may be used in all systems but typ-
ically in NUMA system and in large multi-core systems. In this approach the
sharing status of a particular cache line is kept in one location called directory.

3. Shared cache: It is generally used in multi-core systems.

• Number of Caches: Multi-level cache [73] is a trade-o� between price and
performance of modern CPUs. It provides an e�cient way to coordinate multi-core
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processors. Cache memory is made up of SRAMs which will retain its value
inde�nitely as long as it has operating power, making it much faster. SRAMs come
at multiple speeds and have price-band depending on their operating speeds. Hence
in the cache hierarchy, each cache has a di�erent size, speed and corresponding
cost. In a multi-core processor architecture, each core has its own L1 cache, writing
to and reading from L1 cache does not su�er interference from other cores.

Usually L1 cache is faster and smaller than L2 or L3 and hence, it is more
expensive. Therefore, the processor will put the values it needs the most in the
faster cache (L1) and the information that it needs less in a slower cache (L2 or
higher). In multi-level cache organization caches can be exclusive, inclusive and
non-inclusive on the basis of the manufacturer's choice. In exclusive caches, last
level cache (LLC) does not hold the copies of data present in lower-level caches.
In inclusive cache design, the LLC holds the copy of data present in lower-level
caches. But, a non-inclusive cache is neither inclusive nor exclusive. The cacheable
properties 2.8 of normal memory are speci�ed separately as inner and outer
attributes. Typically, inner attributes are used by the integrated caches, and outer
attributes are made available on the processor memory bus for use by external
caches.

Figure 2.8: Multiple Cache Organization

2.2.1 Summary

There are several important aspects of memory hierarchy which are worthmentioning and
can be summarized as follows:

1. Memory accesses are not performed in constant time.

2. Cache memory is fastest amongst all (except registers) in the memory hierarchy
and is an integral part of modern processor architecture.
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3. A CPU cache hides the latency of main memory by keeping copies of frequently
used data

4. Cache hits and misses are distinguishable even on noisy systems on the basis of
clock cycles they consume.

5. Last Level Cache (LLC) is usually a shared resource. It can be inclusive, exclusive
or non-inclusive based on the implementation of processor architecture.

6. Cache coherency is important in order to maintain uniformity in shared data re-
source in multi-core processors or multi-processing systems.

7. The cache coherence on multi-processor systems ensures that the data is found
independently of where in the cache it is stored.

8. Data cached anywhere in the on a multiprocessor system has lower access times
than the memory accesses facilitated by fast interconnects.

2.3 ARM Caches

2.3.1 Cache Organization

Figure 2.9: ARM Cache Architecture

ARM architectures [17] use set-associative cache design (Figure: 2.10) and (Figure:
2.9)[43] where the degree of associativity and the line size varies. It also makes use
of First-In-First-Out(FIFO) write bu�er to enhance memory write performance. The
write bu�er is interposed between the cache and the main memory and consists of a set
of addresses and a set of data words.
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Figure 2.10: ARM Cache Organization

2.3.2 Cache Coherency

The Snooping control unit (SCU) [6] uses hybrid Modi�ed Exclusive Shared Invalid
(MESI) and Modi�ed Owned Exclusive Shared Invalid (MOESI) protocols to maintain
coherency between the individual L1 data caches and the L2 cache. The L1 data caches
support the MESI protocol. The L2 memory system contains a snoop tag array that is
a duplicate copy of each of the L1 data cache directories. The snoop tag array reduces
the amount of snoop tra�c between the L2 memory system and the L1 memory system.
Any line that resides in the snoop tag array in the Modi�ed/Exclusive state belongs
to the L1 memory system. Any access that hits a line in this state must be serviced
by the L1 memory system and passed to the L2 memory system. If the line is in-
valid or in the shared state in the snoop tag array, then the L2 cache can supply the data.

The SCU contains bu�ers that can handle direct cache-to-cache transfers between
cores without reading or writing any data on the ACE. Lines can migrate back and forth
without any change to the MOESI state of the line in the L2 cache.

Shareable transactions on the ACP are also coherent, so the snoop tag arrays are
queried as a result of ACP transactions. For reads where the shareable line resides in
one of the L1 data caches in the Modi�ed/Exclusive state, the line is transferred from
the L1 memory system to the L2 memory system and passed back on the ACP.

2.3.3 Cache Policies

The cache policies [7] enable the user to describe when a line should be allocated to the
data cache and what should happen when a store instruction is executed that hits in the
data cache.

build



22 CHAPTER 2. BACKGROUND

The cache allocation policies are as follows:

• Write allocation(WA): On ARM, a cache line is allocated in case of a write miss.
A store instruction triggers a burst read to occur. There is a line �ll to obtain the
data for the cache line, before the write is performed.

• Read allocation(RA): A cache line is allocated on a read miss.

The cache update policies are:

• Write-back(WB): A write updates the cache only and marks the cache line as
dirty. External memory is updated only when the line is evicted or explicitly cleaned
[4].

Figure 2.11: Cache Write-back

• Write-through(WT): A write updates both the cache and the external memory
system [4]. This does not mark the cache line as dirty. Data reads which hit in the

Figure 2.12: Cache Write-through

cache behave the same in both WT and WB cache modes.

Normal memory can be speculatively accessed by the processor and this
means that it can potentially automatically load data into the cache without a
programmer having explicitly requested a speci�c address. However, it is also
possible for the programmer to give an indication to the core about which data
is used in the future. The ARMv8-A provides preload hint instructions. It is
implementation de�ned whether the caches support speculation and preload.
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2.3.4 Con�guring ARM Caches

ARM architectures [63] use the term �ush and clean to depict the cache maintenance
operations. They are described as follows:

Cache Flush: To ”�ush a cahche” is to clear it of any stored data. Flushing
[63] simply clears the valid bit in the a�ected cache line. All or just portions of a cache
may need �ushing to support changes in memory con�guration. The term invalidate
is sometimes used in place of the term �ush. However, if some portion of D-cache is
con�gured to use a writeback policy, the data cache may also need cleaning.

Cache Clean: To ”clean a cache” is to force a write of dirty cache lines from
the cache out of main memory and clear the dirty bits in the cache line. Cleaning a
cache [63] reestablishes coherence between cached memory and main memory, and only
applied to D-caches using writeback policy.

2.3.4.1 Using Coprocessor 15 for cache maintenance

There are several coprocessor 15 registers [63] used to speci�cally con�gure and control
ARM cached cores. Primary C15 registers: c7 and c9 control the setup and operation of
the cache. Secondary CP15: c7 registers are write only. They clean and �ush cache. The
CP15: c9 register de�nes the victim pointer base address which determines the number
of lines of code or data that are locked in the cache.

2.3.4.2 ARM Cache Maintenance Instructions

The ARM architecture o�ers following privileged operations to interact with caches and
they can be executed using operations mentioned in Table: 2.2

• Invalidate (I & D-cache)

• Clean (D-cache)

• Clean + Invalidate (D-cache)

• Cache maintenance by Virtual Address

• Cache maintenance by Set/Way

Table 2.2: ARM Cache Maintenance Instructions

DCCMVAC Clean data cache line by MVA to PoC
DCCSW Clean data cache line by MVA to PoC

DCCMVAU Clean data cache line by MVA to PoU
DCCIMVAC Clean data cache line by MVA to PoU
DCCISW Clean and invalidate data cache line by set/way

build



24 CHAPTER 2. BACKGROUND

2.3.5 ARMv7 Cache Architecture

Our test device Nexus 5 has KRAIT 400 CPU which is based on Armv7 architecture.
Some of the worth mentioning features of Armv7 cache architecture are as follows:

• (Modi�ed) Harvard architecture

� Multiple levels of caching (with snooping)

� Separate Instruction (I) cache and Data (D) cache (no snooping between I
cache and D cache)

� Either PIPT or non-aliasing VIPT for D-cache

� Meeting at the Point of Uni�cation (PoU)

• Controlled by attributes in the page tables

� Memory type (normal, device)

2.4 Operating Systems Caveats

2.4.1 Shared memory

Operating systems [77][11] use shared memory [55] (Figure: 2.13) to reduce memory
utilization and for speed enhancement. For example, there could be several processes
in the system running the bash command shell. It is not a good practice to have
several copies of bash, one in each process 's virtual address space. It is better to
have only one copy in physical memory and all of the processes running bash share
it. Dynamic libraries are another common example of executing code shared between
several processes. For instance, libraries used by several programs are shared among all
processes using them. The operating system loads the libraries into physical memory
only once and maps the same physical memory into the address space of each process. It
enhances the execution speed as the code is kept only once in the memory, CPU caches
and address translation units.

The operating system employs shared memory in several more cases. First, when
forking a process, the memory is shared between the two processes. Only when the data
is modi�ed, the corresponding memory regions are copied. Second, a similar mechanism
is used when starting another instance of an already running program. Third, it is also
possible for user programs to request shared memory using system calls like mmap().
The operating system tries to unify these three categories. On Linux, mapping a
program �le or a shared library (Figure: 2.14) �le as a read-only memory with mmap()
results in sharing the memory with all these programs, respectively programs using the
same shared library or program binary.

Sharing memory pages [77] [78][54] between non-trusting processes is a common method
of reducing the memory footprint of mutli-tenated systems and can also be used in inter-
process communication mechanisms in two co-operating processes. As pages can also
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Figure 2.13: Shared Memory

be shared between non-coperating processes, the system must protect the content of the
pages to prevent malicious processes from modifying the shared contents.

Figure 2.14: Shared library on an operating system

In order to protect the information, the operating system maps shared memory pages as
copy-on write [77][78]. In case of a read operation on a shared page(copy−on−write), a
CPU trap is raised. The system software which gains control of the CPU during the trap
copies the contents of the shared page, maps the copied page into the address space of the
writing process and resumes the process. The idea behind copy− on−write mechanism
is to protect shared pages from modi�cations. However, the delay introduced while mod-
ifying a shared page can be detected by processes, leading to a potential information leak.

As Android is based on Linux, the concepts of shared memory remain the same.
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However, Android applications are mostly written in JAVA and sharing memory in
between spy process and victim process can be a bit di�cult. Hence, we aim to target
the shared libraries and binaries on Android. We will illustrate in the next chapter that
shared memory [78] exposes processes to information leaks via cache access timings.
Processes can retrieve information on virtual and physical address mappings using
operating systems service like (/proc/ < pid > /pagemap) or (/proc/ < pid > /maps).
Additionally, we can identify congruent addresses for eviction by using pagemap utility
provided by Linux. An EVICT+RELOAD technique which is a cache-based side channel
attack exploits all these weaknesses to monitor access to memory lines in the shared
memory.
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Understanding Side Channels

on Android 3
Side channels [1] are quite a recent category of vulnerabilities in android smartphones.
As described in Section: 1 information may unintentionally leak through radio signals,
sensors, power consumption or through the state of a processor's memory cache. Thereby,
it empowers a malicious application to spy on a victim application by observing these
channels of information on a smartphone.
Let us take an example of Battery Manager class in android. Battery Manager is mostly
used to keep a check on the battery consumption of an android smartphone. Interestingly,
it can be exploited as a potential side channel. For instance, battery level information
can be used to identify the following:

• Loading time of an application

• Run time of the application on the processor etc.

In addition to battery levels, android devices can also report their instantaneous current
and voltage readings to the users through Battery Manager Class. However, the frequency
at which these readings are communicated to the user is limited by the hardware. Also,
the scenario varies from device to device as fuel gauges present in certain devices (e.g.
Samsung Galaxy S4) do not provide instantaneous current readings owing to security
measures. But on the other hand, fuel gauge MAX17048 present on Nexus 5 reports
instantaneous current and voltage readings (written by I2C) through current_now and
voltage_now �les respectively:

Battery parameters File Location

Instantaneous Current /sys/class/power_supply/battery/current_now
Instantaneous Voltage /sys/class/power_supply/battery/voltage_now

Table 3.1: Instantneous Current and Voltage Files in Android

These two �les can be accessed on our test device Nexus 5 without any root privileges.
In our following experiment, we aim to exploit this potential source of leakage on Nexus
5 via a spy application (rogue app) running in parallel to a crypto application (victim
app). Our two applications will carry out the demonstration of Power Side Channel(PSC)
attack on Nexus 5. The victim application performs RSA on a user input for around 10000
iterations. Victim app is triggered by our rogue app which accepts the input from the user
and raises an intent for victim app to perform RSA operation on the user input. During
this time, the rogue app monitors the battery status and logs the instantaneous current
and voltage values by polling current_now and voltage_now �les. The idea is to collect
traces where we can identify square and multiply operation in RSA implementation and
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Figure 3.1: Experimental Set-up

then recover the secret key. One pre-selected secret key is used to perform RSA on
di�erent user inputs.
Before and after consumption of battery levels does not give su�cient meaningful infor-
mation as it lacks precision. Hence, it can be safely concluded that without any hardware
assistance it is not a signi�cant exploit. However, instantaneous voltage is reported in
milli volts(mV) and instantaneous current is reported in milli amperes(mA). Through the
graphical representation of (as shown in Figure: 3.2) the instantaneous current readings
of our rogue app w.r.t time, we can identify the time duration for which our app was
scheduled on cpu, in addition to the peaks which can reveal the keystrokes. Since the
processor operates at 2.24GHZ and the fuel gauge operates at 400khz, there is a limit
(as shown in Figure: 3.3) to the number of readings which we can get from the device
(approximately 25 readings per 10−7 sec).
Hardware-based identi�cation and exploitation of this side channel can still be taken into
consideration as they will not be limited by the speed of the I2C bus.

3.1 Microarchitectural Attacks

In addition to PSC attacks, there exist microarchitectural attacks [16] which exploit mi-
croarchitectural functionalities of processor implementations. They can compromise the
security of computational environments even in the presence of sophisticated protection
mechanisms like virtualization and sandboxing. There lies an inherent gap in between
the current processor architectures and the ideal secure computing environment. This is
further accentuated by the loopholes in the operating system managing various processor
resources. These attacks exploit the microarchitectural components and functionalities of
a processor to reveal cryptographic keys. The functionality of some processor components
generates data dependent variations in execution time and power consumption during the
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Figure 3.2: Arrows Depicting Keystrokes after and before RSA operation

Figure 3.3: Fuel Gauge and processor interaction

execution of cryptosystems. These variations either directly give the key value out during
a single cipher execution or leak information which can be gathered during many exe-
cutions and analyzed to compromise the system. Microarchitectural covert channels can
be based on L1 cache, Branch Predictor Unit, Last Level Cache and Memory
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Bus. According to the literature, there are two types of Microarchitectural attacks [16]:

• Cache Analysis

• Branch Predictor Analysis

3.1.1 Cache Attacks

We have chronologically discussed the cache attacks in the Section: 1.1. In this section
we aim to discuss cache attacks with respect to their applicability and exploitation on
di�erent architectures (especially ARM). A cache attack exploits the cache behavior of
a cryptosystem by obtaining the execution time and/or power consumption variations
generated via cache hits and misses. Cache analysis techniques enable an unprivileged
process to attack another process, e.g., a cipher process, running in parallel on the same
processor as done in past research work(Section: 1.1). Furthermore, some of the cache
attacks can even be carried out remotely, e.g., over a local network. The previous cache
attacks are data-path attacks, i.e., exploit the data access patterns of a cipher. The
memory accesses of software cryptosystems, especially S-box based ciphers like DES
and AES, employ key-dependent table lookups, indices of which are simple functions of
the key and the plaintext. Revealing these memory access patterns, i.e. lookup indices
via cache statistics and the knowledge of the processed message, e.g. in a known-text
attack, makes it relatively easy to break these ciphers.

In this work of research, we discuss the access driven cache timing attacks. As
the name of cache timing attacks suggests, they utilize the particularities of mi-
crocontrollers and microprocessors with the cache memory which frequently exhibit
key-dependent timing. Cache timing attacks on many block ciphers with S-boxes become
possible since S-box invocations in software are often implemented as indexed table
look-up operations that can require di�erent execution times for di�erent inputs due to
RAM cache hits and misses. When the inputs to S-boxes are key-dependent, this timing
information frequently turns out su�cient to recover the entire key. Timings attacks
are further classi�ed into time driven, trace driven and access driven attacks which are
discussed as follows:

• Trace-driven attacks: For these attacks a detailed cache pro�le based on the
information of every single memory access is necessary, i.e. for every look-up op-
eration an attacker knows whether it resulted in a cache hit or a cache miss. The
performance counters of modern CPUs might be used to establish such a memory-
access pro�le. Bertoni et al. [21] work is a nice contribution to this category of
attacks.

• Access-driven attacks: The purpose of these attacks is to determine which cache
lines or cache sets have been accessed during the encryption. Hence, knowledge of
the location of the precomputed S-boxes or T-tables within the memory as well as
information about the cache architecture is necessary. However, fewer measurement
samples are necessary than in the case of time-driven attacks. Historically [58][59],
these attacks can be further divided into following categories:
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� EVICT + TIME: The attacker measures the time it takes to execute a piece
of victim code. Then attacker �ushes part of the cache, executes and times
the victim code again. The di�erence in timing tells whether the victim uses
that part of the cache.

� PRIME + PROBE: The attacker accesses memory to �ll part of the cache
with his own memory and waits for the victim code to execute. This is called
the Prime Step. Then the attacker measures the time it takes to access the
memory that he carefully placed in the cache before. This is called the Probe
Step. If the access time is higher than a certain threshold for certain cache
line, then we know that the victim process evicted those cache lines from the
cache. If the access time is less than a certain threshold, then it becomes clear
that victim did not access those lines or evict those cache lines.

� FLUSH + RELOAD: The �ush and reload attack utilizes the fact that
processes often share memory. By �ushing a shared address, then wait for
the victim and �nally measuring the time it takes to access the address an
attacker can tell if the victim placed the address in question in the cache by
accessing it.

1

• Time-driven attacks: These attacks require only minor knowledge of the
implementation and the hardware architecture under attack [23]. Depending on
the provided input the implementation might leak di�erent timings [57]. Thus,
the basic idea of time-driven attacks is to gather timing information of many
encryptions and to perform statistical correlations in order to recover the used
secret key. Attacks in this category typically require far more measurement
samples than attacks within the previously mentioned two categories. One of the
landmarks in this category of attack is Bernstein's cache timing attack on AES [20].

The rising popularity of smartphones in our everyday life clearly states the
need for the investigation of such cache attacks on modern smartphones in a
realistic scenario. It also becomes important to study the assisting techniques
which make these attacks more viable in realistic scenarios. In the next chapter
we will discuss the implementation steps of an access-driven cache timing attack
on OpenSSL AES implementation.

3.2 Exploitable ARM properties for Cache Attack

ARM devices implement a technique called Amba Cache Coherent Interconnect(ACCI)
that facilitates fast interprocessor connections very similar to HyperTransport protocol
in AMD processors or Intel QuickPath Interconnect Technology. This technology helps
to maintain cache coherency across ARM CPUs using snoop �lter protocol supported
by cache directory architecture. Thus upon a shared memory read miss, the snoop

1There are some other variants as well like FLUSH+FLUSH and EVICT+RELOAD. They are dis-

cussed in the next chapter
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�lter checks whether the same memory block is cached in an adjacent processor. If
succesful, a direct cache-to-cache link will be established thereby eliminating the need
for a slow DRAM access. We exploit this functionality by using lib�ush to attack AES
implementations on ARM. We will implement the EVICT+RELOAD attack on AES
implementation of OpenSSL 0.9.7a and OpenSSL 1.0.1g to extract the full key.

3.3 AES

The Advanced Encryption Standard (AES) [30] was introduced in 2001 by the National
Institute of Standards and Technology (NIST). In the year 1997, it was announced that
Data Encryption Standard (DES) has become vulnerable to brute force attacks and
there is a need for much more advanced symmetric key algorithm. AES is a result of a
competition which started in 1997 and ended in 2000, where it was selected from various
candidates. AES is a subset of Rijndael Cipher proposed by J. Daemen adn V. Tijmen.
AES is today's most commonly used block cipher in the Internet and software Market:
applications include disk and �le encryptions, wireless LAN security, IPSec (standard for
securing Internet protocol at the network layer), Transport Layer Security (successor of
SSl), VoIP security, smart cards, microprocessors and many others.

3.3.1 Description

AES is a block cipher with 128 bit (16 bytes) input represented as follows:

p = (p0.......p15)

The key size can be of 128, 192 or 256 bits.

k = (k0.......kn−1)

Here n can be 16, 24 or 32 depending on the size of the key. For our discussion we will
use n=16, however the explanation can be extended to longer keys as well. AES is a
key-iterated block cipher: where it is composed of a key schedule and repeated round
transformations as described in Figure:3.4. An encryption of plaintext pis with key k
results into a ciphertext c which can be denoted as follows:

c = EAES(p, k)

In the key scheduling process, a 16-byte key k is expanded into 11 round keys K(r)

where each round is denoted by r=〈0, ......, 10〉. Round keys are calculated as follows :

k = (k0, ...., k15)→ K(r) = (K
(r)
0 , ....,K

(r)
15 )

In the �rst round the complete key k is used as round key which is K0. An important
point here is that Key expansion is irreversible and if one of the round keys is known
then any other round key can be computed. After �rst AddRoundKeyoperation, AES
performs 10 rounds of SubBytes,ShiftRows, MixColumns and AddRoundKey on a state.
There is no MixColoumn operation in the last round.
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Figure 3.4: AES Encryption

3.3.2 OpenSSL AES Implementation

OpenSSL AES implementation makes use of pre-computed T-tables which is susceptible
to cryptanalysis. These large look-up tables are susceptible to cache timing attacks,
cache probing attacks and cache collision attacks [50][58]. The cipher can be directly
computed using simple lookups and bitwise XOR operations. Several such tables are
precomputed once by the programmer or during system initialization. In OpenSSL
0.9.7a AES, there are 10 such tables T0, T1,T2, T3, T4(only used in last round), T (0)

d ,

T
(1)
d , T (2)

d , T (3)
d ,T (4)

d each containing 256 4-byte words. On the other hand OpenSSL

1.0.1g AES, there exists 9 such tables T0, T1,T2, T3,T
(0)
d , T (1)

d , T (2)
d , T (3)

d ,T (4)
d . In this

AES implementation T0,T1,T2,T3 are used in the last round. The contents of the tables
are not signi�cant for purpose of attack.

During key-set-up, a given 16-byte secret key k = (k0.....k15) is expanded into 10
round keys Kr = (K

(r)
0 ,K

(r)
1 ,K

(r)
2 ,K

(r)
3 ). The 0th round key is just the original key

K
(0)
j = (k4j , k4j+1, k4j+2, k4j+3)for j = 0, 1, 2, 3. The details of the rest of the key

expansion can be omitted for this document.

build



34 CHAPTER 3. UNDERSTANDING SIDE CHANNELS ON ANDROID

Given 16-byte plaintext p = (p0, p1, ........, p15) , encryption proceeds by comput-
ing a 16-byte intermediate state xr = x

(r)
0 , ...., x

(r)
15 at each round r. The initial state x0

is computed by x0i = pi ⊕ ki and then, the �rst 9 rounds are computed by updating
intermediate state as follows, for r = 0,......,8:

x
(r)
0 = T0[x

(r−1)
0 ]⊕ T1[x(r−1)

5 ]⊕ T2[x(r−1)
10 ]⊕ T3[x(r−1)

15 ]⊕K(r)
0

x
(r)
1 = T0[x

(r−1)
4 ]⊕ T1[x(r−1)

9 ]⊕ T2[x(r−1)
14 ]⊕ T3[x(r−1)

3 ]⊕K(r)
1

x
(r)
2 = T0[x

(r−1)
5 ]⊕ T1[x(r−1)

13 ]⊕ T2[x(r−1)
2 ]⊕ T3[x(r−1)

7 ]⊕K(r)
2

x
(r)
3 = T0[x

(r−1)
12 ]⊕ T1[x(r−1)

9 ]⊕ T2[x(r−1)
6 ]⊕ T3[x(r−1)

11 ]⊕K(r)
3

Thus, for each one byte input, T tables will provide with a 4-byte output. The S-box
Tables Ti are generated from two constant 256 byte-tables, designated as S and S' as
can be seen in Figure:(3.5) and (3.6)

Figure 3.5: S-box S

Figure 3.6: S-box S'

The S-box tables are computed as follows :

T0 = (S
′
, S, S, S ⊕ S′

),
T1 = (S ⊕ S′

, S
′
, S, S),
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T2 = (S, S ⊕ S′
, S

′
, S),

T3 = (S, S, S ⊕ S′
, S

′
)

These pre-computed tables provide for a signi�cant increase in performance as each round
is replaced by table lookups and bitwise xor operations. However, memory consumption
increases as these tables consume equal to or more than 8KB of memory.

3.4 Correlation Analysis

Correlation Analysis [65] is a statistical technique which is very popular in the case of
Di�erential Power Analysis (DPA). The reason behind its popularity can be attributed
to the ability of this attack to extract the secret key even from the noisy measurements.
The idea is to reveal the secret key using a large number of traces that have been recorded
while the devices encrypt or decrypt di�erent data blocks. It exploits the data dependency
of the traces (for e.g power consumption traces) on the devices. The general strategy of
correlation analysis can be enumerated as follows:

1. Choose an appropriate Intermediate Value for an encryption algorithm:
The intermediate value (y) should be a function of a data set (D = d1..dD) con-
taining random values which can be either plaintext or ciphertext and a part of key
value(k). Such intermediate values can be used to reveal k.

y = f(d, k)

2. Measurements during encryption/decryption of data blocks: The next
step to measure the power consumption or some other form of leakage with respect
to the encryption/decryption of data set (D). In the case of power consumption, we
can measure the power for a certain amount of time T, and a power trace represents
the power consumptions of operations on data block D for trace length T which is
(ti′ = (ti,1..ti,T ). It is worth mentioning that in the case of power traces, alignment
of traces is a substantial issue. Usually a better triggering mechanism can resolve
such an issue or techniques like Dynamic Time wrapping etc can also be used.

3. Calculate Hypothetical Intermediate Values: This step requires to calculate
a hypothetical intermediate value for every possible choice of k. For e.g if k is one
byte in size, there will be 256 possibilities or key hypothesis to it. A vector k can
be descibed as follows:

k = 〈k1..k256〉.

Hypothetical intermediate values are calculated as described in the �rst step for all
D data values and all k Key Hypothesis. A new vector V is generated which is as
follows:

vi,j = f(di, kj) for i=1,..,D and j=1,..,K
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The goal of our analysis is to �nd which column of V is processed during D encryp-
tion/decryption runs using kj key hypothesis.

4. Map Intermediate Values to Actual Measurements: The next step is to use
simulation techniques to map the hypothetical intermediate values to our measured
values. For each hypothetical intermediate value a hypothetical measurement value
is generated. Several leakage models can be used for this purpose. In case of DPA
, Hamming Weight and Hamming Distance are the most common leakage models.
There are other leakage models in existence as well such as Bit Model, ID Model
and Zero-Value Model. We are performing cache attacks where we can no longer use
Hamming Weight or Hamming Distance model. We will make use of Bit Model
(testing against every single bit in the key), ID model/Zero-Value model.
The quality of simulation is also based on the amount of knowledge an attacker has
about the device under attack.

5. Compare the Actual traces with the Hypothetical Traces: In this step the
adversary compares the hypothetical measured values of each key hypothesis with
the recorded traces at every position.

All these steps are core to our attack implementation as they exploit even the smallest
dependancy in between hypothetical traces and the recorded traces.

3.5 Key Rank Estimation

Side-channel attacks are a vital aspect of a security evaluation framework. Interpreting
the results to give a security level is however not always so easy. Rank estimation
algorithms give a method to compute an interval for the rank of a key and this can be
used to estimate the security level of an implementation.

Suppose we have an implementation that uses a key k∗. Given side-channel at-
tack results on this implementation, the rank of k∗ is de�ned as the number of keys k
that have a higher probability of being the one used in the implementation according to
the side-channel results. A higher rank therefore means less information leakage and a
more secure key.

Key enumeration [70] and rank estimation [61] algorithms have recently emerged as an
important part of the security evaluation of cryptographic implementations, which allows
post-processing the side-channel attack outcomes and determine the computational
security of an implementation after some leakage has been observed. In this respect, key
enumeration can be seen as an adversarial tool, since it allows testing key candidates
without knowledge of the master key. By contrast, rank estimation as an evaluation
tool since it requires the knowledge of the master key. Its main advantage is that it
allows e�ciently gauging the security level of implementations for which enumeration is
beyond reach (and therefore are not trivially insecure).
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Concretely, state-of-the-art solutions for key rank estimation are essentially su�-
cient to analyze any (symmetric) cryptographic primitive. These Algorithms typically
allow estimating the rank of a 128- or 256-bit key with an accuracy of less than one
bit, within seconds of computation. By contrast, e�ciency remained a concern for key
enumeration algorithms for some time.

3.6 An overview of White-Box

In black box cryptosystems, the speci�cation is not generally available to the user and is
generally not appreciated. It is because when these cryptosystems were reverse engineered
and analysed, it was shown that they were weak and easy to break. Hardware Security
Modules (HSMs) such as Trusted Platform Modules (TPMs) or smart cards are some of
the common approaches to protect the secret key. However HSMs can be considered as
grey boxes as they may leak information in the form of side-channels. They are also far
less �exible than software implementations. Cryptography implementations in softwares
which guarantee the security of secret key while being run in an environment controlled
completely by an attacker are called white box implementations. Several academic papers
[75][24][31] have described inner workings of white-boxes. In 2015 Bos et.al [24] showed
that publicly available white-box implementations are highly vulnerable to an attack
called Di�erential Computation Analysis. This attack was against memory access traces
captured from executions of a white-box. On Black Hat Europe 2015, Sane�ix et al.
showed another attack based on Di�erential Fault Analysis. Our work is in�uenced
by Di�erential Computation Analysis (DCA) of cache traces instead of memory traces
and deploying it on android is one of the goals of this research. DCA requires less
number of traces in comparison to Di�erential Power Analysis (DPA) techniques and
requires less time in running the attack. The reason could be attributed to the fact
that DCA traces do not contain signal noise, so values can always be observed precisely.
Chapter 4 gives further information about side-channel attacks against a custom white-
box implementation on an android smartphone.

Figure 3.7: White-box attack

3.6.1 White-Box on an Android Platform

White box cryptography [12] is becoming very popular for both mobile payments and
digital media as it achieves the necessary security goals like keeping money and payment
information of the involved parties secure and protecting intellectual property rights at
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the same time. It is cheaper and viable alternative to HSMs. Since HSMs are very
expensive and harder to deploy than white boxes, their technical and user acceptance is
also relatively low. Figure: 3.7 describes a White-Box threat model which has following
attributes :

• The attacker can observe the encryption process from within the system

• The attacker can modify anything at will, including the cryptographic algorithm
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Case Studies 4
4.1 Introduction

In the past few decades, we have seen a huge leap in the circuit fabrication techniques.
Such an advancement has led to the addition of caches to �ll the gap processor-memory
performance gap as discussed in Section:2 and have mitigated the e�ects of memory
latency to a huge extent. However, it comes with its own set of disadvantages as
the improvement in average performance due to caches comes at the expense of a
vastly increased variability in performance. This has been known for many years to
cause problems in the design of safety-critical real time systems where it is imperative
that a series of deadlines be satis�ed even as the presence of caches makes it very
di�cult to determine the worst-case performance time [60]. In the recent years, it
has been shown that the presence of caches and the resulting timing variability makes
possible a number of cryptanalytic side channel attacks [25][46][44][39] [71][38][64].
In this chapter, we will describe various cache attack scenarios ranging from an
attack on an arti�cial application to the attack on a crypto application. Such attacks
enable a third-party process/application to exploit CPU data cache, which in turn, can
be used to infer details about the data that was being processed or application being run.

Most of the research conducted on cache attacks in the past dealt heavily with
Intel x86 architectures. Nowadays, ARM is one of the most popular choices because
smartphones, tablets, and many IoT devices are built on ARM. Given this widespread
application of ARM processors, researchers [53] [64][38][37] have started exploring the
feasibility of cache attacks on ARM.

4.2 Cache Attacks

Broadly cache attacks are either based on the cache storage attacks or cache timing
attacks. Cache timing attacks make use of a simple model to correlate the execution
time of an algorithm with the state of the cache used by the CPU in charge. It is
assumed that the execution time is lower if the data needed by the algorithm is already
stored in a cache line (cache-hit). On the other hand, if the required data is not present
in the cache and hence has to be loaded from the main memory (cache-miss), this will
result in a longer execution time. This model is simple, but reasonable and only relies
on the cache architecture of the CPU. Weiss et al. [71] provide a suitable attack scenario
where they consider Multi-Core Aspects in Virtualized Embedded Systems. Time-driven
attacks require a large number of plain-texts and cipher-texts to perform statistical
analysis while might be a hurdle in a realistic scenario. Hence, our focus is on the
access-driven attack as they provide with promising results even in noisy enviornments.
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40 CHAPTER 4. CASE STUDIES

Also, the number of encryptions required to perform access-driven cache attack is way
lower than time-driven cache attack.

As a part of our case studies, we perform access driven cache attack on quad-core
Krait processors (Krait 300 and Krait 400). We infer the information about the memory
accesses being performed during an encryption. We introduce a novel strategy which
is a combination of strategies proposed by Osvik et al. [58],and Spreitzer et al. [64] to
know about the cache sets accessed before/during/after encryption. Eventually, we aim
to recover the entire secret key used for encryption. Further, we extend the application
of our attack to white-box cryptosystems. We demonstrate a cache attack on a custom
white-box implementation of AES by Chow et al.[29]

4.2.1 Adversary Model

As discussed in 4.2 our focus is on access-driven cache attack. These attacks operate on
cache memory that is shared between processor cores on an Android smartphone. We
assume that the adversary is a legitimate user of the android smartphone and is able to
install and launch the applications or facilitate native code execution. The attacker is
assumed to be able to observe the cipher-text and plain-text (not necessarily required)
and has the ability to interact with the system performing the crypto operation. We will
also exploit hardware performance counters to achieve an accurate timing measurement.
The adversary should have root access only once to install the kernel module. We are
considering PRIME+ PROBE and EVICT+RELOAD cache attacks on a full blown
operating system-Android 5.0.1 running on our test devices (1.6). It is also assumed that
while attacking a crypto application, an attacker is able to observe the time required to
access a cache set before and after eviction used in encryption.

4.2.1.1 Additional Criteria to take into consideration

In addition to the high-level view of the attacker 's model, we would like to mention some
criteria which are equally important for successful deployment of our attacks.

1. Curious Case of Processor optimizations: Our motive is to be able to iden-
tify the cache sets being accessed by the victim process during execution. How-
ever, several processor optimizations may result in false positives due to speculative
memory accesses issued by the victim's processor. These optimisations include data
prefetching to exploit spatial locality and speculative execution. Therefore, while
analyzing the attack results the attacker must be aware of these optimisations and
develop strategies to �lter them (discussed in Chapter-A). Also. the prefetching
mechanism is poorly documented which further adds to the attacker 's grievances.
In our case, most of the times the tables are present in the cache memory and hence
the probability of prefetcher getting triggered gets reasonably reduced.

2. Synchronization of victim and spy process: As victim access is independent
of the execution of the spy process code, increasing the wait period reduces the
probability of missing the access due to an overlap. On the other hand increasing the
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4.2. CACHE ATTACKS 41

waiting period reduces the granularity of the attack. Our attack is a cache timing
attack where we are monitoring the e�ects on the cache state corresponding to our
attacker process and victim process, both. Hence we should see that the attacker
process does not get scheduled for most of the processor time and the victim process
doesn't get scheduled at all or most of the time is out of the running queue. To
avoid such a scenario proper synchronization between victim and attacking process
should be established. In our scenario we have made use of �le locks and
sleep() system call. It has made our implementation a bit slower (in the kernel
source of Android 5.0, Semaphores and Mutexes are not implemented).

3. Resolution of the attack: One of the ways to improve the resolution of attack
without increasing the error rate is to target memory accesses that occur frequently
such as a loop body. But in such a case the attack will not be able to di�erentiate
between the separate accesses.

4. Address Layout Randomization: When a page is shared, all the page entries
in the virtual address spaces of the sharing processes map to the same physical
page. As the LLC is physically tagged, entries in the cache depend only on the
physical address of the shared page with no dependency on the virtual addresses
in which the page is mapped. Consequently, we do not need to take care of the
virtual to physical address mapping and the attack is oblivious to Address Space
Layout Randomization (ASLR).

5. Statistical Analysis: An access-driven cache-timing trace, as described in the
later sections is interpreted as a sequence of cache hits and misses on a per cache
set or line basis. We have to take into consideration that these hits and misses
are based on the memory access timings being above or below a certain threshold.
Such calculations are quite sensitive to a particular processor, cache organization,
type of operating system and load on the system. Hence, these readings are not
normally error free. It is therefore necessary to perform some statistical analysis
on our trace sets and take as many readings as possible.

4.2.2 Modeling the Cache Timing Behavior

The �rst step towards identifying cache hit/miss ratio is to model the cache timing
behavior. It is a necessary step in order to �nd a correlation between the memory
addresses being accessed and the ideal data. As cache eviction is another key aspect of
a cache attack, we can identify a suitable eviction strategy provided an accurate timer
is at our disposal. Therefore, in order to identify which is the most suitable eviction
strategy for the device(1.6) under consideration, we require access to a very accurate
timing mechanism which precisely measures the cache hits and misses.

Firstly, we allocate a large data structure (equal to or more than the size of L1
cache) of our target device. The next step is to access a particular address or set of
addresses from the allocated ones in the cache and calculate the timing. Later, we will
evict that address or addresses from cache and then will try to access them again (either
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it will be a remote core fetch or a memory access). The timing di�erence between
a cache-hit or a miss can be calculated using various available timing interfaces or
instructions.

Unfortunately, ARMv7 instruction set does not provide with an instruction like
rtdsc unlike x86 which can be used to calculate the CPU cycles for a cache miss or a
cache hit. The user mode access to performance counters like (PMUSERNR) and cycle
count register (PMCCNTR) is not possible by default. In order to calculate the number
of CPU cycles passed during a memory access, we need to install a kernel module. The
accuracy of these timing interfaces may have a huge impact on our results. In our case,
we have installed a kernel module which allows access to PMCCNTR register. It is worth
mentioning that we are using a custom kernel. The reason behind a custom kernel is the
absence of loadable module functionality in the stock kernel. We also have root access
so that we can load or unload our kernel module. One can access the timing interface
using perf or monotonic clock which may or may not provide cycle accurate timings.
Eventually, with a suitable threshold, we can identify the cache hits/ cache misses clearly.

Figure: 4.1a and Figure: 4.1b demonstrate the suitable thresholds to identify a
cache hit or a cache miss. X-axis de�nes the number of accesses to an address and Y axis
de�nes the number of CPU cycles required to access an address. We have two peaks,
where one signi�es the maximum number of hits and the other signi�es the number of
cache misses once the corresponding cache line is evicted. The cache hits and cache
misses are calculated on the basis of CPU cycles consumed by them. A suitable threshold
can be calculated using this information which helps in a clear cut di�erentiation of hits
and misses. Once a suitable threshold is calculated, we need to come up with a suitable
eviction strategy to get a 100% eviction rate for a cache set/cache line in unprivileged
mode.

Depending on the source of timing, the results may vary and sometimes they can be
incorrect too. In the �rst place, we started our timing measurement of cache eviction using
perf interface but the results were incorrect as all the cache hits and misses were at the
same address or for the same bin value. We switched from perf to themonotonic_clock to
see whether our eviction works or not and to our expectations it worked. Still, monotonic
clock is not the best source to get accurate CPU cycles as it too gets a�ected by time
slewing.
ARMv7 instruction set does not provide with unprivileged cache �ush instructions (2).
Hence, in order to perform fast and e�cient eviction following points are to be taken into
consideration:

1. We need to �nd physically congruent addresses (addresses mapping to the same
cache set) so that we can evict the desired cache lines.

2. We should be able to counteract pseudo-random replacement policies for L1 and L2
by running various access patterns and evaluate corresponding eviction strategies.

0Clock Cycles* = X-axis value *5
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(a) Threshold calculation on NEXUS 5 using cycle counter

(b) Threshold calculation on Samsung Galaxy 4 using cycle counter

3. We should be able to distinguish between cross-core fetches and memory accesses
based on CPU cycles

Fortunately, lib�ush [53] provides with a Cache Eviction Strategy Calculator which can
resolve all the above mentioned issues. Cache Eviction Strategy Calculator tool helps
us to calculate how many addresses are to be evicted (N), what should be the loop size
(A), what should be the step size for the loop (D) etc, to reach a perfect eviction rate.
The calculated eviction strategy is used while building the spy application. The cache
eviction strategy is based on the eviction algorithm in [39] :
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4.3 Notations

Let the size of cache line on our test devices [1.6]be represented by δ which is 64 bytes.
Let the number of elements in each cache line be, σ, which is as follows:

σ =
Total number of elements ∗ size of elements

δ
(4.1)

for e.g there are 256 4-Bytes elements in a table than the number of elements in each
cach-line would be 16

4.3.1 EVICT + RELOAD Attack

EVICT+RELOAD is a variant of FLUSH+RELOAD as instead of �ushing a cache line,
we perform eviction. Once a suitable threshold and appropriate eviction strategy is
calculated using an accurate timing mechanism, the next step is to decide the other attack
parameters. We demonstrate the implementation of Evict+Reload attack on Nexus 5 and
Samsung Galaxy S4. in the next chapter. It is one of the most powerful cache attacks and
exploits one of the operating systems functionalities like usage of shared libraries. Below
mentioned is the algorithm for EVICT+ RELOAD technique. Figure: 4.2 describes the
attack strategy.

Algorithm 1: Algorithm for EVICT + RELOAD cache attack

1 Map a shared library or binary as a shared object into attacker's address space
2 Evict a cache line (instruction or data) from the shared memory
3 Schedule victim process to check if it loads or not the evicted cache line
4 The attacker process checks if evicted cache lines are loaded by victim program
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Figure 4.2: EVICT+RELOAD cache attack
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4.3.2 PRIME + PROBE Attack

We also demonstrate the implementation of the PRIME+PROBE attack on Nexus 5 and
Samsung Galaxy S4. It does not involve the usage of shared libraries. Below mentioned is
the algorithm for PRIME + PROBE technique. Figure: 4.3 describes the attack strategy.

Algorithm 2: Algorithm for PRIME + PROBE cache attack

1 Attacker primes the cache lines
2 Victim process evicts the cache lines during encryption
3 The attacker process checks data to determine if the primed sets were accessed or
not
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Figure 4.3: PRIME+PROBE cache attack

4.4 Attack Scenarios

4.4.1 Cache Attack on a Shared Library

In the wake of understanding the scope of cache attacks, we begin with an elementary
attack on an application using shared library. We aim to spy on the application by
mounting EVICT+RELOAD attack using lib�ush on our test devices(Section: 1.6). Us-
ing this attack, we can identify the version of the shared library in use by the victim
process. We can also identify which function is used by the victim process. In our sample
victim application, a look-up function is performed in a look-up table using a shared
library. Our attacker's threat model is based on the attack pre-conditions as mentioned
in (Section- 4.2.1). As one can see from the results (Table: 4.1) that it is very easy to
identify which address is being used in order to perform a lookup. Not only this, one can
identify the location of the table within the shared library using this attack. This is an
important result as various system applications like Keyboard etc perform a lookup in a
large table. Important steps invloved in the attack are as follows :

• Identify the mapping of the shared library in the victim process's address space.
This can be done by using /proc/pid/maps. We can identify which all shared
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libraries are used by the victim process using ldd <name-of-the-executable>

• Synchronize the spy process with respect to the victim process using proper mech-
anisms (�le-locks, semaphores, signals etc).

• Calculate the cache-hits or cache-misses as per a suitable threshold.

• Run the EVICT+RELOAD attack using a spy application in parallel( on the same
core or on the separate core) to the victim application to identify the addresses
which have the largest number of cache hits (this will be the look-up index in the
table)

Figure 4.4: Cache Access Map of a process performing Table-lookups

Note: *Input is XORed with a key 245 and then used to perform a lookup and is
shown in Table: 4.1

Lookup-index Input*
0x4080 246,254
0x40c0 230,238
0x4100 214 ,222
0x4140 198 ,206
0x4180 182, 190
0x41c0 166 ,174
0x4200 128 ,134 ,142, 150 ,158
0x4240 128 ,134 ,142
0x4300 89
0x43c0 34
0x4440 1 ,13

Table 4.1: Cache Memory Access table
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4.4.2 Cache Attack on AES Sbox

The very fast execution of AES seems to require hardware assistance in order to switch in
between spy process and crypto/victim process. This heavily depends on underlying OS,
CPU type and frequency. The main objective is to ensure that the victim process runs
only for a small amount of time between any two runs of the spy thread. As suggested by
Neve et.al [56], using sleep one may accomplish such a scenario. It is based on the fact
that OS allows a process to control when it yields the CPU to another process without
waiting until the end of the quantum. Thus, OS will reschedule the remaining quantum
part to the victim process which will be able to execute some instructions and after which
the OS will quickly resume the execution of the spy process. As per Neve et al. [56] the
�nal strategy could be broken into following steps:

Spy : Continuously monitors the cache utilization of the parallel victim

thread may or may not be on the same core

Victim : Runs for very small time in between two runs of crypto

4.4.2.1 Cache Attack on AES: Pre-Conditions

For AES access-driven cache timing attack, in order to simplify descriptions and analysis
of attack we will start with the following assumptions 1 based on the work of Zhao et.al
[76] :

• The attacker uses uniformly distributed plaintexts.

• The attacker has access to an accurate and high performance timing mechanism
for example cycle counter on ARM, perf or monotonic clock.

• The attacker should be able to operate synchronously with the victim process.

• Only once device needs to be rooted to upload kernel module to access performance
counters (if they are used).

• The attacker knows the cipher text.

• The time to access data in the cache (a cache hit) and time to access data not
present in the cache (a cache miss) always di�ers by ∆, where (∆ > 0).

4.4.2.2 Exploitation of Vulnerable Sbox Implementation of AES

As we are aware of the fact that �rst round of AES [30] uses the full key to perform a XOR
operation between the input and the original key. The output of this XOR operation is
used to perform look-up in the sbox table.

si = sbox[ki ⊕ pi]
1For the sake of reproducibility, we have explained the most generic attack steps and assumptions in

the current and the following sections
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Sbox consists of only 256 elements (one byte each) which will �t into 4 cache lines on
both our x-86 and our test devices (Section: 1.6). In each round, for 16 times this look
up operation is performed. Hence 160 times sbox is accessed in one AES encryption but
we will be able to see the e�ect on only 4 cache lines instead of 160 addresses (not all
are di�erent). It is because the cache operates on cache line level, not on the individual
address level [57]. Hence, the probability of not accessing a cache line for b accesses in
the �rst round of AES would be p(b):

p(b) = (1− 1
4)b

Since 16 accesses are performed in each round, then the probability would be as follows:

p(16) = (3/4)16 = .0100

As discussed before, our resolution is limited to one cache line, we cannot detect these
160 accesses independently. Cumulatively, our attack granularity is signi�cantly reduced.
In our vulnerable implementation, we have used these sbox lookups to perform a further
look-up in a larger dummy table which is 4KB in size with each element of size 4 bytes.
In this case, there will be 16 cache lines put to use [57], instead of 4 in our previous case
and attack granularity enhances as shown below.

p(16) = (15/16)16 = .3560

Using EVICT+RELOAD attack on this vulnerable AES implementation as shown in
Figure: 4.5, we are able to extract the full key.

Figure 4.5: AES sbox attack strategy

However, the number of cache traces required increased signi�cantly as the number of
recovered key bytes was increased (shown in Figure:4.6). The possible reason for such an
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increase in the amount of cache traces (Figure: 4.11) could be attributed to the resolution
of attack which reduced the amount of useful information. Also, there is a noise in our
measurements as we are operating in an environment where several other processes are
executing simultaneously and might have an impact on the cache state.

Figure 4.6: Number of bytes vs Number of cache traces

4.4.3 Cache Attack on AES T-tables

Our access-driven cache attack on AES is inspired by the works of Osvik et al. [58],
Neve et al. [57], Spreitzer et al. [64] and Bonneau et al. [23]. In order to perform
the attack on both x86 and ARM-v7 architectures we use the same attack strategy but
di�erent instructions for timing and eviction as mentioned in the Table: 4.2. In this

Architecture Timing Mechanism Eviction/Flush
x86 rtdsc cl�ush

arm-v7 lib�ush_reload_and_evict lib�ush_evict

Table 4.2: Cache attack enablers on X86 and ARM

attack neither do we have any information regarding when a T-table is accessed during
an AES round nor do we get any information about the order of accesses within one
measurement. We cannot identify any distinction between AES rounds. The perquisite
is to map the shared library (libcrypto.so) used by victim crypto process into attacker's
address space. We implemented cache attacks on both x-86 and our ARM based test
devices (Section: 1.6). The threat model is shown in Figure: 4.7. We have worked
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on two di�erent attack scenarios while attacking OpenSSL T-table AES implementation
(versions are 0.9.7a and 1.0.1g) and they are as follows:

• Cache template attack on the �rst round of AES

• Cache attack (EVICT+RELOAD) and (PRIME+PROBE) on the last round of
AES

Figure 4.7: Threat Model

Address 
Selection

Access 
Timing

Map to Cache 
Hit/Miss

Trace Acquisition

Intermediate Leakage 
Models

Key
Recovery

Target
Selection

Differential Computational Analysis

Figure 4.8: Attack Steps

4.4.3.1 Cache Template Attack on AES �rst-round

The �rst round attack is performed on sbox out of 1st round of AES(on both versions
0.9.7a and 1.0.1g) and below-mentioned strategy is followed. In the �rst round of AES
following operation takes place for i=1,..,16:

xi = pi ⊕ ki (4.2)
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Here xi is the state byte which is used to perform T-table lookup for the next-round and
pi is a plaintext byte and ki is a key byte. Hence, if we know the plaintext, then we can
guess the upper 4 bits of the address being accessed (explained in Pro�ling Phase). The
result would then be:

ki = pi ⊕ xi (4.3)

The template attack consists of the following phases:

• Pro�ling phase: We generate a cache pro�le w.r.t a known key and a known plain-
text. We perform this attack on one known key byte and one plain-text byte at a
time. Also, p0 is kept �xed and the rest of the 15 bytes are su�ciently randomized
for n number of encryptions and then p0 is incremented to another value from the
set 〈16, 32, .., 255〉. This process is repeated for all the 16 bytes of the plaintexts if
we want to recover 4 MSBs of the remaining key bytes as well. In total, there are
16*256 combinations for each plain-text bytes. The pro�ling phase consists of the
following steps:

� In the �rst step, we run AES encryption in order to load the T-tables in
the cache. This step can be skipped if we want to start with an empty or
uninitialized cache. The result of the attack remains unchanged.

� In the next step, we perform eviction of a cache line followed by AES encryp-
tion. AES encryptions are performed on randomized plaintexts with p0 being
�xed in the �rst step of the attack.

� In the �nal step, we access the evicted address (cache line) again and measure
the time taken to access that address. If the time taken is above a certain
threshold then there was a cache miss otherwise a cache hit. Step (2) and
Step (3) are repeated for n(>300) number of encryptions. On the basis of
such information a cache pro�le of cache hits and cache misses with respect to
each cache line is generated. Such pro�le can be used to identify the 4 most
signi�cant bits of the key byte being used. For example, if the key byte, k0 is
0x5f which will be a part of (0x50,...,ox5f) set and plain text p0 is 0, then a
lookup will be performed on the cache line containing all these 16 addresses
of T0. The vertical columns in the Figure: 4.9 in the cache trace de�ne the
cache lines occupied by T-tables.

Figure- 4.9 depicts the image of pro�ling phase against k0 = 0x00 and plain-
text, p0 = (0, 240). This process can be repeated to recover all the key bytes.

• Attack Phase: In this phase, we perform encryption of known/chosen plaintext
with an unknown key using the steps mentioned in the pro�le phase. Since the
key is unknown, we can compare the newly generated cache pro�le with the pro�le
phase template. In the current scenario k0 is 0x52 and p0 = 0. An XOR operation
would result in a lookup index in T0 which is:

look_up_index = 0x52⊕ 0x00→ 0x52
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Figure 4.9: Nexus 5: AES pro�le trace for k0=0x00
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and hence there is a cache hit (brighter region) in the �fth cache line. Only 4 most
signi�cant bits can be identi�ed accurately which result in 5 as we are operating
at cache line level where 16 di�erent lookups in the same cache line would result
in a similar pattern. Hence for all key candidates k0 = (0x50, ..0x5F ), there would
be similar cache patterns. The �nal outcome of this attack on (OpenSSL 1.0.1g)
Nexus 5 is that the key entropy is reduced from 128 bits to 64 bits. Similar results
are achieved on Samsung Galaxy S4.

4.4.3.2 Cache attack on AES last-round

Most of the attacks on AES are based on �rst and second rounds of AES encryption
[58][57][64][23]. Since �rst round is disturbed by the access of other rounds, hence
we chose to attack the last round. Neve et al. [56] has proposed elimination and
non-elimination methods to use ciphertext in order to recover the entire key while
attacking last round of AES. Our attack is di�erent than the strategy proposed by Neve
et al. [56] as we use Correlation Analysis on our cache traces, however, we do share
some nuances of their work.

We have already discussed that in OpenSSL 0.9.7a AES implementation, T4 is
used only in the last round and depicts the end of encryption. T4 is accessed 16 times
during the last round, hence the probability that a cache line in T4 is not accessed in m
encryptions is p(m) denoted by:

p(m) = (1516)16 → .356

Our EVICT+RELOAD attack works on both T-table AES implementations (OpenSSL
0.9.7a and OpenSSL 1.0.1g). We start with mapping the shared library under attack
(libcrypto.so) in attacker's address space. In this instance of the attack, the encryp-
tion and spying execute as two forked processes. This scenario is less realistic than the
context where victim and spy are di�erent processes. However, we discuss the results of
PRIME+PROBE which works on two di�erent processes (steps are the same as discussed
in Section- 4.3.2). Our EVICT+RELOAD attack consists of three phases :

• Pro�ling Phase: In this phase, we attempt to �nd out the location of T-tables in
libcrypto.so using any linux utility like objdump,gdb etc. This is done to reduce the
number of addresses used for probing in the actual attack. In this attack scenario
we may also disable the ASLR to �nd the exact location of T-tables. However,
we noticed that even if we do not disable ASLR (explained in Section- (4.4.2.1)),
tables are slightly misaligned and that does not really a�ect our attack intensity.
The pro�ling phase provides with the information about the location of T-tables in
the cache memory i.e. which cache sets are occupied by the T-table elements.

• Exploitation Phase: Once the location of t-tables is identi�ed, we perform a
warm up encryption on plaintext to load the T-tables in memory (this step may
be skipped). We will perform n > 8000 number of encryption for each cache set
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Figure 4.10: Nexus 5: AES cache trace for k0 = 0x51
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occupied by the T-tables. For demonstration, we use OpenSSL 1.0.1g (32 byte
version) on Android (attack should be scalable to other versions as well), the total
space occupied by T1−T4 tables is 4KB. Hence, the number of cache sets occupied
by T-tables is 64. Then, we evict a speci�c cache set from the T-tables and perform
encryption again. If the evicted cache set is used by the encryption, then it will
be fetched again from the memory otherwise not. In the last and �nal step we
access the evicted address again to check if it is loaded by the encryption step. We
will store the the plaintext (not necessarily required as we are attacking sbox-in
of 10th round), ciphertext and corresponding CPU cycles w.r.t each cache set in a
structure called cache_trace 4.11.

Attack steps

1 start_addr = s t a r t address of T−t ab l e s
2 end_addr = end address of T−t ab l e s
3 s t r u c t cache_trace
4 for i =start_addr ; i <end_addr ; i+=64
5 aes_encryption ( )
6 for j =0; j< NUMBER_OF_ENCRYPTIONS ; j++
7 e v i c t i o n of i t h set
8 aes_encryption ( )
9 c a l c u l a t e time to ac c e s s ev i c t ed i t h set
10 cache_trace . p l a i n t e x t = p l a i n t e x t
11 cache_trace . c i ph e r t e x t = c i phe r t e x t
12 cache_trace . t imings = t imings
13 end for
14 end for

• Correlation Phase: In the correlation phase, we perform the correlation between
the intermediate value and every bit of the cache address being accessed or not.
In order to perform correlation, we convert our cache traces in binary traces by
using a suitable threshold. We use di�erent leakage models like Bit, ID, and Zero
Value models to hypothetically determine the intermediate value. Another most
important technique which is utilized to identify how many traces are su�cient in
order to recover the full key is Key Rank Estimation.
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Figure 4.11: Cache Traces

build



Results and Analysis 5
In this chapter, we discuss and analyze the results of various cache attack strategies on
di�erent architectures, namely: ARM and x86. The focus of our results and analysis
is on our test devices (Section: 1.6). We run a pilot attack on x86 �rst, to reckon the
feasibility of our attack and then we escalate it to our test devices 1.6.

5.1 Cache Correlation Analysis (CCA) and Leakage Models

Correlation coe�cient provides an extremely e�cient way to determine linear relation-
ships between data. In our case, we aim to �nd correlation between the hypothetical
intermediate values for every possible key guess to binary cache trace (which contains
1 for a cache miss and 0 for a cache hit on a bunch of addresses) based on certain
leakage models. It is to be mentioned that only 4 MSBs of the 16 attacked addresses
are important as cache traces operate on cache line level (containing 16 elements each)
not on individual address level. We attacked sbox-out of 1st round of AES encryption
on Nexus 5 to demonstrate the applicability of cache template attacks. We use our
attack strategy along with various leakage models [65] (they are used for power-side
channel analysis) to attack AES last round on our test devices(1.6). In this section we
will discuss these leakage models and their usability w.r.t our attacks scenarios. We
use Inspector (an advanced tool for side-channel analysis) [10] to perform correlation
analysis which we term as Cache Correlation Analysis (CCA). Any other script or
tool which is capable of performing CA can be used, hence using INSPECTOR is not
part of the requirements. Thus this attack can be completely performed in an online
mode, there is no requirement to analyse the cache traces separately on another platform.

The non-linear behavior of sbox [65] is key to this analysis. A one bit di�erence
at an sbox input leads to a di�erence of several bits at the output. Hence, even if a key
hypothesis is only wrong in one bit, the output in sbox will be di�erent in several bits.
Therfore, while attacking the output of sbox the correlation for all wrong key hypothesis
is signi�cantly smaller than the correlation for the correct one. Hence, we mount our
correlation analysis on the intermediate results that occur after the sboxes (sbox out) in
the �rst round and before the sboxes in (sbox in) last round.

• Using ID Leakage Model

ID + 0--------------------N

ID leakage model operates on byte level and is suitable for addresses which are close
to the either extremes (beginning(0) and ending(N)) of the table. So an address
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(an index used for lookup) which is either close to 0 or close to N, there will always
be a very high correlation. For e.g in the case of address 0 there will be a high
correlation when the intermediate value is 0 and if it's higher, the result would be
opposite. This is a linear dependency (0: yes, >0: No). The inverse holds true for
address N. For all addresses in between, this dependency slowly decreases towards
the middle and goes to the negative extreme for N. The reason can be attributed to
the fact that the impact of entire byte address correlating with intermediate value is
taken into consideration instead of the 4MSBs. Additionally, in such a case neither
low values nor high values increase the chance of a hit �> no linear relationship �>
no peak. The e�ect is plotted in �gure:5.1:

Figure 5.1: ID model for binary cache trace

• Using Bit Leakage Model

BitX + 0--------------------N

This model depicts a linear dependency in between the model and the addresses
being used during encryption (as shown in sample cache traces) and therefore it is
detectable with correlation. It is nice for White Box Cryptosystems since we can
circumvent several encoding schemes. This model gives rise to interesting patterns
as we take into consideration only a part of the index (address) in the correlation
trace.

In order to simplify the assumption lets take into account how 16 cache line
addresses would be represented in binary Address0: 0000
Address1: 0001
Address2: 0010
Address3: 0011
Address4: 0100
Address5: 0101
Address6: 0110
Address7: 0111
Address8: 1000
Address9: 1001
Address10: 1010
Address11: 1011
Address12: 1100
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Address13: 1101
Address14: 1110
Address15: 1111

Now if we correlate the MSB of our intermediate (which is the index for
this table of addresses) we get some interesting results. For example: having the
MSB at 1 means that addresses 0-1 and addresses 4-5 and so-on so-forth cannot
be used and having the MSB at 0 means that there is a 50% chance that addresses
from 0 to 16 are alternatively used and one can spot a negative correlation at an
odd number of addresses.
This e�ect is shown in (Figure:5.2b) for the 4 most signi�cant bits (MSBs) of a
8 bit lookup table (sbox) on x86 architecture (Intel i5) based DELL machine .
(Figure:5.2c) also, demonstrates the e�ect of 7th MSB of the index value. This
information about the correlation in between the MSB of the address
and the bits of intermediate value is of signi�cant importance. As now,
we know for sure that which leakage model depicts our cache trace characteristics
in the most accurate way. As bit model gives the bit level granularity (shown in
Figure:5.2a) and depicts the correlation of each bit with the intermediate value, it
is a suitable choice for cache correlation analysis in the later experiments.

5.2 CCA on Di�erent Processor Architectures

5.2.1 EVICT+RELOAD

EVICT+RELOAD cache attacks are succesful in full key recovery on x86 architecture
as expected and we are able to recover the full secret key from OpenSSL 0.9.7a AES
implementation. Owing to the availability of accurate timer and unprivileged cache �ush
instruction, our task is much simpli�ed. Figure:5.3b demonstrates the minimum-average-
maximum number of cache traces required to recover the full key from a crypto process
running on x86 ( Dell Inspirion 15-5000 series). If we do not use any other statistical
tool to our advantage, then the minimum number of encryptions performed are ≈ 1000
(Figure: 5.3a). We would like to mention here that we are making use of sum of peaks
property of correlation analysis. This helps us increase the overall impact of the cache
traces on the �nal results and thereby reduces the number of required traces for full key
recovery. In the following results, we are taking into consideration only the information
related to the 4MSBs of the addresses, as cache operates at line level and each line
contains 16 elements. Therefore, only 4 signi�cant bits of the addresses contain the
useful information and the rest contain redundant information. However, for comparison
purposes, we also investigate how results vary when information related to every single
address is taken into consideration.
While analyzing di�erent trace-sets (Figure:5.4 and Figure:5.5), we �gured out that de-
spite noise on the system and other environmental factors, we could recover the full key
with only ≈ 900 traces. Before using Key Estimation Algorithm, we were making use
of almost 9500 encryptions to recover the full key as we were unaware of the bounds.
Figure:5.5 demonstrates the bounds using various trace-sets.
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(a) x86: Bit Model for all bits of address

(b) x86: Bit Model for 4th MSB of address

(c) x86: Bit Model for 7th MSB of address

Figure 5.2: x86: Correlation results of Bit Leakage Model

Number of Traces Remaining Bit Entropy(with peaks)
900 0

1100-1500 9
1700 15

Table 5.1: Reduction of bit entropy with number of traces

5.2.2 EVICT+RELOAD on ARM

The results of EVICT+RELOAD attack, on OpenSSL 1.0.1g AES implementation, on
ARM architecture vary quite signi�cantly w.r.t no. of traces. The Binary Threshold
applied to our cache traces is:180.. Figure:5.6b demonstrates that even 10000 traces
are not su�cient to recover the full key from a crypto process running on Nexus 5 (using
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(a) Key Rank Estimation Using 9500 encryptions

(b) MIN-AVG-MAX Key Rank Estimation Using Sum of the Peaks

Figure 5.3: x86: EVICT+RELOAD attack

Figure 5.4: Subsets and the reduction of key entropy

Key Estimation Module of Inspector). However, the bit entropy is reduced signi�cantly
and remaining bits can be recovered using brute force. We compare the results on the
basis of number of traces in the following 4 �gures (5.6a,5.6b,5.7,5.6d). As one can clearly
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Figure 5.5: MIN-AVG-MAX Key Rank Estimation on 1100 traces

observe, more the number of traces, more the number of recovered bits.

Number_of_traces αNumber_of_recovered_bits (5.1)

There is an interesting e�ect which can be highlighted by using cache hit/miss ratio of
every individual address instead of cache line addresses and then try to recover the full
key. As one can see from Figure:5.8, that tables are a little misaligned and not every 16
address present in a cache line depict the same behavior of the line (due to misalignment).
Figure: 5.8 and �gure: 5.9 demonstrate the e�ect of key rank estimation and correlation
analysis on our cache traces (post Binary Threshold Filtering).
Next, we demonstrate the results related to Samsung Galaxy S4. In the case of Samsung
Galaxy S4, the minimum number of traces required to recover the full key is more than
8000 as can be seen from Figure:5.10a and Figure:5.10b. They collectively show the
di�erence in results with or without sum of peaks while estimating the number of traces
required to recover the full key. It is shown that the key bit entropy gets reduced to
48 bits, if we take into account individual peaks in correlation analysis while using only
8000 cache traces. On the other hand, using the sum of the peaks property, the key bit
entropy gets reduced to 14.5 bits.

5.2.3 PRIME + PROBE

5.2.3.1 ARM

The key estimation results associated with the PRIME+PROBE technique di�er from
the EVICT+RELOAD because of the following reasons:

• Since there is no concept of dedicated shared memory involved in between two
processes in PRIME+PROBE, there are more chances of false positives. Filtering
of results on the basis of additional parameters is required.

• Noise is added as some other processes can cause evictions and may hamper the
results in the cache trace sets.
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(a) Key estimation w.r.t 8000 cache traces

(b) Key estimation w.r.t 10000 cache traces

(c) Key estimation w.r.t 16000 cache traces

(d) Key estimation w.r.t 32000 cache traces

Figure 5.6: Nexus 5: EVICT+RELOAD results of key Estimation on varying number of
cache traces build
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Figure 5.7: Nexus 5: MIN-AVG-MAX key rank estimation

Figure 5.8: Nexus 5: 256 addresses depicted in Cache traces

Figure 5.9: Nexus 5: Key Rank Estimation using 256 addresses

• Also, it requires more addresses to be monitored in comparison to
EVICT+RELOAD. Hence, it is slightly more time-consuming.

We adopt the same number of traces as used for EVICT+RELOAD technique as a
benchmark for PRIME+PROBE technique. We observe that initially we are not able to
recover the full key on Nexus 5 or Samsung Galaxy S4 with 8000 traces as other processes
were running on the smartphones, however, key entropy reduces to a certain extent as
shown in Figure:5.11. Later, we run only our crypto and victim applications on our test
devices (Section: 1.6) and the results are shown in Figure: 5.12.
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(a) AES sbox leakage using sum of peaks of 8000 traces

(b) AES sbox leakage using individual peaks of 8000 traces

Figure 5.10: Samsung Galaxy S4: EVICT+RELOAD results

Figure 5.11: Nexus 5: Prime+Probe Results with other processes running

5.2.4 White-Box Cryptosystems

The most important goal of attacking a white-box [12] is to extract the key of the crypto-
graphic algorithm. The �rst and most important step of attacking a white-box is to �nd
an attackable white-box [12]. It may look like a trivial step but it is a necessary and im-
portant step. Real-world white-boxes [12] are usually integrated into bigger applications
and attacking those would be a challenge as they must be well protected against Dynamic
Binary Execution (DBI). While analyzing the white-box with one trace we may identify
which encryption is used. Once we are able to identify where the white-box is, then we
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Figure 5.12: Nexus 5: Prime+Probe Results with only spy and victim process in runnable
mode

may �nally limit the memory addresses to the minimum which is required to recover
the key. The next step is to create cache traces which focuses on the white-box execution.

We follow all the above mentioned steps and then aim to mount a side-channel
attack on the crafted traces. Finally, we want to �nd co-relation between the known
memory traces and the ideal data. It should be noted that whether a side-channel attack
would work or not is very di�cult before trying to attack it. For public white-boxes,
it possible to recover keys without any reverse-engineering or further knowledge of
white-box [33][12][24]. We tried our attack on a custom white-box implementation
(proposed by Chow et al). However, we could not reduce the entropy beyond 120 bits
while using only 2000 traces as shown in Figure:(5.13a),(5.13b and (5.13c). Our results
also suggest that there is linear relationship between the number of traces and the key
entropy. If we increase the number of traces then we should be able to recover the
complete secret key. In our work, we con�ned ourselves to 2000 traces as the trace
acquisition alone took more than 30 minutes.
It can be attributed to the following reasons:

• The tables used in this white-box implementation are large in number and are very
small. They could �t into one cache line. This hampers our attack results as our
granularity of monitoring is limited to one cache line.

• Secondly, we cannot perform a pro�le phase as these tables are randomly created
at every execution.

• During the generation of the tables in this white-box, it has been ensured that
they perfectly align to a cache-line. Hence, as one can easily understand that this
white-box was particularly created while keeping cache-attacks in mind.

We tried to attack several academic white-boxes but they were immune to our attack
owing to one or another above mentioned reasons. It should be noted that input/output
encodings do not have any impact on our results. This �nding could assist while attacking
future white-box implementations where encodings do annoy the attackers a lot.
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(a) Cache trace-set for access time w.r.t addresses used by white-box

(b) Binary Threshold applied to cache trace-set

(c) Key Rank Estimation on the newly generated trace-set

5.3 Impact Analysis of Attack Assumptions

We aim to analyze the impact of various attack assumptions on our results.The assump-
tions would be analyzed with respect to the success rate (success rate refers to the per-
centage of successful recovery the secret key during an attack) Following are the results
w.r.t various attack parameters:

• Impact of prefetcher: While attacking an arti�cial application when we used de
Bruijn cycle, we could avoid the e�ects of hardware prefetching. On the other hand,
when we accessed the array elements in a progression, it triggered the hardware
prefetcher as expected.

• Impact of ASLR: In case, we do not disable ASLR then the AES t-tables are
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slightly misaligned. It does not completely a�ect our results although adds a bit of
noise. On the contrary, in some cases it can also be bene�cial as one can directly
get the key byte as shown by Spreitzer et al. [64].

• Impact of operating System: The Linux o�erings like shared memory, mmap
and pagemap are exploited in our cache attack. Android is based on Linux and as
discussed in Chapter-1, Android follows principles of sand-boxing etc to protect its
application but the mysterious area of shared hardware is not paid attention to.
Privileged access to cycle counter and cache �ush instructions do make our task
a little bit di�cult but cache coherency came to our rescue. We could deploy the
cross core cache attacks on our test devices 1.6 using cache coherency o�ered by
AMBA ACCI.

• Impact of cache state before the attack: Our attack does not work on the
cache misses but on the cache hits unlike previous works [58][26][77][40]. There can
be three di�erent scenarios in which our cache attacks would perform di�erently as
stated below :

� Empty initial state: This is the most favored state [18] for cache attacks as
it provides with cold cache misses which were generally the basis for previous
attacks on x86. We used this cache state to test our attacks. However, our
attack works even without an empty initial state.

� Forged initial state: In this sceanrio [18], the attacker should be able to
control the initial state of cache as per his/her requirement. This is suggested
to manipulate the number of cold start misses. It is equivalent to empty
initial state in a way as it also involves �ushing of cache followed by some fake
encryptions. However, there is a di�erence as it uses con�ict misses instead of
cold misses to gain information about the signi�cant key bytes.

� Loaded initial state: As the name suggests [18], if the tables are already
loaded in the memory then that state is called loaded initial state. We utilized
this state as well for our attacks and it reduced the number of traces required
to recover the complete key.

• Number of cache traces/encryptions: The relationship between the number
of traces or encryptions required and the success rate of our attack are linearly de-
pendant. If we have more traces, that amounts to more information and eventually,
the chances to recover the complete key increases as well.

• Impact of the privileged and unprivileged mode: Industry has always argued
that if an attacker has an access into victim's execution space then there is no point
in carrying out a more complicated low level microarchitectural attack. To answer
this, we made our attack work in both privileged and unprivileged modes. However,
in a privileged mode we have access to cycle counter, consequently, the success rate
increases and the number of encryptions required decreases. In unprivileged mode,
we made use of timing mechanisms like perf and monotonic clock. The results were
still promising, however number of required traces increased with the change in the
choice of the timing mechanism.
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• Impact of eviction strategy: It is the most crucial aspect of the attack as an
eviction strategy with 100% eviction rate and lower execution time is essential.
Using Cache Eviction Strategy Evaluator [53] our task became fairly easy and we
could come up with an e�cient strategy. In this study, we did not try the eviction
strategies suggested by [58][79] as they were time-consuming.

• Impact of the type of attack: Prime+Probe is a much realistic attack
but we could not completely recover the key using Correlation Analysis, given
the same number of traces used for EVICT+RELOAD. On the other hand,
EVICT+RELOAD in various attack scenarios results in a successful key recovery
as discussed in previous sections.
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Conclusion 6
6.1 Conclusion

We present a novel evaluation strategy for cache side channel attacks on Android smart-
phones(1.6). Our study discusses the applicability of cache attacks (PRIME+PROBE,
EVICT+RELOAD) on a victim application making use of native code on our test
devices (1.6). It emphasizes the e�ect of the cache intial state, timing probe, compiler,
access settings, operating system etc on the generated cache traces. Further, we discuss
the number of key bytes recovered by analyzing the cache behavior. Our experiments
are not entirely dependant on the above-mentioned speci�cations and hence can be
reproduced with much ease. We perform cache attacks on OpenSSL 1.0.1g and OpenSSL
0.9.7a AES implementation on our test devices 1.6 using a state-of-the-art attack
strategy based on the works of Spreitzer et al. [64] and Tromer et al. [58]. In the
previous works [58][20][38] picture analysis was fundamentally used to identify the key
candidates. Correlation Analysis was used in timing attacks but not in access driven
cache attacks on ARM. Our results ful�ll the main objective of our research
which is the successful recovery of the complete secret key of AES (a crypto
algorithm) on ARM devices with the assistance of statistical techniques like
Correlation Analysis and Key Rank Estimation . Using the proposed method,
we quantitatively evaluate the transition with the increase of the number of plaintexts.
We also discuss the performance of our attack in varying attack scenarios and the e�ect
of the cache state on our attack performance is also analyzed. Finally, we demonstrate
the cache attack on a vulnerable implementation of AES (resembling a white-box imple-
mentation) and then test its applicability on a custom white box implementation of AES.

Future work related to the investigation of cache attacks on white-box cryptosys-
tems seems promising. We believe that incorporation of statistical analysis with
access-driven cache attack opens door to a major research in the �eld of white-box
cryptosystems. Furthermore, launching these cache attacks without any privilege
escalation or assistance from performance counters will ease the implementation. The
possibilities of new cache attacks and new attack vectors are also a part of future work.
Di�erent countermeasures to such statistical analysis could be researched. For instances,
techniques like code obfuscation can be implemented but the level to which it should be
done remains questionable.

6.2 Contributions

Attacks presented in this research are cache attacks on android smartphones namely,
Nexus 5 and Samsung Galaxy S4. The contributions of this work are as follows:
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• We demonstrate the applicability of cache attacks (PRIME+PROBE,
EVICT+RELOAD) on a victim application making use of native code on
Nexus 5. We reproduce the cache attacks on OpenSSL AES implementation
by Gruss et.al [53] using lib�ush. We demonstrate EVICT+RELOAD and
PRIME+PROBE cache attack on OpenSSL 1.0.1g and OpenSSL 0.9.7a imple-
mentations of AES, on Nexus 5 and Samsung Galaxy S4. We successfully reduce
the secret key space of from 128 bits to 64 bits using Cache Template Attacks
suggested by Spreitzer et al. [64].

• We are the �rst to demonstrate the usage of Cache Correlation Analysis and Key
Rank Estimation techniques to extract key-related information from the cache-
traces on Nexus 5 and Samsung Galaxy S4. Finally, we extract the secret key using
≈ 8000 cache traces on Nexus 5 and ≈ 700 cache traces on x-86 architecture.

• We are the �rst to demonstrate a cache attack implementation on a vulnerable AES
implementation on an x-86 machine and then test its applicability on a custom white
box implementation of AES.
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Appendix A
A.1 Processor Cache E�ects

It is important to understand that how interaction [2] between processor and cache
memory in�uences the performance of a program or of an algorithm.

A.1.1 Impact of Cache Lines

Figure A.1: Step-size(k) vs Access times(clock cycles)

Understanding of cache lines can be important for certain types of program optimizations.
For example, the alignment of data may determine whether an operation touches one or
two cache lines. As can be seen in the Figure: A.1, till the time step-size(k) was within one
cache-line size i.e, 16 (as 16 ints take up 64 bytes), there was no signi�cant performance
change. The reason behind such behavior is that today's CPUs do not access memory
byte by byte. Instead, they fetch memory in chunks of (typically) 64 bytes, called cache
lines. When a particular memory location is read, the entire cache line is fetched from
the main memory into the cache. And, accessing other values from the same cache line is
cheap. Since 16 ints take up 64 bytes (one cache line), for-loops with a step-size between
1 and 16 will touch all of the cache lines in the array. But once the step-size is 32, we'll
touch roughly every other cache line, and once it is 64, only every fourth.
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Figure A.2: Access Times vs Array Size

A.1.2 Impact of L1-L2 Sizes

Figure: A.2 re�ects at what size of an array the overall access time increases with a
sudden spike. The horizontal axis shows the size of the array (2n) where n is 1, 2, ...., 20
and the vertical axis shows the cpu cycles consumed to access array elements. Following
can be inferred from Figure: A.2:

• L1 cache is somewhere around 32 KB

• L2 cache is 256 KB

• L3 cache is 4MB

The jumps in the access times of the array help us understand how access time of each
element increases with the increase in the size of the array. The reason behind is that,
beyond the size of the cache, the cache cannot keep the entries of an array and hence it
will have to fetch them from memory when requested. The above-mentioned behavior is
the behavior of an x86 architecture based machine. For our device Nexus 5, the results
are pretty much the same with spikes on 16 KB and 2 MB positions as L1 is 16 KB and
L2 is 2MB on Krait 400.

A.1.3 Impact of Cache Associativity

Direct mapped caches can su�er from con�icts, for e.g. when multiple values compete for
the same slot in the cache, they keep evicting each other out, and the hit rate plummets.
On the other hand, fully associative caches are complicated and costly to implement in
the hardware. N-way set associative caches are the typical solution for processor caches,
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as they make a good trade o� between implementation simplicity and good hit rate.

For example, the 2MB L2 cache on Nexus 5 is 8-way associative. Each of the
4096 sets will have 8 ways/lines in the cache. So, the lowest 12 bits of the memory block
index will determine which set the block belongs to (212 = 4,096). As a result, cache
lines at addresses that di�er by a multiple of 262,144 bytes (4096 * 64) will compete for
the same slot in the cache. The cache on Nexus5 can hold at most 8 such cache lines.
For the e�ects of cache associativity to become apparent, we need to repeatedly access
more than 8 elements from the same set as this will result in the eviction of the desired
set. On the basis of this property, we will understand how cache eviction is performed
without any dedicated instruction and will try to achieve the maximum possible eviction
rate.

A.1.4 Memory Organization

In Figure: A.3 a set associative cache memory and the memory organization are shown.
As shown in the Figure: A.3, the cache memory is divided into ways/lines (W) and
sets(S) and its size is decided by the processor and the cache design. Each memory block
is mapped to a speci�c cache set , for e.g, when an S-box element is allocated in the
memory (Figure: A.4), each element of S-box table is cached in corresponding cache set
when a cache miss occurs [66].

Figure A.3: Mapping from main memory to cache
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Figure A.4: S-box elements mapped from main memory to cache

A.1.5 Impact of CPU A�nity

If we are running time-sensitive or deterministic processes, there is a reason to be in-
terested in CPU a�nity [32]. For example, hard a�nity can be used to specify one
processor on an eight-way machine, while allowing the other seven processors to handle
all the normal scheduling needs of the system. This action ensures that our long-running,
time-sensitive application gets to run, and also allows other application(s) to monopolize
the remaining computing resources.

A.2 Types of Cache Misses and their utility

Cache eviction is performed to create some space for new entries in the cache when the
cache is full. It can also be triggered manually by exploiting a speci�c category of cache
misses which is called Con�ict Misses. Cache misses [18] can occur because of following
three reasons:

• Whenever a data is referenced for the �rst time, it has to be fetched from the
memory and hence there is a cache miss. This is termed as Compulsory Misses

• For a given size of a cache, any data which is more than the limited size of the
cache would result in a cache miss. This is termed as Capacity Misses
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• If one or more memory access references a particular address then there arises
a con�ict and data present in the cache earlier would be evicted. This is called
Con�ict Misses

The 3rd category of cache misses can be e�ectively used to perform cache eviction. The
data from the cache can be evicted using several approaches which are only applicable
to Least Recently Used (LRU) replacement policies [41] and thus, are not suited for
ARM CPUs. However, Spreitzer and Plos [64] proposed an eviction strategy for ARMv7-
A devices that tries to overcome the pseudo-random replacement policy by accessing
more addresses than there are ways per cache set. Gruss et al.[53][40] demonstrated an
automated way to �nd fast eviction strategies on ARM.

A.2.1 L1 and L2 cache misses

L1 cache is local to the processor's cores and hence in order to perform cache attacks
both spy and victim applications have to run on the same core. The size of L1 cache also
plays a major role in terms of eviction and cache misses. If the size of L1 is small then
it will result in more cold start misses (2). On the other hand, in the case of L2 cache,
since it is used for both data and code, there will be some inevitable cache collisions
(and line evictions) caused by the instruction fetching activity. However, since L2 cache
is bigger in size, the possibility of false positives during eviction gets reduced. Attacks
exploiting the L2 or LLC cache in android smartphones have demonstrated the recovery
of sensitive information like cryptographic keys [45][77].

Another problem arises from the processor's capability for hardware prefetching:
If a series of cache misses occur, in an arithmetic progression, within a single page, then
the cache will recognize this as a data stream and prefetch two additional cache lines.
The solution is to access the cache lines in an irregular manner (i.e., to follow a de
Bruijn cycle instead of accessing the lines in an arithmetic progression). Thus, hardware
prefetcher will not get activated as well. In most of the past attacks [60][25][22], the
initial state of cache (empty, loaded or initialised) is not clearly stated and hence, the
di�erent type of cache misses (cold, con�ict and capacity) arises [60]. However, it should
be mentioned that most of the cache attacks make use of cold or con�ict misses. This is
due to the fact that symmetric encryption techniques are designed to have a relatively
high speed. Hence, all the operations must be implemented by lookup tables whose total
size do not exceed the cache capacity.

A.3 Eviction Results: Nexus 5

Table:A.1 summarizes di�erent eviction strategies for Krait 400 (Nexus 5). Column 1
de�nes the number of addresses being accessed using Rowhammer Eviction Strategy
[39]. Column 3 signi�es the eviction rate. As can be seen from the table that row 1
and row 3, despite almost the same number of di�erent addresses being accesses in a
loop, there exisits a signi�cant di�erence in the eviction rate. The reason behind is the
number of accesses performed to those di�erent addresses which facilitate the eviction
and successfully tricks the PLRU policy.
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Table A.1: Eviction Results: Nexus 5

Number of Addresses (N) Number of Accesses (A) Eviction Rate (in %)
13 1 79.97
12 3 100
10 2 100

A.4 White-Box Use cases

Example 1: Digital Signature (Figure: A.6) and Example 2: Content Protection (Figure:
A.5) describe the utility of WBC in their functionality. WBC is an integral part of these
services o�ering Content Rights Management on mobile devices such as smartphones.

Figure A.5: Content Protection using White-Box

Figure A.6: Digital Signature using White-Box
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A.5 First Order Analysis and Key Rank Estimation

Figure:A.7 shows �rst-order analysis (Correlation Analysis) of cache traces from an attack
on AES last round. All three steps namely: Trace acqusition, Binary Threshold Filtering,
and Correlation Analysis are shown. Figure: A.8 demonstrates the usage of key rank
estimation on the correlation analysis. Figure: A.9 demonstrates how key entropy reduces
with every 100 cache traces. Figure:A.10 shows how correlation analysis helps in full
recovery of key. Additionally, �gure: A.11 explains how subsets of 8000 cache traces
each, respond to the key extimation technique. Finally, in order to �nd the bounds on
the number of cache traces required, we show the e�ect of Minimum-Maximum-Average
module in Figure: A.12.

Figure A.7: Steps of Correlation Analysis of cache attack on last round of AES

Figure A.8: Key rank estimation of cache attack results on AES last round
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Figure A.9: Nexus 5: Key Rank Estimation on 8000 traces

Figure A.10: Nexus 5: Correlation Analysis 320000 cache traces
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Figure A.11: Nexus 5: Key rank estimation of subsets (8000 cache traces each)

Figure A.12: Nexus 5: Minimum-Average-Maximum of subsets (8000 cache traces each)
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Abstract. Android smartphones collect and compile a huge amount of
sensitive information which is secured using cryptography. There is an
unintended leakage of information during the physical implementation
of a cryptosystem on a device. Such a leakage is often termed as side
channel and is used to break the implementation of cryptographic algo-
rithms. In this work, we utilize cache memory based side channels on
android smartphones to retrieve crypto-process information. These side
channels are based on the information leakage through the operating sys-
tem, micro-architecture of the processor and the state of the processor’s
memory cache. We demonstrate the retrieval of data dependent memory
access patterns using a spy application running in the background to re-
cover the full secret key of cryptographic primitives such as AES T-table
implementation in OpenSSL, all that would be necessary is a rogue app
downloaded from an app store that is run under normal privileges. We
show that a mathematical correlation which depends on the guessed key,
can be utilized to recover the complete key in access-driven cache attacks
(CAs). We show the effectiveness of the proposed method using access
time measured in noisy environments. We analyze the changes in the cor-
relation values with the number of plaintexts/ciphertexts for a successful
attack using key estimation. Furthermore, we discuss and demonstrate
the applicability of cache memory based side channel attacks on a white-
box implementation of AES.

Keywords: Cache Attacks, Android, OpenSSL AES, Key estimation,
Correlation Analysis

1 Introduction

With ≈ 87% market share [4], Android clearly dominates the smartphone mar-
ket. One of the reasons behind such a huge success is that android is considered
to be ”open and free”. Also for developers, it allows them to incorporate al-
ready available third party code in their applications which can be confirmed
by the heavy usage of native libraries among the most popular applications.
However, including third party code in an application can have some severe
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consequences both on the user and the developer of the app. In practice, crypto-
graphic primitives and cryptographic protocols are implemented to protect user’s
information from malicious applications and 3rd party native code. Smartphones
use cryptographic keys to protect sensitive information such as health records
and banking passwords. These techniques intrinsically make use of standard-
ized cryptographic algorithms such as Advanced Encryption Standard (AES)
etc. In cryptographic implementations, the secret key directly affects the emit-
ted side-channel information for e.g. power usage patterns or memory access
patterns. Hence, observations made on this leaked data can eventually lead to
the revelation of the secret key. Such malicious leakage to untrusted third-party
applications which can exploit these side-channels is one of the key challenges
to the smartphone data security and privacy.

Typically, Android uses a kind of Unix Sandboxing method to run the applica-
tions. Usually, mobile applications run with different permissions and privileges
and the low-level implementation of machine in collaboration with OS provides
for desired access control. For example, each application that is installed on
an Android device is assigned its own unique user identifier (UID) and group
identifier (GID). This behavior is different than conventional Linux, where ap-
plications that are shared by a user are run under user’s context. Specifically, it
means that the processes running as separate users cannot interfere with each
other such as sending signals or accessing one another’s memory space. Android
applications execute within a register-based VM, DalvikVM which relies on func-
tionality provided by a number of supporting native code libraries. Similar to
Java VM, the DalvikVM interfaces with low-level native code using Java Native
Interface (JNI). Once a process or an application starts when an Android device
boots is the Zygote process. It is responsible for loading libraries used by the An-
droid Framework. It also acts a loader for each Dalvik process and prevents the
repetitive loading of the Android framework and its dependencies when start-
ing applications. As a result, core libraries, core classes and their corresponding
heap structures are shared across instances of the DalvikVM. For e.g., a device
running Android 4.3 contains more than 200 shared libraries. Much of the low-
level functionality is implemented in these shared libraries which are developed
in native code (are a part of well-known open source projects). The usage of na-
tive code makes them prone to memory corruption vulnerabilities, side-channel
leakage etc.

A potential leakage in the form of execution footprints [29] leaks timing in-
formation such as, access time to perform a look-up in a table while performing
a crypto operation. Such a side-channel originally stems from the microarchi-
tectural structure of the underlying microprocessor. In 2006, Osvik et.al [29]
showed how a low-level implementation detail of modern CPUs, namely the
structure of memory caches, leads to cross-process information leakage between
processes running on the same processor. In essence, the cache forms a shared
resource which all processes compete for, and it thus affects and is affected by
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every process. While the data stored in the cache is protected by virtual mem-
ory mechanisms, the metadata about the content of the cache, and hence the
memory access patterns of processes using that cache, are not fully protected
[23][30][37][24]

From the perspective of side-channel attacks, most of the attacks on a smart-
phone require an adversary to have physical access to it or at least have a cable
or probe in close proximity to the device while it is performing some crypto-
graphic operation. Usually the time to attack an application is dependent on the
application specification for e.g. time to hack RSA [33] would be different than
that required for ECC [34] occurs when a developer accidentally places sensitive
information or data in a location on the mobile device that is easily accessible
by other apps on the device. For instance, a developer’s code processes sensi-
tive information supplied by the user or the backend. During that processing, a
side-effect (that is unknown to the developer) results in that information being
placed into an insecure location such as cache etc. on the mobile device that
other apps on the device may have open access to. Under these assumptions,
we can safely assume that one malicious app can extract valuable information
about other apps running on the same device.

The paper is organized as follows. In Section 2 we provide the technical back-
ground related to cache attacks and challenges faced on ARM. After that we
introduce our threat model in Section 3. In Section 4 we give our formal outline
of a cache attack. We cover the cache attacks on the first round [12] and on
the last round of AES. In Section 5, we discuss about leakage models and cache
correlation analysis. We show the application of key estimation techniques on
the generated cache traces in Section 6. In Section 7, we discuss the impact of
various attack parameters on the intensity of the attack. Then, we present and
discuss our results and provide with subsequent application of our technique on
white-box cryptosystems. We finish with remarks about future research.

2 Related Work

In 1999, Simple Power Analysis (SPA) and Differential Power Analysis (DPA)
was introduced by Kocher et al. [24]. According to them, an attacker can ex-
tract cryptographic keys by studying the power consumption of a device. They
[23] further explained that there is a leakage of information from computers and
chipsets about the operation they execute. They utilized the power consumption
measurements to find secret keys from tamper resistant devices.

A different side channel on modern computing architectures is introduced by
the memory hierarchy that stores subsets of the computer’s memory in smaller
but faster memory units, so-called caches. Cache side-channel attacks exploit the
different access times of memory addresses that are either held in the cache or the
main memory. Kelsey and Kocher et al. [21][23] were the first to discuss the theo-
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retical cache attacks. Page and Tsunnoo et al. [30][37] discussed the applicability
of cache attacks on DES. Based on his work, Bernstein [6] demonstrated com-
plete AES key recovery from known-plaintext timings of a network server. Hund
et al. [20] demonstrated how an adversary can implement a generic side channel
attack against the memory management system to deduce information about the
privileged address space layout. Gullasch et al. [19] attacked the L1 cache and
demonstrated the exploitation of shared memory to mount cache attacks. The
Evict+Time and Prime+Probe techniques by Osvik et al. [29] explicitly targeted
cryptographic algorithms. While Herath et al. [3] discussed the CPU Hardware
Performance Counters for Security, Chiappetta et al. [11] demonstrated the real
time detection of cache-based side channel attacks using hardware performance
counters. Yarom and Falkner introduced Flush+Reload attack in 2014 where
the target was L3 cache instead of L1 cache. It allows an attacker to determine
which specific parts of a shared library or a binary executable have been accessed
by the victim with an unprecedented high accuracy. Based on this work Gruss
et al. [26] demonstrated the possibility to exploit cache-based side channels via
cache template attacks in an automated way and showed that besides efficiently
attacking cryptographic implementations, it can be used to infer keystroke in-
formation and even log specific keys. Zhao et al. [42] presented an access-driven
attack on the first and second round of the AES encryption. Laradoux et al. [25]
explained about the collision attacks on processors with cache and countermea-
sures.

However, it is also possible to induce hardware faults by software, and thus
from a remote location, if the device could be brought outside of the specified
working conditions. In 2014, Kim et al. [22] demonstrated that accessing specific
memory locations at a high repetition rate can cause random bit flips in Dy-
namic Random-Access Memory (DRAM) chips. Since DRAM technology scales
down to smaller dimensions, it is much more difficult to prevent single cells from
electrically interacting with each other. They observe that activating the same
row in the memory corrupts data in nearby rows. Gruss et al. [26][17] showed
that such bit flips can also be triggered by JavaScript code loaded on a website.
However, this attack can only be demonstrated on Intel and AMD systems using
DDR3 and modern DDR4 modules. Brumley et al. [10][9] carried out the attack
on live cache-timing data and cache storage data. In 2015, Seaborn demonstrated
that cache side channel attack could be exploited for privilege escalation. Weiss
et al. [39] and Bogdanov et al. [7] attacked ARM7 microcontrollers and ARM
Cortex-A8 processors. Van der Veen et al. [15][38] investigated the rowhammer
bug [22] on ARM-based devices as well. They successfully triggered the bug on
multiple mobile devices and built a root exploit for Android. Key rank estimation
techniques came as a major breakthrough in the field of estimation of security
of a cryptographic implementation. Vincent et al. [14] [32] explained a simple
key enumeration and rank estimation technique using Histograms.
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3 Technical Preliminaries

In this section, we provide a brief description about processor cache memory and
cache attacks.

3.1 Cache Memory

A cache memory [41][40] is a small, volatile and fast array of memory placed
between the processor and main memory. It is equipped with additional features
to cater to high throughput requirements of a processor. Thus, when a processor
requests data that already present in the cache memory, it is brought to the
registers within a single clock cycle without stalling the pipeline and results
in a cache hit. If not present in the cache, this results in the cache miss, and
the desired data is fetched from Non-Volatile Memory (NVM), and the entire
line containing the desired data is loaded into the cache. Cache memory is a
smaller and faster storage area in comparison to the main memory and therefore
many different addresses in the main memory are mapped to the same cache
entry (associative caches). Associative caches in modern processors consist of
cache sets (S) which contains cache lines (B) with (W) bytes each. Hence the
size of cache is (S.B.W). The cache architectures are optimized to minimize the
number of cache misses for typical access patterns but can be easily manipulated.
Depending on the cache replacement policy, such property can be used to perform
manual cache eviction and monitor the cache behavior. Additionally, a data item
residing in the cache (cache hit) is retrieved much faster than a data item that
is not in the cache (cache miss) and the difference in access times is measurable.
Thus, cache hit/miss ratio can also be exploited to retrieve the memory access
patterns during the execution of a process (in our case a crypto process).

3.2 Cache Attacks on ARM

In this section we discuss cache attacks [13][19][35][16][17][5][29] and their appli-
cability on ARM. A cache attack exploits the cache behavior of a cryptosystem
by obtaining the execution time and/or power consumption variations gener-
ated via cache hits and misses. Cache analysis techniques enable an unprivileged
process to attack another process, e.g., a cipher process, running in parallel on
the same processor as done in past research work (Section: 2). The memory ac-
cesses of software cryptosystems, especially S-box based ciphers like DES and
AES, employ key-dependent table lookups, indices of which are simple func-
tions of the key and the plaintext. Revealing these memory access patterns, i.e.
lookup indices via cache statistics and the knowledge of the processed message
makes it relatively easy to break these ciphers. Such attacks are known as access
driven cache timing attacks [29] [30]. They utilize the particularities of micro-
controllers and microprocessors with the cache memory which frequently exhibit
data-dependent timing. As discussed before, it is a result of one of the processor
optimizations where variable speed-up is required. Different execution times for
different inputs amounts to cache hits and misses in specific cache sets depending
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upon the implementation of the crypto algorithm involving S-box invocations in
software. When the inputs to S-boxes are key-dependent, this timing informa-
tion frequently turns out to be sufficient to recover the entire key. If the access
is performed to cached data (S-box entries), then it requires less time than the
data which is not present in the cache. The penultimate purpose of these attacks
is to determine which cache lines or cache sets have been accessed during the
encryption. Hence, knowledge of the location of the pre-computed S-boxes or
T-tables within the memory as well as information about the cache architecture
is necessary. However, fewer measurement samples are required in comparison
to the time-driven attacks in order to recover the secret key [29].

Historically, these attacks [30][29] can be further divided into following 3 cate-
gories:

– EVICT + TIME: The attacker measures the time it takes to execute a
piece of victim code. Then attacker flushes part of the cache, executes and
times the victim code again. The difference in timing tells whether the vic-
tim uses that part of the cache.

– PRIME + PROBE: The attacker accesses memory to fill part of the cache
with his own memory and waits for the victim code to execute. This is called
the Prime Step. Then the attacker measures the time it takes to access the
memory that he carefully placed in the cache before. This is called the Probe
Step. If the access time is higher than a certain threshold for certain cache
line, then we know that the victim process evicted those cache lines from
the cache. If the access time is less than a certain threshold, then it becomes
clear that victim did not access those lines or evict those cache lines.

– FLUSH + RELOAD: The flush and reload attack utilizes the fact that
processes often share memory. By flushing a shared address, then wait for
the victim and finally measuring the time it takes to access the address an
attacker can tell if the victim placed the address in question in the cache by
accessing it.

The rising popularity and usage of smartphones in our everyday life clearly states
the need for the investigation of such cache attacks on modern smartphones. It
also becomes important to study the assisting techniques which make these at-
tacks more viable. To this aim, we discuss the applicability of FLUSH+RELOAD
and PRIME+PROBE attacks on ARM-v7 based smartphones. However, it is
important to mention that ARM-v7 does not provide for unprivileged flush in-
structions unlike x86. Therefore, in place of cache flush, we perform manual
cache eviction as suggested in [18] [26]. Hence, instead of FLUSH+RELOAD,
the connotation becomes EVICT+RELOAD. We can perform these attacks on
an unrooted Android smartphone or without any privileged access as well with
the help of libflush [27]. In contrast to x86, there are several challenges on ARM-
v7 CPUs which can be enumerated as follows :
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1. Non-inclusive/exclusive cache
2. No unprivileged cache flush instruction
3. Pseudo random cache replacement policy
4. No unprivileged access to cycle accurate counter

Using libflush [27], not only could we overcome all the above mentioned chal-
lenges on ARM but could also attack white-box cryptosystems. In the next
section, we will describe our threat model which implements EVICT+RELOAD
and PRIME+PROBE attacks on OpenSSL 1.0.1g AES implementation on ARM
(Section: 5.1).

4 Threat Model

Fig. 1: Threat Model

Our access-driven cache attack on software implemenation of AES is inspired by
the works of Osvik et al. [29], Neve et al. [28], Spreitzer et al. [35] and Bonneau
et al. [8]. The threat model 1 comprises of two processes running on the same or
different processors. The CPU affinity is important from the aspect that there
should be no context switching while are processes are running on their respective
CPUs. In this attack neither do we have any information regarding when a T-
table is accessed during an AES round nor do we get any information about the
order of accesses within one measurement. We cannot identify any distinction
between AES rounds. For EVICT+RELOAD attack, the prerequisite is to map
a shared library (libcrypto.so) used by the victim crypto process into attacker’s
address space. We assume the knowledge of position of T-tables in the memory,
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some preprocessing steps are required as mentioned in [35] and [29]. The access
times are calculated using any of the following timing mechanism: cycle counter
(PMCCNTR), perf or monotnonic clock. After the collection of access-times
corresponding to the cache sets, we can map them to cache hit or miss on the
basis of a pre-calculated threshold. In the previous cache attack implementations
[35] [26] [10], it was a mandatory step, however, in our implementation this step
can be omitted as it does not effect the ultimate aim of full key recovery. It does
affect the number of traces required for the key recovery as the useful information
about access times gets affected by noise a lot. There is no such perquisite for
shared memory in PRIME+PROBE and the remaining steps are explained in
Section: 4.3. We implemented cache attacks on our x-86 and ARM based test
devices (Section: 5.1) using the generic attack strategy mentioned in Figure: 2.
The threat model used to perform the following two attacks on OpenSSL T-table
AES implementation (1.0.1g) is shown in Figure: 1.

Address 
Selection

Access 
Timing

Map to Cache 
Hit/Miss

Trace Acquisition

Intermediate Leakage 
Models

Key
Recovery

Target
Selection

Differential Computational Analysis

Fig. 2: Attack steps

4.1 Attack Assumptions

In order to simplify the descriptions and analysis of our access-driven cache
attacks [18][29][10][29] on ARM, we will start with the following assumptions
based on the work of Zhao et al. [42] :

– The attacker uses uniformly distributed plaintexts.

– The attacker has access to an accurate and high performance timing mech-
anism for example cycle counter on ARM, perf or monotonic clock.

– The attacker operates synchronously with the victim process.

– The attacker knows the cipher text.

4.2 EVICT + RELOAD Attack

EVICT+RELOAD (Figure: 3) is a variant of FLUSH+RELOAD as instead of
flushing the cache line, we perform eviction. In the first step, spy process maps
a shared library or binary into its own address space. The second step is to evict
a cache entry from the shared memory. Then the victim is scheduled again on
the processor. In the final step, the spy process checks whether the evicted line
is loaded or not again.
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Fig. 3: EVICT+RELOAD cache attack

4.3 PRIME + PROBE Attack
As mentioned before, PRIME+PROBE (Figure: 4) does not involve the usage
of shared libraries. The first attack step is that a spy process primes the cache
memory with its own data. In the following step, the victim is scheduled and it
evicts certain cache lines during execution. The attacker process checks data to
determine if the primed sets were accessed or not.
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slow
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A2
A3
A4
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B1
B2
B3
B4
B5
B6

C0 C1 C2 C3

fastslow

Fig. 4: PRIME+PROBE attack

5 Experiments

5.1 Target Devices

We aim to perform cache based side channel attacks on Nexus 5 (quad-core
KRAIT 400) and Samssung Galaxy S4 (quad-core KRAIT 300) with the follow-
ing (Table: 1) cache configurations.
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Level of
cache

Cache Size Associativity
Cache Line

Size
Inclusiveness Device

L1
2x16KB

(per core)
4-way 64 Bytes

Non-
inclusive,
exclusive

Nexus 5

L2
0.5MB

(per core)
8-way 64 Bytes

Shared, uni-
fied

L1
2x16KB

(per core)
4-way 64 Bytes

Non-
inclusive

Samsung
Galaxy S4

L2
0.5MB

(per core)
8-way 128 Bytes

Shared, uni-
fied

Table 1: Cache organization

5.2 Preliminary Analysis and Notations

Cache Attack (EVICT+RELOAD) on AES 1st round: The first round
attack is performed on sbox out of 1st round of AES (on both versions 0.9.7a and
1.0.1g) using strategy explained in [35]. In the first round of AES, the following
operations takes place for i=1,..,16:

xi = pi ⊕ ki (1)

Here, xi is the state byte which is used to perform T-table lookup for the next-
round and pi is a plaintext byte and ki is a key byte. Hence, if we know the
plaintext, then we can guess the upper 4 bits of the address being accessed, as
explained in [29][8][31][35].

Cache Attacks on AES last-round: Our implemantation works on T-table
AES implementation (OpenSSL 1.0.1g). In OpenSSL 1.0.1g, all four tables namely;
T0,T1,T2,T3 are used in the 10th round. We perform n > 8000 number of en-
cryption for each cache set occupied by the T-tables. For demonstration, we use
OpenSSL 1.0.1g (32 bit version) on Android , however the attack should be scal-
able to other versions as well. The total space occupied by T0−T3, tables is 4KB.
Hence, the number of cache sets occupied by T-tables is 64, as the size of each
cache line is 64 bytes and each set contains 8 cache lines (8-way associativity).
For EVICT+RELOAD, we evict a specific cache set and perform encryption.
If the evicted cache set is used by the encryption, then it will be fetched again
from the memory, otherwise not. In the last and final step we access the evicted
address again to check if it is loaded during the encryption step. We store the
ciphertext and corresponding CPU cycles w.r.t each cache set in a structure
called cache trace. Similarly in PRIME+PROBE attack, In order to recover the
secret key, we perform the correlation between the intermediate value of the
guessed key and every bit of the cache addresses acquired by T-tables. In order
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to perform correlation, we may convert our cache traces in binary traces by us-
ing a suitable threshold (this is more of an optimization step). We use different
leakage models like Bit, ID, and Zero Value models to hypothetically determine
the intermediate value. Another most important technique which is utilized to
identify how many traces are sufficient in order to recover the full key is Key
Rank Estimation.

6 Results and Analysis

In this chapter, we discuss and analyze the results of cache attacks strategies on
ARM. The focus of our results and analysis is on our test devices (Section: 5.1).
We run a pilot attack on x86 first, to reckon the feasibility of our attack and
then we escalate it to our test devices (Section: 5.1).

7 Differential Cache Correlation Analysis (CCA) and
Leakage Models

Correlation coefficient provides an extremely efficient way to determine linear
relationships between data. In our case, we aim to find correlation between the
hypothetical intermediate values for every possible key guess to binary cache
trace (which contains 1 for a cache miss and 0 for a cache hit on a bunch of
addresses) based on certain leakage models. It is to be mentioned that only
4 MSBs of the 16 attacked addresses are important as cache traces operate on
cache line level (containing 16 elements each) not on individual address level. We
attacked sbox-out of 1st round of AES encryption on Nexus 5 to demonstrate
the applicability of cache template attacks. We use our attack strategy along
with various leakage models [36] (they are used for power-side channel analysis)
to attack AES last round on our test devices(5.1). In this section we will discuss
these leakage models and their usability w.r.t our attacks scenarios. We use
Inspector (an advanced tool for side-channel analysis) [1] to perform correlation
analysis which we term as Cache Correlation Analysis (CCA). The non-linear
behavior of sbox [36] is key to this analysis. A one bit difference at an sbox
input leads to a difference of several bits at the output. Hence, even if a key
hypothesis is only wrong in one bit, the output in sbox will be different in
several bits. Therefore, while attacking the output of sbox the correlation for all
wrong key hypothesis is significantly smaller than the correlation for the correct
one. Hence, we mount our correlation analysis on the intermediate results that
occur after the sboxes (sbox out) in the first round and before the sboxes in
(sbox in) last round.

– Using ID Leakage Model

ID + 0--------------------N
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ID leakage model operates on byte level and is suitable for addresses which
are close to the either extremes (beginning(0) and ending(N)) of the table.
So an address (an index used for lookup) which is either close to 0 or close
to N, there will always be a very high correlation. For e.g in the case of
address 0 there will be a high correlation when the intermediate value is 0
and if it’s higher, the result would be opposite. This is a linear dependency
(0 : yes, > 0 : No). The inverse holds true for address N. For all addresses
in between, this dependency slowly decreases towards the middle and goes
to the negative extreme for N. The reason can be attributed to the fact that
the impact of entire byte address correlating with intermediate value is taken
into consideration instead of the 4MSBs. Additionally, in such a case neither
low values nor high values increase the chance of a hit which subsequently
means no linear relationship and no peak. The effect is plotted in figure::

– Using Bit Leakage Model

BitX + 0--------------------N

This model depicts a linear dependency in between the model and the ad-
dresses being used during encryption (as shown in sample cache traces) and
therefore it is detectable with correlation. It is nice for White Box Cryp-
tosystems since we can circumvent several encoding schemes. This model
gives rise to interesting patterns as we take into consideration only a part of
the index (address) in the correlation trace.

In order to simplify the assumption lets take into account how 16 cache
line addresses would be represented in binary Address0: 0000
Address1: 0001
Address2: 0010
Address3: 0011
Address4: 0100
Address5: 0101
Address6: 0110
Address7: 0111
Address8: 1000
Address9: 1001
Address10: 1010
Address11: 1011
Address12: 1100
Address13: 1101
Address14: 1110
Address15: 1111

Now if we correlate the MSB of our intermediate (which is the index for
this table of addresses) we get some interesting results. For example: having
the MSB at 1 means that addresses 0-1 and addresses 4-5 and so-on so-forth
cannot be used and having the MSB at 0 means that there is a 50% chance
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that addresses from 0 to 16 are alternatively used and one can spot a nega-
tive correlation at an odd number of addresses.
This effect is shown in (Figure:??) for the 4 most significant bits (MSBs) of a
8 bit lookup table (sbox) on x86 architecture (Intel i5) based DELL machine
. (Figure:??) also, demonstrates the effect of 7th MSB of the index value.
This information about the correlation in between the MSB of the
address and the bits of intermediate value is of significant impor-
tance. As now, we know for sure that which leakage model depicts our cache
trace characteristics in the most accurate way. As bit model gives the bit
level granularity (shown in Figure:??) and depicts the correlation of each
bit with the intermediate value, it is a suitable choice for cache correlation
analysis in the later experiments.

8 DCA on ARM

8.1 EVICT+RELOAD

EVICT+RELOAD cache attack is successful in full key recovery on x86 architec-
ture using only 1100 traces as shown in Figure:5. In the following results, we take
into consideration only the information related to the 4MSBs of the addresses,
as cache operates at cache line level and each line contains only 16 elements of T-
tables depicted by 4MSBs of the addresses which contain the useful information.
However, for comparison purposes, we also investigate the variation in results
when information related to every single address is taken into consideration.

Fig. 5: X86: key rank estimation Using 1100 encryptions

The results of EVICT+RELOAD attack, on OpenSSL 1.0.1g AES implementa-
tion vary quite significantly on our target devices. Figure:6 demonstrates that
8000 traces are not sufficient to recover the full key from a crypto process run-
ning on Nexus 5 using key estimation technique [32]. However, the bit entropy
is reduced significantly to 14.5 bits. In the case of Samsung Galaxy S4, the min-
imum number of traces required to recover the full key is more than 8000 as
can be seen from Figure: 7. It is shown that the key bit entropy gets reduced to
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Fig. 6: Nexus 5: key rank estimation using 8000 traces

Fig. 7: Samsung Galaxy S4: key rank estimation using 8000 traces

only 48 bits. There is an interesting effect which can be highlighted by using
cache hit/miss ratio of every individual address instead of cache line addresses
to recover the full key.

(a) Nexus 5: all 256 addresses depicted in cache traces

(b) Nexus 5: key rank estimation using 256 addresses
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As, can be observed from Figure:8a, that tables are a little misaligned and
not each one of the 16 addresses is present in a cache line, depict the same
behavior of the line (due to misalignment). Figure: 8b demonstrates the effect
of key rank estimation and correlation analysis on 9000 cache traces.

8.2 PRIME + PROBE

The key estimation results associated with the PRIME+PROBE technique differ
from the EVICT+RELOAD because of the following reasons:

– There is no concept of dedicated shared memory involved in between two
processes in PRIME+PROBE. Filtering of results on the basis of additional
parameters is required.

– Noise is added as some other processes can cause evictions and context-
switches and may hamper the results in the cache trace sets.

– It requires more addresses to be monitored in comparison to EVICT+RELOAD
and is more time-consuming.

We utilize the same number of traces as used for EVICT+RELOAD technique
as a benchmark for PRIME+PROBE technique. Initially, we observed that we
are not able to recover the full key on Nexus 5 or Samsung Galaxy S4 with 8000
traces as other processes were running on the smartphones, however, the key
entropy reduces to a certain extent. Later, we run only our crypto and victim
applications on Nexus 5 and the results are shown in Figure:9.

Fig. 9: Nexus 5: Prime+Probe results with only spy and victim process in
runnable mode

8.3 White-Box Cryptosystems

The most important goal of attacking a white-box [2] is to extract the key of the
cryptographic algorithm. We implemented an EVICT +RELOAD attack on the
crafted traces (Figure: 10). Finally, we find co-relation between the known cache
traces and the ideal data. It should be noted that whether a side-channel attack
would work or not is very difficult before trying to attack it. We tried our attack
on a custom white-box implementation (proposed by Chow et al). Our results
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(a) Cache trace-set for access time w.r.t. addresses used by white-box

(b) Binary Threshold applied to cache trace-set

(c) Key Rank Estimation on the newly generated trace-set

Fig. 10: EVICT+RELOAD Cache Attack on a White-Box Cryptosystem
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also suggest that there is linear relationship between the number of traces and
the key entropy. However,we could not reduce the entropy beyond 120 bits while
using only 2000 traces as shown in Figures:(10a),(10b) and (10c). If we increase
the number of traces then we should be able to recover the complete secret key.
In our work, we confined ourselves to 2000 traces as the trace acquisition alone
took more than 30 minutes which is more than the stipulated time for a realistic
attack. It can be attributed to the following reasons:

– The tables used in this white-box implementation are large in number and
are very small. They could fit into one cache line. This hampers our attack
results as our granularity of monitoring is limited to one cache line.

– Secondly, we cannot perform a profile phase as these tables are randomly
created at every execution.

– During the generation of the tables in this white-box, it has been ensured
that they perfectly align to a cache-line. Hence, as one can easily understand
that this white-box was particularly created while keeping cache-attacks in
mind.

We tried to attack several academic white-boxes but they were immune to our
attack owing to one or another above mentioned reasons. It should be noted that
input/output encodings do not have any impact on our results. This finding could
assist future attacks on white-box implementations where encodings do annoy
the attackers a lot.

9 Impact Analysis of Attack Assumptions

We aim to analyze the impact of various attack assumptions on our results.The
assumptions would be analyzed with respect to the success rate (success rate
refers to the percentage of successful recovery the secret key during an attack)
Following are the results w.r.t various attack parameters:

– Impact of prefetcher: While attacking an artificial application when we
used de Bruijn cycle, we could avoid the effects of hardware prefetching. On
the other hand, when we accessed the array elements in a progression, it
triggered the hardware prefetcher as expected.

– Impact of ASLR: In case, we do not disable ASLR then the AES t-tables
are slightly misaligned. It does not completely affect our results although
adds a bit of noise. On the contrary, in some cases it can also be beneficial
as one can directly get the key byte as shown by Spreitzer et al. [35].

– Impact of operating System: The Linux offerings like shared memory,
mmap and pagemap are exploited in our cache attack. Android is based on
Linux and as discussed in Chapter-1, Android follows principles of sand-
boxing etc to protect its application but the mysterious area of shared hard-
ware is not paid attention to. Privileged access to cycle counter and cache
flush instructions do make our task a little bit difficult but cache coherency
came to our rescue. We could deploy the cross core cache attacks on our test
devices 5.1 using cache coherency offered by AMBA ACCI.
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– Impact of cache state before the attack: Our attack does not work on
the cache misses or cache hits unlike previous works [29][10][43] [18]. There
can be three different scenarios in which our cache attacks would perform
differently as stated below :

• Empty initial state: This is the most favored state for cache attacks
as it provides with cold cache misses which were generally the basis for
previous attacks on x86. We used this cache state to test our attacks.
However, our attack works even without an empty initial state.

• Forged initial state: In these attacks, the attacker should be able
to control the initial state of cache as per his/her requirement. This is
suggested to manipulate the number of cold start misses. It is equivalent
to empty initial state in a way as it also involves flushing of cache followed
by some fake encryptions. However, there is a difference as it uses conflict
misses instead of cold misses to gain information about the significant
key bytes.

• Loaded initial state: As the name suggests, if the tables are already
loaded in the memory then that state is called loaded initial state. We
utilized this state as well for our attacks and it reduced the number of
traces required to recover the complete key.

– Number of cache traces/encryptions: The relationship between the
number of traces or encryptions required and the success rate of our at-
tack are linearly dependant. If we have more traces, that amounts to more
information and eventually, the chances to recover the complete key increases
as well.

– Impact of the privileged and unprivileged mode: Industry has always
argued that if an attacker has an access into victim’s execution space then
there is no point in carrying out a more complicated low level microarchi-
tectural attack. To answer this, we made our attack work in both privileged
and unprivileged modes. However, in a privileged mode we have access to
cycle counter, consequently, the success rate increases and the number of en-
cryptions required decreases. In unprivileged mode, we made use of timing
mechanisms like perf and monotonic clock. The results were still promising,
however number of required traces increased with the change in the choice
of the timing mechanism.

– Impact of eviction strategy: It is the most crucial aspect of the attack
as an eviction strategy with 100% eviction rate and lower execution time
is essential. Using Cache Eviction Strategy Evaluator [26] our task became
fairly easy and we could come up with an efficient strategy. In this study,
we did not try the eviction strategies suggested by [29][44] as they were
time-consuming.

– Impact of the type of attack: Prime+Probe is a much more realistic at-
tack but we could not completely recover the key using Correlation Analysis,
given the same number of traces used for EVICT+RELOAD. On the other
hand, Evict+Reload in various attack scenarios results in a successful key
recovery as discussed in previous sections.
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10 Conclusion

We present a novel evaluation strategy for cache side channel attacks on An-
droid smartphones( Section: 5.1). Our study discusses the applicability of cache
attacks (PRIME+PROBE, EVICT+RELOAD) on a victim application making
use of native code on our test devices (5.1). It emphasizes the effect of the cache
intial state, timing probe, compiler, access settings, operating system etc on the
generated cache traces. Further, we discuss the number of key bytes recovered
by analyzing the cache behavior. Our experiments are not entirely dependant
on the above-mentioned specifications and hence can be reproduced with much
ease. We perform cache attacks on OpenSSL 1.0.1g and OpenSSL 0.9.7a AES
implementation on our test devices 5.1 using a state-of-the-art attack strategy
based on the works of Spreitzer et al. [35] and Tromer et al. [29]. In the previ-
ous works [29][6][16] picture analysis was fundamentally used to identify the key
candidates. Correlation Analysis was used in timing attacks but not in access
driven cache attacks on ARM. Our results establish the successful implementa-
tion of statistical techniques like Correlation Analysis and Key Rank Estimation
on cache trace-sets for recovery of the complete secret key of AES. Using the
proposed method, we quantitatively evaluate the transition with the increase of
the number of plaintexts. We also discuss the performance of our attack in vary-
ing attack scenarios. Finally, we demonstrate the cache attack on a vulnerable
implementation of AES resembling a white-box implementation and then test
its applicability on a custom white box implementation of AES.

Future work related to the investigation of cache attacks on white-box cryp-
tosystems seems promising. We believe that incorporation of statistical analysis
with access-driven cache attack opens door to a major research in the field of
white-box cryptosystems. Furthermore, launching these cache attacks without
any privilege escalation or assistance from performance counters will ease the
implementation. The possibilities of new cache attacks and new attack vectors
are also a part of future work. Different countermeasures to such statistical anal-
ysis could be researched. For instances, techniques like code obfuscation can be
implemented but the level to which it should be done remains questionable.
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